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Abstract: Hyperspectral remote sensing obtains abundant spectral and spatial information of the
observed object simultaneously. It is an opportunity to classify hyperspectral imagery (HSI) with
a fine-grained manner. In this study, the fine-grained classification of HSI, which contains a large
number of classes, is investigated. On one hand, traditional classification methods cannot handle
fine-grained classification of HSI well; on the other hand, deep learning methods have shown
their powerfulness in fine-grained classification. So, in this paper, deep learning is explored for
HSI supervised and semi-supervised fine-grained classification. For supervised HSI fine-grained
classification, densely connected convolutional neural network (DenseNet) is explored for accurate
classification. Moreover, DenseNet is combined with pre-processing technique (i.e., principal
component analysis or auto-encoder) or post-processing technique (i.e., conditional random field)
to further improve classification performance. For semi-supervised HSI fine-grained classification,
a generative adversarial network (GAN), which includes a discriminative CNN and a generative
CNN, is carefully designed. The GAN fully uses the labeled and unlabeled samples to improve
classification accuracy. The proposed methods were tested on the Indian Pines data set, which
contains 33,3951 samples with 52 classes. The experimental results show that the deep learning-based
methods provide great improvements compared with other traditional methods, which demonstrate
that deep models have huge potential for HSI fine-grained classification.

Keywords: convolutional neural network (CNN); deep learning; generative adversarial network
(GAN); hyperspectral imagery classification; semi-supervised classification

1. Introduction

Hyperspectral imaging obtains data of the observing target with spectral and spatial information
simultaneously and has become a useful tool for a wide branch of users. Among the hyperspectral
imagery (HSI) processing methods, classification is one of the core techniques, which tries to allocate a
specific class to each pixel in the scene. HSI classification is widely-used including urban development,
land change monitoring, scene interpretation, and resource management [1].

The data acquisition capability of remote sensing has been largely improved in the recent decades.
In the context of hyperspectral remote sensing, varieties of instruments will be available for Earth
observation. Those advanced technologies have increased different types of satellites images which
have different resolutions in spectral and spatial dimensions. In general, it leads to difficulties and also
opportunities for data processing techniques [2].
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In common, the data shown in hyperspectral remote sensing have following features: abundant
of object labels, a large size of pixels, and high dimensional features. To the best of our knowledge,
most of hyperspectral datasets do not contain more than 20 classes individually. How to handle HSI
classification with a large number of classes is a challenging task in real applications. In this study,
we investigate the classification of Indian Pines dataset which contains 52 classes. As far as we can
see, it is the only public dataset with more than 50 classes. Furthermore, for the Indian Pines dataset,
there are fine-grained classes which contain more specific and detailed information compared with the
traditional coarse definition of classes.

Among the HSI processing techniques, classification is one of the most vibrant topics. There are
three types of HSI classification methods: supervised, unsupervised, and semi-supervised ones. Most
of the existing HSI classifiers are based on supervised learning methods.

Due to the abundant spectral information of HSI, traditional methods have been focused on
spectral classifiers including multinomial logistic regression [3], random forest [4], neural network [5],
support vector machine [6,7], sparse representation [8], and deep learning [9–11].

HSI contains both spectral and spatial information. With the help of spatial information,
the classification performance can be significantly improved. Therefore, spectral-spatial classifiers are
the mainstream of supervised HSI classification [12]. Typical spectral-spatial classification techniques
are based on morphological profiles [13,14], multiple kernels [15], and sparse representation [8].
Morphological profile and its extensions extract the spatial features of HSI, and support vector
machines (SVMs) or random forests are followed to obtain the final classification map [16,17]. On the
other hand, multiple kernel-based methods use different kernels to handle the heterogeneous spectral
and spatial features in an efficient manner [18]. In sparse representation-based methods, spatial
information is incorporated to formulate spectral-spatial classifiers [8].

The collection of labeled training samples is costly and time-consuming. Therefore, the number of
training samples is usually limited in practice. On the other hand, there are many unlabeled samples in
the dataset. The semi-supervised classification, which uses the labeled and unlabeled samples together
is a promising way to solve the problem of limited training samples [19–21]. A transductive support
vector machine has been introduced to classify remote sensing images [22]. The proposed transductive
SVM significantly increased the classification accuracy compared to the standard SVM. In [23],
the semi-supervised graph-based method, which combined composite kernels, has been developed
for hyperspectral image classification. Although the number of publications of semi-supervised
classification in the literature is smaller than that of supervised learning, it is very important in remote
sensing applications.

The aforementioned supervised and semi-supervised methods do not classify HSI in a “deep”
manner. Deep learning-based models have the advantages in feature extraction, which have shown their
capability in many research areas computer vision [24], speech recognition [25], machine translation [26],
and remote sensing [27,28].

Most of popular deep learning models, including stacked auto-encoder [29,30], deep belief
network [12,31], convolutional neural network (CNN) [32–35], and recurrent neural network [36], have
been explored for HSI classification. Among the aforementioned deep models, CNN-based methods are
widely-used for HSI classification. Similar works for the purpose of extracting spectral-spatial features
from pixel have been proposed using a deep CNN in [37]. Li et al. [38] leverage the CNN method to
extract pixel-pairs features of HSI following by a majority voting strategy to predict the final classification
result. Z. Zhong et al. proposed a 3D-deep network which receives 3D-blocks equipped with spatial
and spectral information both from HSI and calculates 3D-convolution kernels for each pixel [39].
In [40], a light 3D-convolution was proposed for extracting the deep spectral-spatial-combined features
and the proposed model was less likely to overfitting and easy to train. Furthermore, in [41], band
selection was used to select informative and discriminative bands, and then the labeled and unlabeled
samples were fed into a 3D-convolutional Auto-Encoder to get the encoded features for semi-supervised
HSI classification. In the meanwhile, Romero et al. [34] raised an unsupervised deep CNN to grab
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sparse features for the limitation of a small training set. In 2018, generative adversarial network (GAN)
was used as a supervised classification method to obtain accurate classification of HSI [42], and in [43]
a semi-supervised classification utilizing spectral features based on GAN was proposed.

Although deep learning-based methods have shown their capability in HSI processing, deep
learning is still in the early stage for HSI classification. There are many specific classification problems,
including few training samples and HSI with a great number of classes, to be solved by deep
learning methods.

Fine-grained classification tries to classify data with small diversity of relatively large number of
classes. Few methods have been proposed for HSI fine-grained classification. As far as we know, only
in [44], SVM was used to classify HSI with a great number of classes. How to classify HSI with volume
and variety is an urgent task to be tackled nowadays. Due to the advantages of deep learning, it is
necessary to use deep learning methods for HSI fine-grained classification.

Furthermore, due to the difficulty and time-consuming to label samples, labeled training samples
are usually limited. It is necessary to use the unlabeled samples, which can be used to improve the
classification performance.

Moreover, the processing time is another important factor of practical applications. As we
know, HSI classification with lots of training samples is time-consuming. In order to speed up
the classification procedure, preprocessing of HSI, which reduces the computational complexity of
classification, is usually needed. On one hand, these preprocessing techniques are traditionally
performed through spectral dimensionality reduction algorithms (e.g., principal component analysis
(PCA) [45] and Auto-Encoder (AE)). On the other hand, the deep learning methods which are the
combinations of feature extraction and classification, can reduce the classification time via the feature
extraction stage. In [30,46], the new spectral-spatial HSI classification methods based on the deep
features extraction using stacked-auto-encoders (SAE) are proposed, which have achieved an effective
performance on HSI classification.

Generally speaking, a further refinement process can produce an improved classification output.
Considering that, some post-processing methods combining probabilistic graphical models such as
MRF and conditional random field (CRF) with CNN have been explored in [47,48]. For example,
Liu et al. [49] used CRF to improve the segmentation outputs by explicitly modeling the contextual
information between regions. Furthermore, Chen et al. [50] proposed a fully connected Gaussian CRF
model with respective unary potentials getting from a CNN instead of using a disconnected approach.
And Zheng et al. [51] demonstrated a dense CRF with Gaussian pairwise potentials as a recurrent
neural network to improve the low-resolution prediction by a traditional CNN.

In this study, the deep learning-based methods for hyperspectral supervised and semi-supervised
fine-grained classification are investigated. With the help of deep learning models, the proposed
methods achieve significant improvements in terms of classification accuracy. Besides, compared with
traditional methods like SVM-based methods, the deep learning models can reduce the total running
time (e.g., training and test time). In more details, the main contributions of this study are summarized
as follows.

(1) The deep learning-based methods are explored for supervised and semi-supervised fine-grained
classification of HSI for the first time.

(2) Densely connected convolutional neural network (DenseNet) is explored for supervised
classification of HSI. Moreover, pre-processing (i.e., PCA and AE) and post-processing (i.e., CRF)
techniques are combined with DenseNet to further improve the classification performance.

(3) A Semi-supervised deep model, semi-GAN, is proposed for semi-supervised classification of
HSI. The Semi-GAN effectively utilizes the unlabeled samples to improve the classification performance.

(4) The proposed methods are tested on HSI under the condition of limited training samples,
and the deep learning models obtain astounding classification performance.

The rest of the paper is organized as follows. Section 2 presents the densely connected CNN for
HSI supervised fine-grained classification and Section 3 presents the GAN for HSI semi-supervised
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fine-grained classification. The details of experimental results are reported in Section 4. In Section 5,
the conclusions and discussions are presented.

2. Densely Connected CNN for HSI Supervised Fine-grained Classification

HSI usually covers a wide range of the observing scene, which means that the data contain
complex data distribution and dozens of different classes at the same time. Without effective feature
extraction, it is difficult to classify HSI accurately. Deep models, which use multiple processing layers
to hierarchically extract the abstract and discriminant features of the inputs, have the potential to
handle accurate classification of complex data. In this section, CNNs are explored for HSI classification.

2.1. Deep Learning and Convolutional Neural Network

In general, deep learning-based methods use multiple layers, which are composed by simple
but nonlinear layers, to gradually learn semantically meaningful representation of the inputs.
By accumulating enough nonlinear layers, complex functions can be learned by a deep model. The deep
model starts with raw pixels and ends with abstract features, and the learned discriminant features
suppressed the irrelevant variations. This procedure is extremely important for a classification task.

There are many different ways to implement the idea of deep learning and the mainstream
implementations include stacked Auto-Encoder, deep belief network, deep CNN, and deep recurrent
neural network. Among the popular deep models, CNN is the most widely-used method for image
processing due to the advantages of local connections, shared weights, and pooling.

The convolutional operation with nonlinear transform is the core part of a CNN and it is formulated
as follows:

xl
j = f

(∑M

i=1
xl−1

i ∗ kl
i j + bl

j

)
, (1)

where matrix xl−1
i is the i-th feature map of the (l− 1)-th layer, xl

j is the j-th feature map of the

l-th layer, and M is the total number of feature maps. kl
i j is the convolution filter and bl

j is the
corresponding bias. f (·) is a nonlinear transform such as the rectified linear unit (ReLU) and ∗
denotes the convolution operation. All the parameters including weights and biases are determined by
back-propagation learning.

The pooling operation merges the semantically similar features into one, which brings invariance
to the feature extraction procedure. There are several pooling strategies and the most common pooling
operation is max pooling.

By stacking convolution and pooling layers, deep CNN can be established. In the training of
deep CNN, there are some problems such as gradient vanishing and weights initialization difficulty.
Batch normalization (BN) [52] can stabilize the distributions of layer inputs, which is achieved by
injecting additional BN layers with controlling the mean and variance of distributions. In [53], it has
been proved that the effectiveness of batch normalization does not lie in reducing so-called internal
covariate shift but lies in making the landscape of the corresponding optimization problem significantly
more smooth. Let B = {x1, x2, . . . , xm} contains a mini-batch of inputs, then BN mechanism can be
formulated as follows.

yi = BNγ,β(xi) = γ
xi −

1
m

∑m
i=1 xi√

1
m

∑m
i=1

(
xi −

1
m

∑m
i=1 xi

)2
+ ε

+ β. (2)

The normalized result yi is scaled and shifted by the learnable parameters γ and β. ε is a constant
for numerical stability.

This implies that the gradients used in training are more predictive and well-behaved to cope
with the gradient vanishing curse. BN is a practical tool in the training of a deep neural network and it
usually speeds up the training procedure.
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2.2. Densely Connected CNN for HSI Supervised Fine-grained Classification

In this subsection, the proposed DenseNet framework for HSI fine-grained classification is
illustrated in Figure 1. From Figure 1, one can see that there are three parts: the data preparation,
feature extraction, and classification. In data preparation part, Auto-Encoder is used to condense the
information in the spectral domain, and then the neighbors of the pixel to be classified are selected
as input. DenseNet, which is used for feature extraction, is the core part of the framework. At last,
a softmax classifier is used to obtain the final classification result.
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Traditional CNNs stack the hidden layers to formulate a deep net. Simple stacking of layers
leads to serious problems including vanishing gradient and inefficient feature propagation. Although
there are some techniques including BN to alleviate the aforementioned problems, the classification
performance of CNNs can be further improved by modifying its architecture. DenseNet is a relatively
new type of CNN [54]. In DenseNet, each layer obtains additional inputs from all preceding layers.
Hence, the l-th layer has l inputs obtained by l connections. This scheme introduces L(L + 1)/2
connections in an L-layer network, while a traditional CNN of L layers only has L connections. Figure 2
shows the situation when L = 4. There are there composite functions, which are denoted by Hl(·),
and one transition layer. From the figure, we can see that the total number of connections (colored
lines) is 10.
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In dense connection, each layer is connected to all subsequent layers. Let xl represents the feature
maps of the l-th layer, and xl is obtained through the combination of all previous layers:

xl = Hl
([

x0, x1, . . . , xl−1
])

, (3)[
x0, x1, . . . , xl−1

]
represents the concatenation of previous feature maps produced in layers 0, 1, . . . ,

l − 1. Hl(·) is a composite function of operations: batch normalization, followed by an activation
function (ReLU), and a convolution (Conv).

DenseNet can extract the discriminant features of similar classes, which are useful for
fine-grained classification.

2.3. Dimensionality Reduction with DenseNet for HSI Fine-Grained Classification

HSI usually contains hundreds of spectral bands of the same scene, which can provide more
abundant spectral information. With the increasing amount of bands, most of the traditional algorithms



Remote Sens. 2019, 11, 2690 6 of 26

dramatically suffer from the curse of dimensionality (i.e., Hughes phenomenon). In this study, two
dimensionality reduction methods (i.e., whitening principal component analysis and Auto-Encoder)
are combined with DenseNet for HSI fine-grained classification.

The whitening PCA, which is a modified PCA with the identity covariance matrix, is a common
way of dimensionality reduction. The PCA can condense the data by reducing the dimensions to a
suitable scale. In HSI dimensionality reduction, the whitening PCA is executed to extract the principal
information on the spectral dimensions, and then the reduced image is regarded as the input of deep
models. Due to PCA, the computational complexity is dramatically reduced, which alleviates the
overfitting problem and improves the classification performance.

The Auto-Encoder is another way of dimensionality reduction. Auto-Encoder can non-linearly
transform data into a latent space. When this latent space has lower dimension than the original
one, this can be viewed as a form of non-linear dimensionality reduction. An Auto-Encoder typically
consists of an encoder and a decoder to define the data reconstruction cost. The encoder mapping
f adopts the feed-forward process of the neural network to get the embedded feature. However,
the decoder mapping g aims to reconstruct the original input. The process can be formulated as:

zi = f (ei), (4)

ẽi = g(zi), (5)

where ei denotes the input pixel vector, ẽi denotes the reconstructed vector, and zi denotes the
corresponding latent vector for classification. The difference between the original input vector and the
reconstructed vector is reduced by minimizing the cost function:

C =
1
N

N∑
i=1

‖ei − ẽi‖
2
2, (6)

where N is the numbers of pixels of an HSI.
The aforementioned whitening PCA or Auto-Encoder, which is used as a pre-processing technique,

can be combined with DenseNet to build an end-to-end system to fulfill the HSI fine-grained
classification task.

2.4. CRF with DenseNet for HSI Fine-grained Classification

Different from dimensionality reduction with DenseNet for HSI fine-grained classification, there is
another way (post-processing with DenseNet) to improve classification performance. Therefore, in this
study, conditional random field (CRF) is combined with DenseNet to further improve the classification
accuracy of HSI.

In general, CRFs have been widely used in semantic segmentation based on an initial coarse
pixel-level class label, which is predicted by the local interactions of pixels and edges [55,56]. The goal
of CRFs is to make pixels in a local neighborhood having the same class label, especially they have
been applied to smoothing noisy segmentation maps.

To overcome these limitations of short-range CRFs, we use the fully connected pairwise
CRF proposed in [57] for its efficient computation, and ability to capture fine details based on
long-range dependencies. In detail, we perform the CRF as a post-processing method on top of the
convolutional network, which treats every pixel as a CRF node receiving unary potentials of the CNN
and Auto-Encoder-DenseNet.

The fully connected CRF performs the energy function:

E(x) =
∑

i

θi(xi) +
∑

i j

θi j
(
xi, x j

)
, (7)
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where x is the label assignment for pixels. The unary potential θi(xi) = − log P(xi), where P(xi) is the
label predicted probability at pixel i as computed by convolution network. The pairwise potential uses
a fully-connected graph and when we connect all pairs of image pixels, i, j, we get the energy function.

θi j
(
xi, x j

)
= µ

(
xi, x j

)w1 exp

−‖pi − p j‖
2

2σ2
α

−
‖Ci −C j‖

2

2σ2
β

+ w2 exp

−‖pi − p j‖
2

2σ2
γ


, (8)

µ
(
xi, x j

)
=

{
1, xi , x j
0, others

. (9)

In this function, one can see that it includes two Gaussian kernels, which stand for different
feature spaces, the first kernel based on both pixel positions p and spectral band C, and the second
kernel only depends on pixel positions. The scales of Gaussian kernels are decided according to the
hyper parameters σα, σβ, and σγ. The Gaussian CRF potentials in the fully connected CRF model
in [57] that we adopt can capture long-range dependencies and at the same time the model is amenable
to fast mean field inference. The first kernel impels voxels in an area with similar positions and
homogenous spectral band to equip with similar labels, and the second kernel only takes spatial
proximity into consideration.

3. Generative Adversarial Networks for HSI Semi-Supervised Fine-grained Classification

The collection of labeled training samples is costly and time-consuming. In addition, there are
tremendous unlabeled samples in the dataset. How to effectively combine the labeled and unlabeled
samples is an urgent task in remote sensing processing. In this section, a GAN-based semi-supervised
classification method is proposed for HSI fine-grained classification.

3.1. Generative Adversarial Network (GAN)

As a novel way to train a generative and discriminative model, GAN which was proposed
by Goodfellow [58], has achieved successful development in many fields. Later, various GANs
have been proposed like conditional GAN (cGAN) used for image generations [59], SRGAN for
super-resolution [60], and image-to-image translation through CycleGAN [61] and DualGAN [62].
Other models were also developed for specific applications including video prediction [63], texture
synthesis [64], and natural language processing [65].

Commonly GAN consists of two parts: the generative network G and the discriminative model
D. The generator G can obtain the potential distribution of real data and generate a new similar data
sample while the discriminator D is a binary classifier that can distinguish the real input samples from
the fake samples.

Assuming that the input noise variable possesses a prior p(z) and the real samples are equipped
with data distribution p(x). After accepting a random noise z as input, the generator can produce
a mapping to data space G(z), where G represents the function of the generative model. Similarly,
we can define that D stands for the mapping function of the discriminative model.

In the optimized procedure, the aim of discriminator D is maximizing log(D(x)) which is the
probability of assigning the correct labels to the correct sources, and the generator G tries to make the
generated samples possess more similar distribution with real data, hence we can train the generator
G to minimize log(1−D(G(z))). Therefore, the ultimate aim of the training procedure is to solve the
minimax problem:

min
G

max
D

V(D, G) = Ex∼p(x)[log(D(x))] + Ez∼p(z)[log(1−D(G(z)))], (10)

where E is the expectation operator. However, the shallow multiply perceptrons are usually inferior to
deep models in dealing with complex data. Considering that the deep learning-based methods have
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achieved many novel implementations in variety of aspects, the deep networks (CNNs) are adopted to
compose the model G and D in this paper [66].

3.2. Generative Adversarial Networks for HSI Semi-Supervised Fine-grained Classification

Although GAN has exhibited promising application in image synthesis [67] and many other
aspects [61], the discriminative model D of traditional GAN can be used only in distinguishing the
real samples from the generated samples, which is not suitable for the multiclass image classification.
Recently, the concept of GAN has been extended to be a conditional model with semi-supervised
methods where the labels of true training data were imported to the discriminator D.

To adapt GAN to the multiclass HSI classification issue, we need some additional information
for both G and D. The introduced information are usually class labels to train the conditional GAN.
In this study, the proposed Semi-GAN, whose discriminator D is modified to be a softmax classifier
that can output multi-class labels probabilities, can be used for HSI classification. Besides, additional
information from the training data with real class labels, the training data equipped with predicted
labels are also introduced into the discriminator network. The main framework of Semi-GAN for HSI
fine-grained classification is shown in Figure 3.Remote Sens. 2019, 11, x FOR PEER REVIEW 8 of 25 
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From Figure 3, one can see that the network can extract spectral and spatial features together.
First of all, the HSI data are fed into an Auto-Encoder to obtain the dimensionality-reduced data.
In the whole training process, the dimensionality-reduced real data are divided into two parts: one is
composed of the labeled samples and the other is unlabeled part. The labeled samples are introduced
into both model G and D, while the unlabeled samples are fed into the DenseNet to get the predicted
the corresponding labels. The input of the discriminator D consists of real labeled training data,
the fake data generated by the generator G and the real unlabeled training data with predicted labels,
and then D will output the probability distribution P(S|X) = D(X). Therefore, the ultimate aim of the
discriminator D is to maximize the log-likelihood of the right source:

L = E[log P(S = real|Xreal)] + E
[
log P

(
S = f ake

∣∣∣X f ake
)]

. (11)

Similarly, the aim of the G network is to minimize the log-likelihood of the right source.
In the network, one can see that the real training data are composed of two parts: one is the labeled

real data and the other is unlabeled real data with labels predicted by trained DenseNet. The generator
G also accepts two parts: the hyperspectral image class labels c ∼ pc and the noise z, the output of
G can be defined by X f ake = G(z). The probability distribution of sources P(S|X) and the probability
distribution of class labels P(C|X) are fed into the network D [68]. Considering the different sources
and labels of data, the objective function can be divided into two parts: The log-likelihood of the right
source of input data LS and the log-likelihood of the right class labels Lc:

LS = E[log P(S = real|X0)] + E[log P(S = real|X1)] + E
[
log P(S = f ake

∣∣∣X2)
]
, (12)
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Lc = E[log P(c = c0|X0)] + E[log P(c = c1|X1)] + E[log P(c = c2|X2)], (13)

where X0 and c0 represent real labeled training samples and its true labels respectively. X1 and c1 stand
for real unlabeled training samples and the predicted labels obtained by DenseNet, while the X2 and c2

signify the generated samples from model G and corresponding labels estimated by model D. In the
whole training process, D is trained to maximize LS + Lc, while G is optimized to maximize Lc − LS.

4. Experimental Results

4.1. Data Description and Environmental Setup

In this study, Indian Pines was adopted to validate the proposed methods which contains
333,951 samples with 52 classes. It was a mixed vegetation site over the Indian Pines test area in
North-western Indiana.

The dataset was collected by the Airborne Visible/Infrared Imaging Spectrometer over the Purdue
University Agronomy farm northwest of West Lafayette and the surrounding area. In this experiment,
we used the North-South scene due to the available North-South ground reference map. It was
equipped with a size of 1403 × 614 and 220 spectral bands in the wavelength range of 0.4–2.5 µm. The
false color image was shown in Figure 4a. In this experiment, fifty-two different land-cover classes
(with more than 100 samples) are provided in the ground reference map, as shown in Figure 4b. In this
study, the classification accuracy is mainly evaluated using the overall accuracy (OA), average accuracy
(AA), and Kappa coefficient (K).
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reference map.

For the dataset, the labeled samples were divided into two subsets which contain the training and
test samples, in the training process of supervised methods, 8000 training samples are used to learn
the weights and bias of each neuron. In the test process, 20,000 test samples were used to estimate
the performance of the trained network. In the semi-supervised methods, besides the labeled data,
the unlabeled data are also used to improve the performance of trained network, 20,000 unlabeled
samples are fed into the training process in this experiment. 20,000 samples were used to test the
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classification performance. The training and test samples were randomly chosen among the whole
samples. In order to obtain reliable results, all the experiments were run five times and the experimental
results were given in the form of mean ± standard deviation. The number of training samples for the
same class may be different in different running. Table 1 showed the distribution of the 52 classes and
the number of training/test samples for each class in two runs (denoted by I or II).

Table 1. The distribution of the 52 classes.

No. Color Number of
Samples

Number of
Training

Samples (I)

Number of
Training

Samples (II)

Number of
Test

Samples (I)

Number of
Test

Samples (II)

1
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followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

26,486 638 612 1600 1556
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

39,678 985 947 2471 2400

9

Remote Sens. 2019, 11, x FOR PEER REVIEW 10 of 25 

 

Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

800 12 16 47 47
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

1728 36 40 105 127
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

1049 29 31 54 63
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

5629 144 149 318 311
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

8862 204 205 550 541
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

4381 114 109 240 249
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

1206 36 43 77 80
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

5685 131 125 358 367
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

114 6 2 10 4
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

1147 29 27 56 78
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

2331 51 71 132 148

20

Remote Sens. 2019, 11, x FOR PEER REVIEW 10 of 25 

 

Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

1128 30 25 53 61
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

2185 49 53 124 138
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

2258 52 51 144 140
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

224 5 7 8 13
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

1940 50 38 116 124
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

1742 42 53 103 106
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

335 7 10 14 18
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

10,386 273 210 634 657

28

Remote Sens. 2019, 11, x FOR PEER REVIEW 10 of 25 

 

Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

102 4 2 6 8
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

9391 220 223 553 597
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

894 23 22 51 45
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

1110 23 26 74 75
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

5074 109 138 293 318
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

2726 45 61 159 166
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Table 1. Cont.

No. Color Number of
Samples

Number of
Training

Samples (I)

Number of
Training

Samples (II)

Number of
Test

Samples (I)

Number of
Test

Samples (II)
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

11,802 249 266 677 707
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

10,387 247 253 660 608
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

2242 64 40 115 126
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

543 20 6 28 23
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

15,118 339 382 904 885
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 2667 49 63 166 159
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40  1832 51 54 122 107 
41  8098 188 186 460 484 
42  4953 128 140 281 295 
43  2157 41 55 133 137 
44  2533 39 56 120 158 
45  929 26 28 49 55 
46  8731 221 215 535 498 
47  583 11 16 36 30 
48  3110 92 69 190 194 
49  580 12 14 39 36 
50  4979 118 118 281 293 
51  63562 1519 1486 3861 3715 
52  144 3 3 16 9 

Total 
number 

333951 8000 8000 20000 20000 

Table 2. The detailed framework of DenseNet. 

Layers Output Size DenseNet 
Convolution 56 × 56 9 × 9 conv, stride = 1 
Dense Block 

(1) 56 × 56 
1 × 1 conv3 × 3 conv × 2 

Transition Layer 
(1) 

56 × 56 1 × 1 conv 
28 × 28 2 × 2 average pool, stride = 2 

Dense Block 
(2) 28 × 28 

1 × 1 conv3 × 3 conv × 4 

Transition Layer 
(2) 

28 × 28 1 × 1 conv 
14 × 14 2 × 2 average pool, stride = 2 

Dense Block 
(3) 14 × 14 

1 × 1 conv3 × 3 conv × 6 

Transition Layer 
(3) 

14 × 14 1×1 conv 
7 × 7 2 × 2 average pool, stride = 2 

Dense Block 
(4) 7 × 7 

1 × 1 conv3 × 3 conv × 8 

Classification Layer 1 × 1 7 × 7 global average pool 
 fully-connected, softmax 

Table 3. Test accuracy of Auto-Encoder-DenseNet with different numbers of principal components. 

Number of Principal 
Components 5 10 20 

OA (%) 91.48 ± 0.42 92.35 ± 0.57 92.23 ± 0.53 
AA (%) 86.54 ± 1.76 87.89 ± 2.07 87.44 ± 1.65 
K×100 89.61 ± 0.54 91.30 ± 0.66 91.12 ± 0.79 

In the CNN-based methods and DenseNet-based methods, we used 64 × 64 × 𝑑 where the d 
represented the number of spectral bands and 64 × 64 × 10 neighbors of each pixel as the input 3D 
images without compressing and with compressing, respectively. For the RBF-SVM method, we used 
a “grid-search” method to find the most appropriate 𝐶  and  𝛾  [69]. In this manner, pairs of (𝐶, 𝛾) were tried and the one with the best classification accuracy on the validation samples was 
picked. This method was convenient and straightforward. In this experiment, the ranges of 𝐶 and 𝛾 
were [10 , 10 , ⋯ 10 ]  and [10 , 10 , ⋯ 10 ] , respectively. Furthermore, in the RF-based 
methods, we preserved three principal components of hyperspectral data after AE stage, the 27 × 27 × 3 neighbors of each pixel are regarded as the input 3D images. The input images are 

1832 51 54 122 107
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40  1832 51 54 122 107 
41  8098 188 186 460 484 
42  4953 128 140 281 295 
43  2157 41 55 133 137 
44  2533 39 56 120 158 
45  929 26 28 49 55 
46  8731 221 215 535 498 
47  583 11 16 36 30 
48  3110 92 69 190 194 
49  580 12 14 39 36 
50  4979 118 118 281 293 
51  63562 1519 1486 3861 3715 
52  144 3 3 16 9 

Total 
number 

333951 8000 8000 20000 20000 

Table 2. The detailed framework of DenseNet. 

Layers Output Size DenseNet 
Convolution 56 × 56 9 × 9 conv, stride = 1 
Dense Block 

(1) 56 × 56 
1 × 1 conv3 × 3 conv × 2 

Transition Layer 
(1) 

56 × 56 1 × 1 conv 
28 × 28 2 × 2 average pool, stride = 2 

Dense Block 
(2) 28 × 28 

1 × 1 conv3 × 3 conv × 4 

Transition Layer 
(2) 

28 × 28 1 × 1 conv 
14 × 14 2 × 2 average pool, stride = 2 

Dense Block 
(3) 14 × 14 

1 × 1 conv3 × 3 conv × 6 

Transition Layer 
(3) 

14 × 14 1×1 conv 
7 × 7 2 × 2 average pool, stride = 2 

Dense Block 
(4) 7 × 7 

1 × 1 conv3 × 3 conv × 8 

Classification Layer 1 × 1 7 × 7 global average pool 
 fully-connected, softmax 

Table 3. Test accuracy of Auto-Encoder-DenseNet with different numbers of principal components. 

Number of Principal 
Components 5 10 20 

OA (%) 91.48 ± 0.42 92.35 ± 0.57 92.23 ± 0.53 
AA (%) 86.54 ± 1.76 87.89 ± 2.07 87.44 ± 1.65 
K×100 89.61 ± 0.54 91.30 ± 0.66 91.12 ± 0.79 

In the CNN-based methods and DenseNet-based methods, we used 64 × 64 × 𝑑 where the d 
represented the number of spectral bands and 64 × 64 × 10 neighbors of each pixel as the input 3D 
images without compressing and with compressing, respectively. For the RBF-SVM method, we used 
a “grid-search” method to find the most appropriate 𝐶  and  𝛾  [69]. In this manner, pairs of (𝐶, 𝛾) were tried and the one with the best classification accuracy on the validation samples was 
picked. This method was convenient and straightforward. In this experiment, the ranges of 𝐶 and 𝛾 
were [10 , 10 , ⋯ 10 ]  and [10 , 10 , ⋯ 10 ] , respectively. Furthermore, in the RF-based 
methods, we preserved three principal components of hyperspectral data after AE stage, the 27 × 27 × 3 neighbors of each pixel are regarded as the input 3D images. The input images are 
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In the CNN-based methods and DenseNet-based methods, we used 64 × 64 × 𝑑 where the d 
represented the number of spectral bands and 64 × 64 × 10 neighbors of each pixel as the input 3D 
images without compressing and with compressing, respectively. For the RBF-SVM method, we used 
a “grid-search” method to find the most appropriate 𝐶  and  𝛾  [69]. In this manner, pairs of (𝐶, 𝛾) were tried and the one with the best classification accuracy on the validation samples was 
picked. This method was convenient and straightforward. In this experiment, the ranges of 𝐶 and 𝛾 
were [10 , 10 , ⋯ 10 ]  and [10 , 10 , ⋯ 10 ] , respectively. Furthermore, in the RF-based 
methods, we preserved three principal components of hyperspectral data after AE stage, the 27 × 27 × 3 neighbors of each pixel are regarded as the input 3D images. The input images are 
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Table 3. Test accuracy of Auto-Encoder-DenseNet with different numbers of principal components. 
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Components 5 10 20 
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AA (%) 86.54 ± 1.76 87.89 ± 2.07 87.44 ± 1.65 
K×100 89.61 ± 0.54 91.30 ± 0.66 91.12 ± 0.79 

In the CNN-based methods and DenseNet-based methods, we used 64 × 64 × 𝑑 where the d 
represented the number of spectral bands and 64 × 64 × 10 neighbors of each pixel as the input 3D 
images without compressing and with compressing, respectively. For the RBF-SVM method, we used 
a “grid-search” method to find the most appropriate 𝐶  and  𝛾  [69]. In this manner, pairs of (𝐶, 𝛾) were tried and the one with the best classification accuracy on the validation samples was 
picked. This method was convenient and straightforward. In this experiment, the ranges of 𝐶 and 𝛾 
were [10 , 10 , ⋯ 10 ]  and [10 , 10 , ⋯ 10 ] , respectively. Furthermore, in the RF-based 
methods, we preserved three principal components of hyperspectral data after AE stage, the 27 × 27 × 3 neighbors of each pixel are regarded as the input 3D images. The input images are 
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Table 3. Test accuracy of Auto-Encoder-DenseNet with different numbers of principal components. 
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Components 5 10 20 
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AA (%) 86.54 ± 1.76 87.89 ± 2.07 87.44 ± 1.65 
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In the CNN-based methods and DenseNet-based methods, we used 64 × 64 × 𝑑 where the d 
represented the number of spectral bands and 64 × 64 × 10 neighbors of each pixel as the input 3D 
images without compressing and with compressing, respectively. For the RBF-SVM method, we used 
a “grid-search” method to find the most appropriate 𝐶  and  𝛾  [69]. In this manner, pairs of (𝐶, 𝛾) were tried and the one with the best classification accuracy on the validation samples was 
picked. This method was convenient and straightforward. In this experiment, the ranges of 𝐶 and 𝛾 
were [10 , 10 , ⋯ 10 ]  and [10 , 10 , ⋯ 10 ] , respectively. Furthermore, in the RF-based 
methods, we preserved three principal components of hyperspectral data after AE stage, the 27 × 27 × 3 neighbors of each pixel are regarded as the input 3D images. The input images are 
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Table 3. Test accuracy of Auto-Encoder-DenseNet with different numbers of principal components. 

Number of Principal 
Components 5 10 20 

OA (%) 91.48 ± 0.42 92.35 ± 0.57 92.23 ± 0.53 
AA (%) 86.54 ± 1.76 87.89 ± 2.07 87.44 ± 1.65 
K×100 89.61 ± 0.54 91.30 ± 0.66 91.12 ± 0.79 

In the CNN-based methods and DenseNet-based methods, we used 64 × 64 × 𝑑 where the d 
represented the number of spectral bands and 64 × 64 × 10 neighbors of each pixel as the input 3D 
images without compressing and with compressing, respectively. For the RBF-SVM method, we used 
a “grid-search” method to find the most appropriate 𝐶  and  𝛾  [69]. In this manner, pairs of (𝐶, 𝛾) were tried and the one with the best classification accuracy on the validation samples was 
picked. This method was convenient and straightforward. In this experiment, the ranges of 𝐶 and 𝛾 
were [10 , 10 , ⋯ 10 ]  and [10 , 10 , ⋯ 10 ] , respectively. Furthermore, in the RF-based 
methods, we preserved three principal components of hyperspectral data after AE stage, the 27 × 27 × 3 neighbors of each pixel are regarded as the input 3D images. The input images are 
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Table 3. Test accuracy of Auto-Encoder-DenseNet with different numbers of principal components. 

Number of Principal 
Components 5 10 20 

OA (%) 91.48 ± 0.42 92.35 ± 0.57 92.23 ± 0.53 
AA (%) 86.54 ± 1.76 87.89 ± 2.07 87.44 ± 1.65 
K×100 89.61 ± 0.54 91.30 ± 0.66 91.12 ± 0.79 

In the CNN-based methods and DenseNet-based methods, we used 64 × 64 × 𝑑 where the d 
represented the number of spectral bands and 64 × 64 × 10 neighbors of each pixel as the input 3D 
images without compressing and with compressing, respectively. For the RBF-SVM method, we used 
a “grid-search” method to find the most appropriate 𝐶  and  𝛾  [69]. In this manner, pairs of (𝐶, 𝛾) were tried and the one with the best classification accuracy on the validation samples was 
picked. This method was convenient and straightforward. In this experiment, the ranges of 𝐶 and 𝛾 
were [10 , 10 , ⋯ 10 ]  and [10 , 10 , ⋯ 10 ] , respectively. Furthermore, in the RF-based 
methods, we preserved three principal components of hyperspectral data after AE stage, the 27 × 27 × 3 neighbors of each pixel are regarded as the input 3D images. The input images are 
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Table 3. Test accuracy of Auto-Encoder-DenseNet with different numbers of principal components. 

Number of Principal 
Components 5 10 20 

OA (%) 91.48 ± 0.42 92.35 ± 0.57 92.23 ± 0.53 
AA (%) 86.54 ± 1.76 87.89 ± 2.07 87.44 ± 1.65 
K×100 89.61 ± 0.54 91.30 ± 0.66 91.12 ± 0.79 

In the CNN-based methods and DenseNet-based methods, we used 64 × 64 × 𝑑 where the d 
represented the number of spectral bands and 64 × 64 × 10 neighbors of each pixel as the input 3D 
images without compressing and with compressing, respectively. For the RBF-SVM method, we used 
a “grid-search” method to find the most appropriate 𝐶  and  𝛾  [69]. In this manner, pairs of (𝐶, 𝛾) were tried and the one with the best classification accuracy on the validation samples was 
picked. This method was convenient and straightforward. In this experiment, the ranges of 𝐶 and 𝛾 
were [10 , 10 , ⋯ 10 ]  and [10 , 10 , ⋯ 10 ] , respectively. Furthermore, in the RF-based 
methods, we preserved three principal components of hyperspectral data after AE stage, the 27 × 27 × 3 neighbors of each pixel are regarded as the input 3D images. The input images are 
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Table 3. Test accuracy of Auto-Encoder-DenseNet with different numbers of principal components. 
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Components 5 10 20 
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In the CNN-based methods and DenseNet-based methods, we used 64 × 64 × 𝑑 where the d 
represented the number of spectral bands and 64 × 64 × 10 neighbors of each pixel as the input 3D 
images without compressing and with compressing, respectively. For the RBF-SVM method, we used 
a “grid-search” method to find the most appropriate 𝐶  and  𝛾  [69]. In this manner, pairs of (𝐶, 𝛾) were tried and the one with the best classification accuracy on the validation samples was 
picked. This method was convenient and straightforward. In this experiment, the ranges of 𝐶 and 𝛾 
were [10 , 10 , ⋯ 10 ]  and [10 , 10 , ⋯ 10 ] , respectively. Furthermore, in the RF-based 
methods, we preserved three principal components of hyperspectral data after AE stage, the 27 × 27 × 3 neighbors of each pixel are regarded as the input 3D images. The input images are 
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Table 3. Test accuracy of Auto-Encoder-DenseNet with different numbers of principal components. 

Number of Principal 
Components 5 10 20 

OA (%) 91.48 ± 0.42 92.35 ± 0.57 92.23 ± 0.53 
AA (%) 86.54 ± 1.76 87.89 ± 2.07 87.44 ± 1.65 
K×100 89.61 ± 0.54 91.30 ± 0.66 91.12 ± 0.79 

In the CNN-based methods and DenseNet-based methods, we used 64 × 64 × 𝑑 where the d 
represented the number of spectral bands and 64 × 64 × 10 neighbors of each pixel as the input 3D 
images without compressing and with compressing, respectively. For the RBF-SVM method, we used 
a “grid-search” method to find the most appropriate 𝐶  and  𝛾  [69]. In this manner, pairs of (𝐶, 𝛾) were tried and the one with the best classification accuracy on the validation samples was 
picked. This method was convenient and straightforward. In this experiment, the ranges of 𝐶 and 𝛾 
were [10 , 10 , ⋯ 10 ]  and [10 , 10 , ⋯ 10 ] , respectively. Furthermore, in the RF-based 
methods, we preserved three principal components of hyperspectral data after AE stage, the 27 × 27 × 3 neighbors of each pixel are regarded as the input 3D images. The input images are 
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In the CNN-based methods and DenseNet-based methods, we used 64 × 64 × 𝑑 where the d 
represented the number of spectral bands and 64 × 64 × 10 neighbors of each pixel as the input 3D 
images without compressing and with compressing, respectively. For the RBF-SVM method, we used 
a “grid-search” method to find the most appropriate 𝐶  and  𝛾  [69]. In this manner, pairs of (𝐶, 𝛾) were tried and the one with the best classification accuracy on the validation samples was 
picked. This method was convenient and straightforward. In this experiment, the ranges of 𝐶 and 𝛾 
were [10 , 10 , ⋯ 10 ]  and [10 , 10 , ⋯ 10 ] , respectively. Furthermore, in the RF-based 
methods, we preserved three principal components of hyperspectral data after AE stage, the 27 × 27 × 3 neighbors of each pixel are regarded as the input 3D images. The input images are 
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Transition Layer 
(1) 

56 × 56 1 × 1 conv 
28 × 28 2 × 2 average pool, stride = 2 

Dense Block 
(2) 28 × 28 

1 × 1 conv3 × 3 conv × 4 

Transition Layer 
(2) 

28 × 28 1 × 1 conv 
14 × 14 2 × 2 average pool, stride = 2 

Dense Block 
(3) 14 × 14 

1 × 1 conv3 × 3 conv × 6 

Transition Layer 
(3) 

14 × 14 1×1 conv 
7 × 7 2 × 2 average pool, stride = 2 

Dense Block 
(4) 7 × 7 

1 × 1 conv3 × 3 conv × 8 

Classification Layer 1 × 1 7 × 7 global average pool 
 fully-connected, softmax 

Table 3. Test accuracy of Auto-Encoder-DenseNet with different numbers of principal components. 

Number of Principal 
Components 5 10 20 

OA (%) 91.48 ± 0.42 92.35 ± 0.57 92.23 ± 0.53 
AA (%) 86.54 ± 1.76 87.89 ± 2.07 87.44 ± 1.65 
K×100 89.61 ± 0.54 91.30 ± 0.66 91.12 ± 0.79 

In the CNN-based methods and DenseNet-based methods, we used 64 × 64 × 𝑑 where the d 
represented the number of spectral bands and 64 × 64 × 10 neighbors of each pixel as the input 3D 
images without compressing and with compressing, respectively. For the RBF-SVM method, we used 
a “grid-search” method to find the most appropriate 𝐶  and  𝛾  [69]. In this manner, pairs of (𝐶, 𝛾) were tried and the one with the best classification accuracy on the validation samples was 
picked. This method was convenient and straightforward. In this experiment, the ranges of 𝐶 and 𝛾 
were [10 , 10 , ⋯ 10 ]  and [10 , 10 , ⋯ 10 ] , respectively. Furthermore, in the RF-based 
methods, we preserved three principal components of hyperspectral data after AE stage, the 27 × 27 × 3 neighbors of each pixel are regarded as the input 3D images. The input images are 
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144 3 3 16 9

Total number 333,951 8000 8000 20,000 20,000

4.2. HSI Supervised Fine-Grained Classification

In this supervised experiment, the DenseNet was also compared with the traditional CNN used in
HSI classification. The training and test samples were randomly chosen among the whole dataset and
8000 labeled samples for all classes were regarded as the training data in view of the large class numbers.

The details of basic DenseNet framework were shown in Table 2. In the Table 2, the DenseNet
in the experiment had four dense blocks and three Transition Layers. Each Dense Block had the
BN-ReLU-Conv (1 × 1)-BN-ReLU-Conv (3 × 3) version of Hl(·). The introduced 1 × 1 convolution
before 3× 3 convolution was used to reduce the number of input feature maps, and thus improved
computational efficiency. The growth rate k in the experiment was set to 16 which meant that the
number of input feature maps in next layer increased by 16 compared with the last layer. The numbers
of Hl(·) in four dense blocks are 2, 4, 6, 8, respectively. For the convolutional layer in dense block,
each side of the inputs was zero-padded by one pixel to keep the feature-map size fixed. Between
two contiguous dense blocks, we used Transition Layer that contained 1× 1 convolution followed by
2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense block, a 7 × 7
global average pooling was executed, and then a softmax classifier was attached to get the predicted
labels. The hyperspectral data after Auto-Encoder were preserved ten principal components in the
Auto-Encoder-DenseNet. The classification results with different number of principal components were
shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet with ten principal components
obtained best classification performance. Therefore, we preserved ten principal components in the
Auto-Encoder-DenseNet. And similarly, the total channels were condensed to ten dimensions through
PCA in the PCA-DenseNet for the comparison.



Remote Sens. 2019, 11, 2690 12 of 26

Table 2. The detailed framework of DenseNet.

Layers Output Size DenseNet

Convolution 56 × 56 9 × 9 conv, stride = 1

Dense Block
(1) 56 × 56

(
1× 1 conv
3× 3 conv

)
× 2

Transition Layer
(1)

56 × 56 1 × 1 conv
28 × 28 2 × 2 average pool, stride = 2

Dense Block
(2) 28 × 28

(
1× 1 conv
3× 3 conv

)
× 4

Transition Layer
(2)

28 × 28 1 × 1 conv
14 × 14 2 × 2 average pool, stride = 2

Dense Block
(3) 14 × 14

(
1× 1 conv
3× 3 conv

)
× 6

Transition Layer
(3)

14 × 14 1 × 1 conv
7 × 7 2 × 2 average pool, stride = 2

Dense Block
(4) 7 × 7

(
1× 1 conv
3× 3 conv

)
× 8

Classification Layer 1 × 1 7 × 7 global average pool
fully-connected, softmax

Table 3. Test accuracy of Auto-Encoder-DenseNet with different numbers of principal components.

Number of Principal
Components 5 10 20

OA (%) 91.48 ± 0.42 92.35 ± 0.57 92.23 ± 0.53
AA (%) 86.54 ± 1.76 87.89 ± 2.07 87.44 ± 1.65
K × 100 89.61 ± 0.54 91.30 ± 0.66 91.12 ± 0.79

In the CNN-based methods and DenseNet-based methods, we used 64 × 64 × d where the d
represented the number of spectral bands and 64 × 64 × 10 neighbors of each pixel as the input 3D
images without compressing and with compressing, respectively. For the RBF-SVM method, we used a
“grid-search” method to find the most appropriate C and γ [69]. In this manner, pairs of (C,γ) were tried
and the one with the best classification accuracy on the validation samples was picked. This method
was convenient and straightforward. In this experiment, the ranges of C and γwere

[
10−2, 10−1, · · · 105

]
and

[
10−4, 10−3, · · · 103

]
, respectively. Furthermore, in the RF-based methods, we preserved three

principal components of hyperspectral data after AE stage, the 27 × 27 × 3 neighbors of each pixel
are regarded as the input 3D images. The input images are normalized into the range [−0.5–0.5].
The parameters of deep models were generally selected by trial-and-error. Table 4 showed the detailed
parameter settings of deep models. The learning rate was chosen from {0.1, 0.01, 0.005, 0.002, 0.001,
0.0005, 0.0002, 0.0001}. The number of epochs was chosen from {100, 150, 200, 250, 300, 350}. The batch
size was chosen from {50, 100, 200, 500, 1000, 5000}. We carefully trained and optimized the involved
models for fair comparison.

Table 4. The detailed parameter settings of deep models.

Model Learning Rate Number of Epochs Batch Size

Auto-Encoder 0.001 150 5000
CNN 0.001 150 200

DenseNet 0.001 150 200
Semi-GAN 0.0002 200 200
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In this study, L2 regularization was used as regularization techniques in DenseNet and Semi-GAN
(mentioned later). L2 regularization, which leads the value of weights tend to be smaller, is a common
used technique to handle overfitting. In the experiments, the hyperparameter of weight decay was set
to 0.0001. Furthermore, the global average pooling (GAP) were used in DenseNet to reduce number of
the parameters for alleviating the problem of overfitting. The details about global average pooling can
be found in the network structure.

The classification results obtained from different methods were shown in Table 5. Table 5 included
the RF-based and original CNN-based methods to give a comprehensive comparison. To exploit
spectral-spatial features, the extended morphological profiles with RF (EMP-RF), which is a popular
method used in hyperspectral classification, was also performed. In the EMP-RF method, three
principal components from HSIs were computed, and then the opening and closing operations were
used to extract spatial information on the first three components. The shape structuring element (SE)
was set as disk with an increasing size from 1 to 4. Therefore, 24 spatial features were generated.
The extracted features were fed to Random Forest [70] to obtain the final classification results. We also
used extended multi-attribute profiles (EMAPs), which was an extension of attribute profiles (APs)
using different types of attributes [71,72]. For the EMAP-RF method [73], four morphological attributes
types (area, diagonal, inertia, and standard deviation) were stacked together and computed for every
connected component of a grayscale image. For every attribute, we set four thresholds and executed
thinning or thickening operations according to the level between connected component and defined
thresholds. For every band obtained from PCA, thus if N was the number of thresholds considered in
the analysis, the AP was composed of 2N+1 images. We obtained 99 feature maps in the EMAPs due
to the reserved three principal spectral bands and 16 thresholds in whole four attributes. In RF, 50 trees
were chosen in the forest to train the samples and predict the labels of test data. In the CRF-based
methods, we use the fully connected pairwise CRF proposed by [57] for its efficient computation,
and the ability to capture fine details based on long-range dependencies. The CRF is regarded as a
post-processing method on top of the convolution network, which treats every pixel as a CRF node
receiving unary potentials of the CNN and Auto-Encoder-DenseNet. Furthermore, the original CNN
was also used as a benchmark method.

Table 5 showed the classification results with different supervised methods and Table 6 showed
the classification results with different preprocessing methods on the Indian Pines dataset. For further
comparison, Figure 5 was introduced to illustrate the test accuracy of relevant methods.

From Figure 5, one can see that the OA, AA, and K of different classification methods on Indian Pines
dataset were presented. The traditional methods (i.e., SVM, EMP-RF, and EMAP-RF) obtained relatively
low classification accuracy compared with deep learning-based methods. For deep CNN-based
methods, DenseNet obtained better classification performance compared with classical CNN. Moreover,
the combination of DenseNet and pre-processing/post-processing obtained classification accuracy
improvement compared with original DenseNet.

For example, OA, AA, and K of CNN were 85.47%, 78.29%, and 0.8286, respectively, improving
these accuracies by 33.23%, 35.74%, and 0.3571% over RBF-SVM, respectively. And, DenseNet obtained
better performance compared with CNN. On one hand, one can see that the preprocessing methods help
improve the classification performance. For example, the Auto-Encoder-DenseNet obtained superior
performance on OA, AA, and K, which outperformed the DenseNet by 1.51%, 5.47%, and 0.0103,
respectively. In addition, one can see that Auto-Encoder-DenseNet obtained the best classification
performance in terms of OA, which showed that the auto-encoder-based methods achieved better
performance than PCA-based methods in terms of classification accuracy. On the other hand, the CRF
combined with supervised methods achieved superior results compared with those without CRF.
For example, the DenseNet-CRF obtained the highest scores in OA, AA, and K, which exceeded
the DenseNet by 2.23%, 4.44%, and 0.0249, respectively. It showed that CRF could be used as a
post-processing technique for further improving the classification performance of deep models.
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Table 5. Test accuracy with different supervised methods on the Indian Pines dataset.

No Color SVM EMP-RF EMAP-RF CNN CNN-CRF PCA-DenseNet Auto-Encoder-DenseNet DenseNet-CRF

1
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22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
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8  39678 985 947 2471 2400 
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11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
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11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
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12 5629 144 149 318 311 
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14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
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22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

28.30 ± 0.03 67.44 ± 4.35 78.24 ± 4.56 82.33 ± 0.45 84.90 ± 0.08 93.08 ± 0.21 90.26 ± 3.60 90.79 ± 0.07
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

33.86 ± 2.15 75.58 ± 0.34 72.65 ± 0.08 77.46 ± 2.55 80.06 ± 1.45 93.07 ± 0.25 94.41 ± 3.05 92.67 ± 0.43
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

34.25 ± 0.03 82.49 ± 1.04 85.05 ± 0.16 84.84 ± 1.45 84.87 ± 0.05 95.82 ± 0.35 94.68 ± 2.24 93.23 ± 0.21
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

9.56 ± 2.54 66.34 ± 3.02 59.15 ± 2.24 87.36 ± 4.45 97.45 ± 0.46 100.00 ± 0.00 100.00 ± 0.00 96.97 ± 0.19
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

16.10 ± 0.03 44.74 ± 8.43 68.45 ± 3.46 80.82 ± 5.34 90.90 ± 2.45 96.37 ± 1.48 96.18 ± 1.45 90.47 ± 0.03
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

19.77 ± 0.13 42.31 ± 1.16 76.37 ± 2.08 72.11 ± 0.17 89.77 ± 2.56 87.78 ± 2.46 81.26 ± 3.65 87.02 ± 0.09
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

27.30 ± 6.45 65.46 ± 5.02 76.15 ± 4.35 75.91 ± 3.45 89.94 ± 1.56 95.05 ± 0.71 92.90 ± 3.10 93.38 ± 0.16
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

37.87 ± 5.63 74.57 ± 4.53 81.86 ± 0.03 86.37 ± 3.56 91.46 ± 4.32 93.58 ± 0.91 94.63 ± 2.70 90.93 ± 0.15
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

36.31 ± 9.46 68.15 ± 3.46 81.58 ± 3.13 80.96 ± 0.08 86.49 ± 0.12 91.52 ± 0.24 88.32 ± 3.92 92.03 ± 0.23
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

35.84 ± 1.98 58.33 ± 3.45 66.70 ± 0.21 77.63 ± 2.46 89.23 ± 1.56 90.91 ± 0.45 96.36 ± 2.53 96.42 ± 0.15
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

57.14 ± 2.54 70.01 ± 0.42 85.65 ± 0.14 81.69 ± 0.43 83.57 ± 0.20 93.97 ± 0.96 96.97 ± 1.24 94.54 ± 0.06
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

39.25 ± 12.53 55.56 ± 9.43 43.25 ± 0.15 73.33 ± 9.30 65.42 ± 0.14 3.82 ± 5.25 76.61 ± 2.14 91.37 ± 0.42
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

23.19 ± 9.07 25.39 ± 7.45 34.78 ± 0.25 47.61 ± 0.15 78.72 ± 0.15 65.71 ± 5.81 69.27 ± 3.73 80.51 ± 0.32
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

52.65 ± 7.53 66.62 ± 6.26 78.95 ± 2.43 85.81 ± 2.45 85.87 ± 3.56 87.67 ± 1.55 91.17 ± 2.96 91.28 ± 0.06
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

48.63 ± 7.15 57.06 ± 4.56 55.58 ± 3.23 73.91 ± 3.45 90.47 ± 3.46 71.20 ± 3.96 92.23 ± 1.24 86.74 ± 0.04
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

63.14 ± 0.06 69.24 ± 0.14 82.85 ± 0.02 62.48 ± 0.21 79.62 ± 2.35 90.01 ± 1.87 95.50 ± 2.37 92.83 ± 0.12
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

68.35 ± 2.89 68.14 ± 1.35 83.25 ± 2.39 70.94 ± 0.98 79.36 ± 0.24 90.98 ± 1.55 91.07 ± 3.10 89.86 ± 0.14
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

61.51 ± 0.24 83.33 ± 0.16 72.57 ± 0.03 92.85 ± 0.01 89.18 ± 0.46 79.36 ± 3.19 28.34 ± 2.45 100.00 ± 0.000
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

39.94 ± 1.54 51.69 ± 0.68 71.34 ± 0.35 65.74 ± 0.15 89.20 ± 0.23 71.77 ± 3.64 79.79 ± 0.01 86.88 ± 0.16
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

44.63 ± 7.54 58.35 ± 5.45 63.02 ± 5.01 76.54 ± 2.45 82.74 ± 0.34 77.45 ± 7.22 69.13 ± 2.56 75.67 ± 0.24



Remote Sens. 2019, 11, 2690 15 of 26

Table 5. Cont.

No Color SVM EMP-RF EMAP-RF CNN CNN-CRF PCA-DenseNet Auto-Encoder-DenseNet DenseNet-CRF
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

33.24 ± 0.05 14.14 ± 0.04 37.35 ± 0.13 35.05 ± 0.25 72.35 ± 0.16 58.40 ± 9.37 54.13 ± 2.72 81.76 ± 0.32
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

65.98 ± 4.33 76.01 ± 2.45 83.55 ± 3.09 90.36 ± 3.01 78.37 ± 0.26 91.13 ± 0.89 91.46 ± 1.50 91.92 ± 0.04
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

28.33 ± 0.14 25.22 ± 4.64 23.79 ± 13.54 20.49 ± 10.24 26.25 ± 0.19 70.83 ± 1.31 70.79 ± 3.18 87.78 ± 0.42
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

43.25 ± 3.46 69.28 ± 10.45 76.58 ± 0.19 73.01 ± 0.87 87.90 ± 1.56 89.48 ± 0.36 90.51 ± 1.07 90.73 ± 0.13
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

16.56 ± 2.06 62.32 ± 0.11 69.36 ± 0.04 46.69 ± 2.56 86.06 ± 0.12 90.44 ± 0.97 92.20 ± 0.13 94.12 ± 0.04
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

15.54 ± 6.74 70.62 ± 5.39 62.95 ± 6.43 89.41 ± 4.67 49.29 ± 1.45 84.97 ± 2.59 86.90 ± 1.08 91.91 ± 0.20
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

29.97 ± 7.46 57.49 ± 6.34 66.75 ± 4.67 79.16 ± 0.36 90.12 ± 2.45 90.47 ± 0.14 92.92 ± 0.45 90.82 ± 0.05
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

23.64 ± 6.42 68.59 ± 4.07 77.39 ± 1.56 91.51 ± 4.57 82.71 ± 0.25 90.52 ± 2.59 89.55 ± 2.85 88.65 ± 0.06
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

35.00 ± 4.56 74.15 ± 8.31 76.85 ± 6.46 82.73 ± 5.67 86.54 ± 0.43 92.01 ± 0.14 91.24 ± 1.27 90.90 ± 0.23
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

24.83 ± 5.03 68.78 ± 4.04 72.75 ± 6.23 87.37 ± 4.92 82.82 ± 0.51 95.29 ± 0.52 95.35 ± 0.15 91.35 ± 0.11
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

47.15 ± 0.05 53.33 ± 0.06 74.55 ± 0.14 91.26 ± 0.45 86.71 ± 1.56 94.15 ± 1.80 85.65 ± 0.07 96.63 ± 0.39
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

26.99 ± 5.43 54.77 ± 4.56 51.45 ± 6.43 81.42 ± 1.45 90.20 ± 0.32 92.47 ± 0.02 94.01 ± 0.04 98.96 ± 0.06
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

40.86 ± 6.42 72.75 ± 3.64 69.75 ± 2.34 74.94 ± 2.45 89.96 ± 0.12 90.70 ± 0.49 92.95 ± 0.01 86.10 ± 0.24
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 54.55 ± 4.56 68.54 ± 2.54 61.24 ± 2.45 88.53 ± 1.46 73.64 ± 1.57 90.18 ± 0.37 91.61 ± 2.64 89.91 ± 0.08
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Table 2. The detailed framework of DenseNet. 

Layers Output Size DenseNet 
Convolution 56 × 56 9 × 9 conv, stride = 1 
Dense Block 

(1) 56 × 56 
1 × 1 conv3 × 3 conv × 2 

Transition Layer 
(1) 

56 × 56 1 × 1 conv 
28 × 28 2 × 2 average pool, stride = 2 

Dense Block 
(2) 28 × 28 

1 × 1 conv3 × 3 conv × 4 

Transition Layer 
(2) 

28 × 28 1 × 1 conv 
14 × 14 2 × 2 average pool, stride = 2 

Dense Block 
(3) 14 × 14 

1 × 1 conv3 × 3 conv × 6 

Transition Layer 
(3) 

14 × 14 1×1 conv 
7 × 7 2 × 2 average pool, stride = 2 

Dense Block 
(4) 7 × 7 

1 × 1 conv3 × 3 conv × 8 

Classification Layer 1 × 1 7 × 7 global average pool 
 fully-connected, softmax 

Table 3. Test accuracy of Auto-Encoder-DenseNet with different numbers of principal components. 

Number of Principal 
Components 5 10 20 

OA (%) 91.48 ± 0.42 92.35 ± 0.57 92.23 ± 0.53 
AA (%) 86.54 ± 1.76 87.89 ± 2.07 87.44 ± 1.65 
K×100 89.61 ± 0.54 91.30 ± 0.66 91.12 ± 0.79 

In the CNN-based methods and DenseNet-based methods, we used 64 × 64 × 𝑑 where the d 
represented the number of spectral bands and 64 × 64 × 10 neighbors of each pixel as the input 3D 
images without compressing and with compressing, respectively. For the RBF-SVM method, we used 
a “grid-search” method to find the most appropriate 𝐶  and  𝛾  [69]. In this manner, pairs of (𝐶, 𝛾) were tried and the one with the best classification accuracy on the validation samples was 
picked. This method was convenient and straightforward. In this experiment, the ranges of 𝐶 and 𝛾 
were [10 , 10 , ⋯ 10 ]  and [10 , 10 , ⋯ 10 ] , respectively. Furthermore, in the RF-based 
methods, we preserved three principal components of hyperspectral data after AE stage, the 27 × 27 × 3 neighbors of each pixel are regarded as the input 3D images. The input images are 

50.53 ± 2.03 70.01 ± 0.74 62.99 ± 3.45 86.42 ± 1.90 82.37 ± 0.31 94.70 ± 1.63 97.26 ± 3.14 85.82 ± 0.25
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Table 2. The detailed framework of DenseNet. 

Layers Output Size DenseNet 
Convolution 56 × 56 9 × 9 conv, stride = 1 
Dense Block 

(1) 56 × 56 
1 × 1 conv3 × 3 conv × 2 

Transition Layer 
(1) 

56 × 56 1 × 1 conv 
28 × 28 2 × 2 average pool, stride = 2 

Dense Block 
(2) 28 × 28 

1 × 1 conv3 × 3 conv × 4 

Transition Layer 
(2) 

28 × 28 1 × 1 conv 
14 × 14 2 × 2 average pool, stride = 2 

Dense Block 
(3) 14 × 14 

1 × 1 conv3 × 3 conv × 6 

Transition Layer 
(3) 

14 × 14 1×1 conv 
7 × 7 2 × 2 average pool, stride = 2 

Dense Block 
(4) 7 × 7 

1 × 1 conv3 × 3 conv × 8 

Classification Layer 1 × 1 7 × 7 global average pool 
 fully-connected, softmax 

Table 3. Test accuracy of Auto-Encoder-DenseNet with different numbers of principal components. 

Number of Principal 
Components 5 10 20 

OA (%) 91.48 ± 0.42 92.35 ± 0.57 92.23 ± 0.53 
AA (%) 86.54 ± 1.76 87.89 ± 2.07 87.44 ± 1.65 
K×100 89.61 ± 0.54 91.30 ± 0.66 91.12 ± 0.79 

In the CNN-based methods and DenseNet-based methods, we used 64 × 64 × 𝑑 where the d 
represented the number of spectral bands and 64 × 64 × 10 neighbors of each pixel as the input 3D 
images without compressing and with compressing, respectively. For the RBF-SVM method, we used 
a “grid-search” method to find the most appropriate 𝐶  and  𝛾  [69]. In this manner, pairs of (𝐶, 𝛾) were tried and the one with the best classification accuracy on the validation samples was 
picked. This method was convenient and straightforward. In this experiment, the ranges of 𝐶 and 𝛾 
were [10 , 10 , ⋯ 10 ]  and [10 , 10 , ⋯ 10 ] , respectively. Furthermore, in the RF-based 
methods, we preserved three principal components of hyperspectral data after AE stage, the 27 × 27 × 3 neighbors of each pixel are regarded as the input 3D images. The input images are 

49.15 ± 6.64 71.46 ± 3.45 86.25 ± 0.13 89.72 ± 3.57 82.24 ± 0.34 96.32 ± 0.94 94.33 ± 0.13 90.99 ± 0.06
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Table 2. The detailed framework of DenseNet. 

Layers Output Size DenseNet 
Convolution 56 × 56 9 × 9 conv, stride = 1 
Dense Block 

(1) 56 × 56 
1 × 1 conv3 × 3 conv × 2 

Transition Layer 
(1) 

56 × 56 1 × 1 conv 
28 × 28 2 × 2 average pool, stride = 2 

Dense Block 
(2) 28 × 28 

1 × 1 conv3 × 3 conv × 4 

Transition Layer 
(2) 

28 × 28 1 × 1 conv 
14 × 14 2 × 2 average pool, stride = 2 

Dense Block 
(3) 14 × 14 

1 × 1 conv3 × 3 conv × 6 

Transition Layer 
(3) 

14 × 14 1×1 conv 
7 × 7 2 × 2 average pool, stride = 2 

Dense Block 
(4) 7 × 7 

1 × 1 conv3 × 3 conv × 8 

Classification Layer 1 × 1 7 × 7 global average pool 
 fully-connected, softmax 

Table 3. Test accuracy of Auto-Encoder-DenseNet with different numbers of principal components. 

Number of Principal 
Components 5 10 20 

OA (%) 91.48 ± 0.42 92.35 ± 0.57 92.23 ± 0.53 
AA (%) 86.54 ± 1.76 87.89 ± 2.07 87.44 ± 1.65 
K×100 89.61 ± 0.54 91.30 ± 0.66 91.12 ± 0.79 

In the CNN-based methods and DenseNet-based methods, we used 64 × 64 × 𝑑 where the d 
represented the number of spectral bands and 64 × 64 × 10 neighbors of each pixel as the input 3D 
images without compressing and with compressing, respectively. For the RBF-SVM method, we used 
a “grid-search” method to find the most appropriate 𝐶  and  𝛾  [69]. In this manner, pairs of (𝐶, 𝛾) were tried and the one with the best classification accuracy on the validation samples was 
picked. This method was convenient and straightforward. In this experiment, the ranges of 𝐶 and 𝛾 
were [10 , 10 , ⋯ 10 ]  and [10 , 10 , ⋯ 10 ] , respectively. Furthermore, in the RF-based 
methods, we preserved three principal components of hyperspectral data after AE stage, the 27 × 27 × 3 neighbors of each pixel are regarded as the input 3D images. The input images are 

31.88 ± 4.43 65.17 ± 2.15 78.95 ± 1.45 84.82 ± 0.03 84.94 ± 0,56 97.46 ± 0.37 95.84 ± 3.25 91.01 ± 0.05
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Table 2. The detailed framework of DenseNet. 

Layers Output Size DenseNet 
Convolution 56 × 56 9 × 9 conv, stride = 1 
Dense Block 

(1) 56 × 56 
1 × 1 conv3 × 3 conv × 2 

Transition Layer 
(1) 

56 × 56 1 × 1 conv 
28 × 28 2 × 2 average pool, stride = 2 

Dense Block 
(2) 28 × 28 

1 × 1 conv3 × 3 conv × 4 

Transition Layer 
(2) 

28 × 28 1 × 1 conv 
14 × 14 2 × 2 average pool, stride = 2 

Dense Block 
(3) 14 × 14 

1 × 1 conv3 × 3 conv × 6 

Transition Layer 
(3) 

14 × 14 1×1 conv 
7 × 7 2 × 2 average pool, stride = 2 

Dense Block 
(4) 7 × 7 

1 × 1 conv3 × 3 conv × 8 

Classification Layer 1 × 1 7 × 7 global average pool 
 fully-connected, softmax 

Table 3. Test accuracy of Auto-Encoder-DenseNet with different numbers of principal components. 

Number of Principal 
Components 5 10 20 

OA (%) 91.48 ± 0.42 92.35 ± 0.57 92.23 ± 0.53 
AA (%) 86.54 ± 1.76 87.89 ± 2.07 87.44 ± 1.65 
K×100 89.61 ± 0.54 91.30 ± 0.66 91.12 ± 0.79 

In the CNN-based methods and DenseNet-based methods, we used 64 × 64 × 𝑑 where the d 
represented the number of spectral bands and 64 × 64 × 10 neighbors of each pixel as the input 3D 
images without compressing and with compressing, respectively. For the RBF-SVM method, we used 
a “grid-search” method to find the most appropriate 𝐶  and  𝛾  [69]. In this manner, pairs of (𝐶, 𝛾) were tried and the one with the best classification accuracy on the validation samples was 
picked. This method was convenient and straightforward. In this experiment, the ranges of 𝐶 and 𝛾 
were [10 , 10 , ⋯ 10 ]  and [10 , 10 , ⋯ 10 ] , respectively. Furthermore, in the RF-based 
methods, we preserved three principal components of hyperspectral data after AE stage, the 27 × 27 × 3 neighbors of each pixel are regarded as the input 3D images. The input images are 

43.98 ± 9.46 65.55 ± 5.64 78.84 ± 0.09 85.49 ± 4.67 82.36 ± 0.45 86.02 ± 0.81 92.61 ± 2.14 94.90 ± 0.12
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Table 2. The detailed framework of DenseNet. 

Layers Output Size DenseNet 
Convolution 56 × 56 9 × 9 conv, stride = 1 
Dense Block 

(1) 56 × 56 
1 × 1 conv3 × 3 conv × 2 

Transition Layer 
(1) 

56 × 56 1 × 1 conv 
28 × 28 2 × 2 average pool, stride = 2 

Dense Block 
(2) 28 × 28 

1 × 1 conv3 × 3 conv × 4 

Transition Layer 
(2) 

28 × 28 1 × 1 conv 
14 × 14 2 × 2 average pool, stride = 2 

Dense Block 
(3) 14 × 14 

1 × 1 conv3 × 3 conv × 6 

Transition Layer 
(3) 

14 × 14 1×1 conv 
7 × 7 2 × 2 average pool, stride = 2 

Dense Block 
(4) 7 × 7 

1 × 1 conv3 × 3 conv × 8 

Classification Layer 1 × 1 7 × 7 global average pool 
 fully-connected, softmax 

Table 3. Test accuracy of Auto-Encoder-DenseNet with different numbers of principal components. 

Number of Principal 
Components 5 10 20 

OA (%) 91.48 ± 0.42 92.35 ± 0.57 92.23 ± 0.53 
AA (%) 86.54 ± 1.76 87.89 ± 2.07 87.44 ± 1.65 
K×100 89.61 ± 0.54 91.30 ± 0.66 91.12 ± 0.79 

In the CNN-based methods and DenseNet-based methods, we used 64 × 64 × 𝑑 where the d 
represented the number of spectral bands and 64 × 64 × 10 neighbors of each pixel as the input 3D 
images without compressing and with compressing, respectively. For the RBF-SVM method, we used 
a “grid-search” method to find the most appropriate 𝐶  and  𝛾  [69]. In this manner, pairs of (𝐶, 𝛾) were tried and the one with the best classification accuracy on the validation samples was 
picked. This method was convenient and straightforward. In this experiment, the ranges of 𝐶 and 𝛾 
were [10 , 10 , ⋯ 10 ]  and [10 , 10 , ⋯ 10 ] , respectively. Furthermore, in the RF-based 
methods, we preserved three principal components of hyperspectral data after AE stage, the 27 × 27 × 3 neighbors of each pixel are regarded as the input 3D images. The input images are 

41.55 ± 3.56 82.38 ± 0.04 60.65 ± 0.06 85.12 ± 2.54 91.44 ± 0.10 88.62 ± 1.83 96.16 ± 2.06 97.78 ± 0.10
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Table 2. The detailed framework of DenseNet. 

Layers Output Size DenseNet 
Convolution 56 × 56 9 × 9 conv, stride = 1 
Dense Block 

(1) 56 × 56 
1 × 1 conv3 × 3 conv × 2 

Transition Layer 
(1) 

56 × 56 1 × 1 conv 
28 × 28 2 × 2 average pool, stride = 2 

Dense Block 
(2) 28 × 28 

1 × 1 conv3 × 3 conv × 4 

Transition Layer 
(2) 

28 × 28 1 × 1 conv 
14 × 14 2 × 2 average pool, stride = 2 

Dense Block 
(3) 14 × 14 

1 × 1 conv3 × 3 conv × 6 

Transition Layer 
(3) 

14 × 14 1×1 conv 
7 × 7 2 × 2 average pool, stride = 2 

Dense Block 
(4) 7 × 7 

1 × 1 conv3 × 3 conv × 8 

Classification Layer 1 × 1 7 × 7 global average pool 
 fully-connected, softmax 

Table 3. Test accuracy of Auto-Encoder-DenseNet with different numbers of principal components. 

Number of Principal 
Components 5 10 20 

OA (%) 91.48 ± 0.42 92.35 ± 0.57 92.23 ± 0.53 
AA (%) 86.54 ± 1.76 87.89 ± 2.07 87.44 ± 1.65 
K×100 89.61 ± 0.54 91.30 ± 0.66 91.12 ± 0.79 

In the CNN-based methods and DenseNet-based methods, we used 64 × 64 × 𝑑 where the d 
represented the number of spectral bands and 64 × 64 × 10 neighbors of each pixel as the input 3D 
images without compressing and with compressing, respectively. For the RBF-SVM method, we used 
a “grid-search” method to find the most appropriate 𝐶  and  𝛾  [69]. In this manner, pairs of (𝐶, 𝛾) were tried and the one with the best classification accuracy on the validation samples was 
picked. This method was convenient and straightforward. In this experiment, the ranges of 𝐶 and 𝛾 
were [10 , 10 , ⋯ 10 ]  and [10 , 10 , ⋯ 10 ] , respectively. Furthermore, in the RF-based 
methods, we preserved three principal components of hyperspectral data after AE stage, the 27 × 27 × 3 neighbors of each pixel are regarded as the input 3D images. The input images are 

47.40 ± 3.64 59.18 ± 0.04 81.02 ± 3.42 72.66 ± 1.36 79.33 ± 0.42 69.66 ± 6.45 88.13 ± 1.02 78.03 ± 0.51
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Table 2. The detailed framework of DenseNet. 

Layers Output Size DenseNet 
Convolution 56 × 56 9 × 9 conv, stride = 1 
Dense Block 

(1) 56 × 56 
1 × 1 conv3 × 3 conv × 2 

Transition Layer 
(1) 

56 × 56 1 × 1 conv 
28 × 28 2 × 2 average pool, stride = 2 

Dense Block 
(2) 28 × 28 

1 × 1 conv3 × 3 conv × 4 

Transition Layer 
(2) 

28 × 28 1 × 1 conv 
14 × 14 2 × 2 average pool, stride = 2 

Dense Block 
(3) 14 × 14 

1 × 1 conv3 × 3 conv × 6 

Transition Layer 
(3) 

14 × 14 1×1 conv 
7 × 7 2 × 2 average pool, stride = 2 

Dense Block 
(4) 7 × 7 

1 × 1 conv3 × 3 conv × 8 

Classification Layer 1 × 1 7 × 7 global average pool 
 fully-connected, softmax 

Table 3. Test accuracy of Auto-Encoder-DenseNet with different numbers of principal components. 

Number of Principal 
Components 5 10 20 

OA (%) 91.48 ± 0.42 92.35 ± 0.57 92.23 ± 0.53 
AA (%) 86.54 ± 1.76 87.89 ± 2.07 87.44 ± 1.65 
K×100 89.61 ± 0.54 91.30 ± 0.66 91.12 ± 0.79 

In the CNN-based methods and DenseNet-based methods, we used 64 × 64 × 𝑑 where the d 
represented the number of spectral bands and 64 × 64 × 10 neighbors of each pixel as the input 3D 
images without compressing and with compressing, respectively. For the RBF-SVM method, we used 
a “grid-search” method to find the most appropriate 𝐶  and  𝛾  [69]. In this manner, pairs of (𝐶, 𝛾) were tried and the one with the best classification accuracy on the validation samples was 
picked. This method was convenient and straightforward. In this experiment, the ranges of 𝐶 and 𝛾 
were [10 , 10 , ⋯ 10 ]  and [10 , 10 , ⋯ 10 ] , respectively. Furthermore, in the RF-based 
methods, we preserved three principal components of hyperspectral data after AE stage, the 27 × 27 × 3 neighbors of each pixel are regarded as the input 3D images. The input images are 

61.53 ± 0.04 71.59 ± 0.56 87.55 ± 3.46 89.08 ± 0.67 82.66 ± 0.32 92.61 ± 0.26 91.35 ± 0.45 93.51 ± 0.05
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Table 2. The detailed framework of DenseNet. 

Layers Output Size DenseNet 
Convolution 56 × 56 9 × 9 conv, stride = 1 
Dense Block 

(1) 56 × 56 
1 × 1 conv3 × 3 conv × 2 

Transition Layer 
(1) 

56 × 56 1 × 1 conv 
28 × 28 2 × 2 average pool, stride = 2 

Dense Block 
(2) 28 × 28 

1 × 1 conv3 × 3 conv × 4 

Transition Layer 
(2) 

28 × 28 1 × 1 conv 
14 × 14 2 × 2 average pool, stride = 2 

Dense Block 
(3) 14 × 14 

1 × 1 conv3 × 3 conv × 6 

Transition Layer 
(3) 

14 × 14 1×1 conv 
7 × 7 2 × 2 average pool, stride = 2 

Dense Block 
(4) 7 × 7 

1 × 1 conv3 × 3 conv × 8 

Classification Layer 1 × 1 7 × 7 global average pool 
 fully-connected, softmax 

Table 3. Test accuracy of Auto-Encoder-DenseNet with different numbers of principal components. 

Number of Principal 
Components 5 10 20 

OA (%) 91.48 ± 0.42 92.35 ± 0.57 92.23 ± 0.53 
AA (%) 86.54 ± 1.76 87.89 ± 2.07 87.44 ± 1.65 
K×100 89.61 ± 0.54 91.30 ± 0.66 91.12 ± 0.79 

In the CNN-based methods and DenseNet-based methods, we used 64 × 64 × 𝑑 where the d 
represented the number of spectral bands and 64 × 64 × 10 neighbors of each pixel as the input 3D 
images without compressing and with compressing, respectively. For the RBF-SVM method, we used 
a “grid-search” method to find the most appropriate 𝐶  and  𝛾  [69]. In this manner, pairs of (𝐶, 𝛾) were tried and the one with the best classification accuracy on the validation samples was 
picked. This method was convenient and straightforward. In this experiment, the ranges of 𝐶 and 𝛾 
were [10 , 10 , ⋯ 10 ]  and [10 , 10 , ⋯ 10 ] , respectively. Furthermore, in the RF-based 
methods, we preserved three principal components of hyperspectral data after AE stage, the 27 × 27 × 3 neighbors of each pixel are regarded as the input 3D images. The input images are 

61.05 ± 1.97 40.18 ± 0.04 85.35 ± 0.32 86.04 ± 0.14 81.18 ± 0.24 94.75 ± 1.51 79.89 ± 4.88 91.30 ± 0.24
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Table 2. The detailed framework of DenseNet. 

Layers Output Size DenseNet 
Convolution 56 × 56 9 × 9 conv, stride = 1 
Dense Block 

(1) 56 × 56 
1 × 1 conv3 × 3 conv × 2 

Transition Layer 
(1) 

56 × 56 1 × 1 conv 
28 × 28 2 × 2 average pool, stride = 2 

Dense Block 
(2) 28 × 28 

1 × 1 conv3 × 3 conv × 4 

Transition Layer 
(2) 

28 × 28 1 × 1 conv 
14 × 14 2 × 2 average pool, stride = 2 

Dense Block 
(3) 14 × 14 

1 × 1 conv3 × 3 conv × 6 

Transition Layer 
(3) 

14 × 14 1×1 conv 
7 × 7 2 × 2 average pool, stride = 2 

Dense Block 
(4) 7 × 7 

1 × 1 conv3 × 3 conv × 8 

Classification Layer 1 × 1 7 × 7 global average pool 
 fully-connected, softmax 

Table 3. Test accuracy of Auto-Encoder-DenseNet with different numbers of principal components. 

Number of Principal 
Components 5 10 20 

OA (%) 91.48 ± 0.42 92.35 ± 0.57 92.23 ± 0.53 
AA (%) 86.54 ± 1.76 87.89 ± 2.07 87.44 ± 1.65 
K×100 89.61 ± 0.54 91.30 ± 0.66 91.12 ± 0.79 

In the CNN-based methods and DenseNet-based methods, we used 64 × 64 × 𝑑 where the d 
represented the number of spectral bands and 64 × 64 × 10 neighbors of each pixel as the input 3D 
images without compressing and with compressing, respectively. For the RBF-SVM method, we used 
a “grid-search” method to find the most appropriate 𝐶  and  𝛾  [69]. In this manner, pairs of (𝐶, 𝛾) were tried and the one with the best classification accuracy on the validation samples was 
picked. This method was convenient and straightforward. In this experiment, the ranges of 𝐶 and 𝛾 
were [10 , 10 , ⋯ 10 ]  and [10 , 10 , ⋯ 10 ] , respectively. Furthermore, in the RF-based 
methods, we preserved three principal components of hyperspectral data after AE stage, the 27 × 27 × 3 neighbors of each pixel are regarded as the input 3D images. The input images are 

69.26 ± 4.56 99.49 ± 3.53 81.97 ± 0.36 95.06 ± 2.56 88.41 ± 0.42 96.40 ± 1.19 98.26 ± 0.88 95.08 ± 0.04
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Table 2. The detailed framework of DenseNet. 

Layers Output Size DenseNet 
Convolution 56 × 56 9 × 9 conv, stride = 1 
Dense Block 

(1) 56 × 56 
1 × 1 conv3 × 3 conv × 2 

Transition Layer 
(1) 

56 × 56 1 × 1 conv 
28 × 28 2 × 2 average pool, stride = 2 

Dense Block 
(2) 28 × 28 

1 × 1 conv3 × 3 conv × 4 

Transition Layer 
(2) 

28 × 28 1 × 1 conv 
14 × 14 2 × 2 average pool, stride = 2 

Dense Block 
(3) 14 × 14 

1 × 1 conv3 × 3 conv × 6 

Transition Layer 
(3) 

14 × 14 1×1 conv 
7 × 7 2 × 2 average pool, stride = 2 

Dense Block 
(4) 7 × 7 

1 × 1 conv3 × 3 conv × 8 

Classification Layer 1 × 1 7 × 7 global average pool 
 fully-connected, softmax 

Table 3. Test accuracy of Auto-Encoder-DenseNet with different numbers of principal components. 

Number of Principal 
Components 5 10 20 

OA (%) 91.48 ± 0.42 92.35 ± 0.57 92.23 ± 0.53 
AA (%) 86.54 ± 1.76 87.89 ± 2.07 87.44 ± 1.65 
K×100 89.61 ± 0.54 91.30 ± 0.66 91.12 ± 0.79 

In the CNN-based methods and DenseNet-based methods, we used 64 × 64 × 𝑑 where the d 
represented the number of spectral bands and 64 × 64 × 10 neighbors of each pixel as the input 3D 
images without compressing and with compressing, respectively. For the RBF-SVM method, we used 
a “grid-search” method to find the most appropriate 𝐶  and  𝛾  [69]. In this manner, pairs of (𝐶, 𝛾) were tried and the one with the best classification accuracy on the validation samples was 
picked. This method was convenient and straightforward. In this experiment, the ranges of 𝐶 and 𝛾 
were [10 , 10 , ⋯ 10 ]  and [10 , 10 , ⋯ 10 ] , respectively. Furthermore, in the RF-based 
methods, we preserved three principal components of hyperspectral data after AE stage, the 27 × 27 × 3 neighbors of each pixel are regarded as the input 3D images. The input images are 

53.92 ± 0.14 79.82 ± 0.08 79.76 ± 0.57 78.37 ± 0.17 84.47 ± 3.46 79.32 ± 4.19 100.00 ± 0.00 95.99 ± 0.22
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Table 2. The detailed framework of DenseNet. 

Layers Output Size DenseNet 
Convolution 56 × 56 9 × 9 conv, stride = 1 
Dense Block 

(1) 56 × 56 
1 × 1 conv3 × 3 conv × 2 

Transition Layer 
(1) 

56 × 56 1 × 1 conv 
28 × 28 2 × 2 average pool, stride = 2 

Dense Block 
(2) 28 × 28 

1 × 1 conv3 × 3 conv × 4 

Transition Layer 
(2) 

28 × 28 1 × 1 conv 
14 × 14 2 × 2 average pool, stride = 2 

Dense Block 
(3) 14 × 14 

1 × 1 conv3 × 3 conv × 6 

Transition Layer 
(3) 

14 × 14 1×1 conv 
7 × 7 2 × 2 average pool, stride = 2 

Dense Block 
(4) 7 × 7 

1 × 1 conv3 × 3 conv × 8 

Classification Layer 1 × 1 7 × 7 global average pool 
 fully-connected, softmax 

Table 3. Test accuracy of Auto-Encoder-DenseNet with different numbers of principal components. 

Number of Principal 
Components 5 10 20 

OA (%) 91.48 ± 0.42 92.35 ± 0.57 92.23 ± 0.53 
AA (%) 86.54 ± 1.76 87.89 ± 2.07 87.44 ± 1.65 
K×100 89.61 ± 0.54 91.30 ± 0.66 91.12 ± 0.79 

In the CNN-based methods and DenseNet-based methods, we used 64 × 64 × 𝑑 where the d 
represented the number of spectral bands and 64 × 64 × 10 neighbors of each pixel as the input 3D 
images without compressing and with compressing, respectively. For the RBF-SVM method, we used 
a “grid-search” method to find the most appropriate 𝐶  and  𝛾  [69]. In this manner, pairs of (𝐶, 𝛾) were tried and the one with the best classification accuracy on the validation samples was 
picked. This method was convenient and straightforward. In this experiment, the ranges of 𝐶 and 𝛾 
were [10 , 10 , ⋯ 10 ]  and [10 , 10 , ⋯ 10 ] , respectively. Furthermore, in the RF-based 
methods, we preserved three principal components of hyperspectral data after AE stage, the 27 × 27 × 3 neighbors of each pixel are regarded as the input 3D images. The input images are 

78.48 ± 4.56 82.81 ± 4.34 65.86 ± 2.44 92.16 ± 2.45 83.47 ± 2.45 90.40 ± 2.49 93.02 ± 0.52 91.70 ± 0.34
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Table 2. The detailed framework of DenseNet. 

Layers Output Size DenseNet 
Convolution 56 × 56 9 × 9 conv, stride = 1 
Dense Block 

(1) 56 × 56 
1 × 1 conv3 × 3 conv × 2 

Transition Layer 
(1) 

56 × 56 1 × 1 conv 
28 × 28 2 × 2 average pool, stride = 2 

Dense Block 
(2) 28 × 28 

1 × 1 conv3 × 3 conv × 4 

Transition Layer 
(2) 

28 × 28 1 × 1 conv 
14 × 14 2 × 2 average pool, stride = 2 

Dense Block 
(3) 14 × 14 

1 × 1 conv3 × 3 conv × 6 

Transition Layer 
(3) 

14 × 14 1×1 conv 
7 × 7 2 × 2 average pool, stride = 2 

Dense Block 
(4) 7 × 7 

1 × 1 conv3 × 3 conv × 8 

Classification Layer 1 × 1 7 × 7 global average pool 
 fully-connected, softmax 

Table 3. Test accuracy of Auto-Encoder-DenseNet with different numbers of principal components. 

Number of Principal 
Components 5 10 20 

OA (%) 91.48 ± 0.42 92.35 ± 0.57 92.23 ± 0.53 
AA (%) 86.54 ± 1.76 87.89 ± 2.07 87.44 ± 1.65 
K×100 89.61 ± 0.54 91.30 ± 0.66 91.12 ± 0.79 

In the CNN-based methods and DenseNet-based methods, we used 64 × 64 × 𝑑 where the d 
represented the number of spectral bands and 64 × 64 × 10 neighbors of each pixel as the input 3D 
images without compressing and with compressing, respectively. For the RBF-SVM method, we used 
a “grid-search” method to find the most appropriate 𝐶  and  𝛾  [69]. In this manner, pairs of (𝐶, 𝛾) were tried and the one with the best classification accuracy on the validation samples was 
picked. This method was convenient and straightforward. In this experiment, the ranges of 𝐶 and 𝛾 
were [10 , 10 , ⋯ 10 ]  and [10 , 10 , ⋯ 10 ] , respectively. Furthermore, in the RF-based 
methods, we preserved three principal components of hyperspectral data after AE stage, the 27 × 27 × 3 neighbors of each pixel are regarded as the input 3D images. The input images are 

72.48 ± 4.64 96.95 ± 1.45 81.44 ± 0.97 96.26 ± 1.45 84.45 ± 0.46 97.96 ± 0.19 97.35 ± 0.21 96.58 ± 0.10
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Table 2. The detailed framework of DenseNet. 

Layers Output Size DenseNet 
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(2) 
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7 × 7 2 × 2 average pool, stride = 2 

Dense Block 
(4) 7 × 7 

1 × 1 conv3 × 3 conv × 8 

Classification Layer 1 × 1 7 × 7 global average pool 
 fully-connected, softmax 

Table 3. Test accuracy of Auto-Encoder-DenseNet with different numbers of principal components. 

Number of Principal 
Components 5 10 20 

OA (%) 91.48 ± 0.42 92.35 ± 0.57 92.23 ± 0.53 
AA (%) 86.54 ± 1.76 87.89 ± 2.07 87.44 ± 1.65 
K×100 89.61 ± 0.54 91.30 ± 0.66 91.12 ± 0.79 

In the CNN-based methods and DenseNet-based methods, we used 64 × 64 × 𝑑 where the d 
represented the number of spectral bands and 64 × 64 × 10 neighbors of each pixel as the input 3D 
images without compressing and with compressing, respectively. For the RBF-SVM method, we used 
a “grid-search” method to find the most appropriate 𝐶  and  𝛾  [69]. In this manner, pairs of (𝐶, 𝛾) were tried and the one with the best classification accuracy on the validation samples was 
picked. This method was convenient and straightforward. In this experiment, the ranges of 𝐶 and 𝛾 
were [10 , 10 , ⋯ 10 ]  and [10 , 10 , ⋯ 10 ] , respectively. Furthermore, in the RF-based 
methods, we preserved three principal components of hyperspectral data after AE stage, the 27 × 27 × 3 neighbors of each pixel are regarded as the input 3D images. The input images are 

83.28 ± 1.45 61.71 ± 3.45 43.25 ± 0.68 77.50 ± 0.14 85.01 ± 0.21 100.00 ± 0.00 79.58 ± 3.43 91.67 ± 0.12

OA (%) 52.24 ± 0.43 76.36 ± 0.24 77.95 ± 0.57 85.47 ± 0.28 86.08 ± 0.21 92.08 ± 0.87 92.35 ± 0.57 93.07 ± 0.18
AA (%) 42.55 ± 0.16 64.79 ± 0.39 66.05 ± 0.12 78.29 ± 0.23 82.53 ± 0.86 87.01 ± 1.25 87.89 ± 2.07 91.45 ± 0.31
K × 100 47.15 ± 0.20 72.24 ± 0.35 73.72 ± 0.66 82.86 ± 0.13 85.64 ± 0.27 90.26 ± 0.94 91.30 ± 0.66 92.76 ± 0.19
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Table 6. Test accuracy with different preprocessing methods on the Indian Pines dataset.

NO. Color CNN PCA-CNN Auto-Encoder-CNN DenseNet PCA-DenseNet DenseNet-1 × 1 Conv Auto-Encoder-DenseNet

1
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 
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Training 
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Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

77.77 ± 2.01 77.69 ± 1.09 86.18 ± 0.45 83.32 ± 1.25 84.45 ± 0.49 82.45 ± 1.59 84.93 ± 2.74
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
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Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

71.40 ± 4.56 84.91 ± 0.42 77.87 ± 0.78 93.16 ± 0.43 94.59 ± 0.82 93.28 ± 1.26 89.44 ± 1.78
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
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Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

72.72 ± 0.04 72.40 ± 7.09 94.56 ± 0.23 68.58 ± 15.14 87.22 ± 9.24 66.59 ± 2.15 81.11 ± 2.54
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 
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Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

86.06 ± 5.35 90.87 ± 5.19 80.57 ± 2.53 67.79 ± 5.82 87.53 ± 3.54 75.86 ± 3.19 76.86 ± 3.87
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

88.39 ± 1.93 94.02 ± 0.15 78.33 ± 0.66 88.62 ± 1.39 90.37 ± 1.94 81.19 ± 2.15 94.13 ± 4.33
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with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

82.33 ± 0.45 85.16 ± 0.60 85.61 ± 0.60 91.65 ± 2.05 93.08 ± 0.21 92.45 ± 0.43 90.26 ± 3.60
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

77.46 ± 2.55 89.57 ± 1.12 87.82 ± 0.16 93.63 ± 0.43 93.07 ± 0.25 93.79 ± 0.21 94.41 ± 3.05
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

84.84 ± 1.45 93.75 ± 0.66 94.47 ± 0.66 95.61 ± 0.42 95.82 ± 0.35 95.69 ± 0.19 94.68 ± 2.24
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

87.36 ± 4.45 100.00 ± 0.00 91.00 ± 0.12 96.98 ± 1.69 100.00 ± 0.00 96.46 ± 1.68 100.00 ± 0.00
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

80.82 ± 5.34 95.11 ± 2.25 93.11 ± 0.79 95.79 ± 0.89 96.37 ± 1.48 90.36 ± 0.09 96.18 ± 1.45
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

72.11 ± 0.17 75.95 ± 1.25 90.76 ± 1.25 94.58 ± 0.80 87.78 ± 2.46 88.04 ± 0.16 81.26 ± 3.65
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

75.91 ± 3.45 85.67 ± 1.54 88.00 ± 0.76 93.59 ± 0.72 95.05 ± 0.71 93.18 ± 0.15 92.90 ± 3.10
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

86.37 ± 3.56 94.41 ± 0.73 94.46 ± 0.11 97.06 ± 0.32 93.58 ± 0.91 92.43 ± 0.23 94.63 ± 2.70
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

80.96 ± 0.08 88.89 ± 1.56 91.69 ± 0.02 88.36 ± 1.50 91.52 ± 0.24 94.73 ± 0.15 88.32 ± 3.92
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

77.63 ± 2.46 95.19 ± 1.44 98.58 ± 0.02 85.33 ± 2.11 90.91 ± 0.45 96.47 ± 3.58 96.41 ± 2.53
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

81.69 ± 0.43 98.49 ± 0.38 97.11 ± 0.69 96.71 ± 0.68 93.97 ± 0.96 95.96 ± 0.42 96.97 ± 1.24
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

73.33 ± 9.30 60.02 ± 13.94 40.00 ± 13.34 32.75 ± 10.25 3.82 ± 5.25 98.67 ± 0.32 76.61 ± 2.14

18

Remote Sens. 2019, 11, x FOR PEER REVIEW 10 of 25 

 

Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

47.61 ± 0.15 63.06 ± 2.51 64.76 ± 2.54 71.55 ± 6.27 65.71 ± 5.81 75.26 ± 4.23 69.27 ± 3.73
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

85.81 ± 2.45 93.22 ± 1.61 72.99 ± 2.03 83.52 ± 1.97 87.67 ± 1.55 94.18 ± 2.41 91.28 ± 2.96
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

73.91 ± 3.45 52.05 ± 3.62 71.06 ± 0.11 73.99 ± 3.65 71.20 ± 3.96 79.58 ± 1.12 92.23 ± 1.24
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

62.48 ± 0.21 93.11 ± 1.14 83.98 ± 0.22 71.94 ± 2.36 90.01 ± 1.87 90.14 ± 0.14 95.50 ± 2.37
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

70.94 ± 0.98 86.22 ± 1.86 83.45 ± 0.45 93.12 ± 1.11 90.98 ± 1.55 83.54 ± 2.59 91.07 ± 3.10
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

92.85 ± 0.01 77.19 ± 11.41 100.00 ± 0.00 96.29 ± 4.29 79.36 ± 3.19 90.91 ± 0.16 28.34 ± 2.45
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

65.74 ± 0.15 78.47 ± 4.27 69.81 ± 2.27 70.66 ± 2.83 71.77 ± 3.64 67.53 ± 0.24 79.79 ± 0.01
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

76.54 ± 2.45 75.59 ± 1.24 73.32 ± 1.89 70.16 ± 1.70 77.45 ± 7.22 71.69 ± 0.32 69.13 ± 2.56
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

35.05 ± 0.25 54.55 ± 5.86 64.29 ± 4.77 42.20 ± 7.19 58.40 ± 9.37 66.25 ± 0.04 54.13 ± 2.72
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

90.36 ± 3.01 93.01 ± 0.8 92.01 ± 0.17 93.55 ± 0.98 91.13 ± 0.89 93.59 ± 0.42 91.46 ± 1.50
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Table 6. Cont.

NO. Color CNN PCA-CNN Auto-Encoder-CNN DenseNet PCA-DenseNet DenseNet-1 × 1 Conv Auto-Encoder-DenseNet
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

20.49 ± 10.24 20.42 ± 16.4 82.50 ± 1.67 58.45 ± 6.91 70.83 ± 1.31 13.25 ± 8.59 70.79 ± 3.18
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

73.01 ± 0.87 83.14 ± 1.61 84.35 ± 0.87 83.44 ± 1.18 89.48 ± 0.36 83.25 ± 0.13 90.51 ± 1.07
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

46.69 ± 2.56 75.73 ± 2.12 92.82 ± 1.67 86.65 ± 6.32 90.44 ± 0.97 71.25 ± 0.04 92.20 ± 0.13
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

89.41 ± 4.67 94.56 ± 1.60 74.56 ± 1.76 81.53 ± 4.05 84.97 ± 2.59 75.24 ± 0.20 86.90 ± 1.08
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

79.16 ± 0.36 87.03 ± 0.67 75.53 ± 0.67 95.10 ± 0.73 90.47 ± 0.14 83.02 ± 0.96 92.92 ± 0.45
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

91.51 ± 4.57 86.67 ± 1.16 89.88 ± 1.28 85.94 ± 4.12 90.52 ± 2.59 80.15 ± 0.06 89.55 ± 2.85
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

82.73 ± 5.67 85.51 ± 0.67 91.02 ± 0.67 85.60 ± 1.22 92.01 ± 0.14 87.25 ± 0.23 91.24 ± 1.27
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

87.37 ± 4.92 85.16 ± 1.20 79.61 ± 0.30 93.39 ± 0.28 95.29 ± 0.52 76.59 ± 0.11 95.35 ± 0.15
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

91.26 ± 0.45 87.39 ± 1.65 91.02 ± 1.45 91.42 ± 1.15 94.15 ± 1.80 91.03 ± 0.39 85.65 ± 0.07
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

81.42 ± 1.45 94.80 ± 4.57 97.58 ± 1.62 95.22 ± 3.51 92.47 ± 0.02 95.13 ± 0.06 94.01 ± 0.04
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 

74.94 ± 2.45 86.04 ± 1.51 85.93 ± 0.30 88.88 ± 0.37 90.70 ± 0.49 85.69 ± 0.24 92.95 ± 0.01
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Between two contiguous dense blocks, we used Transition Layer that contained 1 × 1 convolution 
followed by 2 × 2 average pooling to reduce the size of feature maps. At the end of the last dense 
block, a 7 × 7 global average pooling was executed, and then a softmax classifier was attached to get 
the predicted labels. The hyperspectral data after Auto-Encoder were preserved ten principal 
components in the Auto-Encoder-DenseNet. The classification results with different number of 
principal components were shown in Table 3. From Table 3, one can see that Auto-Encoder-DenseNet 
with ten principal components obtained best classification performance. Therefore, we preserved ten 
principal components in the Auto-Encoder-DenseNet. And similarly, the total channels were 
condensed to ten dimensions through PCA in the PCA-DenseNet for the comparison.  

Table 1. The distribution of the 52 classes. 

No. Color Number of 
Samples 

Number of 
Training 

Samples (I) 

Number of 
Training 

Samples (II) 

Number of 
Test Samples 

(I) 

Number of Test 
Samples (II) 

1  17195 423 436 1080 1042 
2  17783 428 437 1043 1088 
3  158 3 4 6 11 
4  514 10 9 41 32 
5  2356 53 68 130 139 
6  12404 319 300 677 732 
7  26486 638 612 1600 1556 
8  39678 985 947 2471 2400 
9  800 12 16 47 47 
10  1728 36 40 105 127 
11 1049 29 31 54 63 
12 5629 144 149 318 311 
13  8862 204 205 550 541 
14  4381 114 109 240 249 
15  1206 36 43 77 80 
16  5685 131 125 358 367 
17  114 6 2 10 4 
18  1147 29 27 56 78 
19  2331 51 71 132 148 
20  1128 30 25 53 61 
21  2185 49 53 124 138 
22  2258 52 51 144 140 
23  224 5 7 8 13 
24  1940 50 38 116 124 
25  1742 42 53 103 106 
26  335 7 10 14 18 
27  10386 273 210 634 657 
28  102 4 2 6 8 
29  9391 220 223 553 597 
30  894 23 22 51 45 
31  1110 23 26 74 75 
32  5074 109 138 293 318 
33  2726 45 61 159 166 
34  11802 249 266 677 707 
35  10387 247 253 660 608 
36  2242 64 40 115 126 
37  543 20 6 28 23 
38  15118 339 382 904 885 
39  2667 49 63 166 159 88.53 ± 1.46 88.68 ± 1.32 91.07 ± 1.32 92.27 ± 1.30 90.18 ± 0.37 83.06 ± 0.08 91.61 ± 2.64
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Table 2. The detailed framework of DenseNet. 

Layers Output Size DenseNet 
Convolution 56 × 56 9 × 9 conv, stride = 1 
Dense Block 

(1) 56 × 56 
1 × 1 conv3 × 3 conv × 2 

Transition Layer 
(1) 

56 × 56 1 × 1 conv 
28 × 28 2 × 2 average pool, stride = 2 

Dense Block 
(2) 28 × 28 

1 × 1 conv3 × 3 conv × 4 

Transition Layer 
(2) 

28 × 28 1 × 1 conv 
14 × 14 2 × 2 average pool, stride = 2 

Dense Block 
(3) 14 × 14 

1 × 1 conv3 × 3 conv × 6 

Transition Layer 
(3) 

14 × 14 1×1 conv 
7 × 7 2 × 2 average pool, stride = 2 

Dense Block 
(4) 7 × 7 

1 × 1 conv3 × 3 conv × 8 

Classification Layer 1 × 1 7 × 7 global average pool 
 fully-connected, softmax 

Table 3. Test accuracy of Auto-Encoder-DenseNet with different numbers of principal components. 

Number of Principal 
Components 5 10 20 

OA (%) 91.48 ± 0.42 92.35 ± 0.57 92.23 ± 0.53 
AA (%) 86.54 ± 1.76 87.89 ± 2.07 87.44 ± 1.65 
K×100 89.61 ± 0.54 91.30 ± 0.66 91.12 ± 0.79 

In the CNN-based methods and DenseNet-based methods, we used 64 × 64 × 𝑑 where the d 
represented the number of spectral bands and 64 × 64 × 10 neighbors of each pixel as the input 3D 
images without compressing and with compressing, respectively. For the RBF-SVM method, we used 
a “grid-search” method to find the most appropriate 𝐶  and  𝛾  [69]. In this manner, pairs of (𝐶, 𝛾) were tried and the one with the best classification accuracy on the validation samples was 
picked. This method was convenient and straightforward. In this experiment, the ranges of 𝐶 and 𝛾 
were [10 , 10 , ⋯ 10 ]  and [10 , 10 , ⋯ 10 ] , respectively. Furthermore, in the RF-based 
methods, we preserved three principal components of hyperspectral data after AE stage, the 27 × 27 × 3 neighbors of each pixel are regarded as the input 3D images. The input images are 

86.42 ± 1.90 84.69 ± 0.87 89.06 ± 0.34 92.10 ± 0.93 94.70 ± 1.63 72.28 ± 0.25 97.26 ± 3.14
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Table 2. The detailed framework of DenseNet. 

Layers Output Size DenseNet 
Convolution 56 × 56 9 × 9 conv, stride = 1 
Dense Block 

(1) 56 × 56 
1 × 1 conv3 × 3 conv × 2 

Transition Layer 
(1) 

56 × 56 1 × 1 conv 
28 × 28 2 × 2 average pool, stride = 2 

Dense Block 
(2) 28 × 28 

1 × 1 conv3 × 3 conv × 4 

Transition Layer 
(2) 

28 × 28 1 × 1 conv 
14 × 14 2 × 2 average pool, stride = 2 

Dense Block 
(3) 14 × 14 

1 × 1 conv3 × 3 conv × 6 

Transition Layer 
(3) 

14 × 14 1×1 conv 
7 × 7 2 × 2 average pool, stride = 2 

Dense Block 
(4) 7 × 7 

1 × 1 conv3 × 3 conv × 8 

Classification Layer 1 × 1 7 × 7 global average pool 
 fully-connected, softmax 

Table 3. Test accuracy of Auto-Encoder-DenseNet with different numbers of principal components. 

Number of Principal 
Components 5 10 20 

OA (%) 91.48 ± 0.42 92.35 ± 0.57 92.23 ± 0.53 
AA (%) 86.54 ± 1.76 87.89 ± 2.07 87.44 ± 1.65 
K×100 89.61 ± 0.54 91.30 ± 0.66 91.12 ± 0.79 

In the CNN-based methods and DenseNet-based methods, we used 64 × 64 × 𝑑 where the d 
represented the number of spectral bands and 64 × 64 × 10 neighbors of each pixel as the input 3D 
images without compressing and with compressing, respectively. For the RBF-SVM method, we used 
a “grid-search” method to find the most appropriate 𝐶  and  𝛾  [69]. In this manner, pairs of (𝐶, 𝛾) were tried and the one with the best classification accuracy on the validation samples was 
picked. This method was convenient and straightforward. In this experiment, the ranges of 𝐶 and 𝛾 
were [10 , 10 , ⋯ 10 ]  and [10 , 10 , ⋯ 10 ] , respectively. Furthermore, in the RF-based 
methods, we preserved three principal components of hyperspectral data after AE stage, the 27 × 27 × 3 neighbors of each pixel are regarded as the input 3D images. The input images are 

89.72 ± 3.57 91.47 ± 0.48 89.86 ± 1.06 91.44 ± 0.31 96.32 ± 0.94 93.27 ± 1.04 94.33 ± 0.13
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Total 
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Table 2. The detailed framework of DenseNet. 

Layers Output Size DenseNet 
Convolution 56 × 56 9 × 9 conv, stride = 1 
Dense Block 

(1) 56 × 56 
1 × 1 conv3 × 3 conv × 2 

Transition Layer 
(1) 

56 × 56 1 × 1 conv 
28 × 28 2 × 2 average pool, stride = 2 

Dense Block 
(2) 28 × 28 

1 × 1 conv3 × 3 conv × 4 

Transition Layer 
(2) 

28 × 28 1 × 1 conv 
14 × 14 2 × 2 average pool, stride = 2 

Dense Block 
(3) 14 × 14 

1 × 1 conv3 × 3 conv × 6 

Transition Layer 
(3) 

14 × 14 1×1 conv 
7 × 7 2 × 2 average pool, stride = 2 

Dense Block 
(4) 7 × 7 

1 × 1 conv3 × 3 conv × 8 

Classification Layer 1 × 1 7 × 7 global average pool 
 fully-connected, softmax 

Table 3. Test accuracy of Auto-Encoder-DenseNet with different numbers of principal components. 

Number of Principal 
Components 5 10 20 

OA (%) 91.48 ± 0.42 92.35 ± 0.57 92.23 ± 0.53 
AA (%) 86.54 ± 1.76 87.89 ± 2.07 87.44 ± 1.65 
K×100 89.61 ± 0.54 91.30 ± 0.66 91.12 ± 0.79 

In the CNN-based methods and DenseNet-based methods, we used 64 × 64 × 𝑑 where the d 
represented the number of spectral bands and 64 × 64 × 10 neighbors of each pixel as the input 3D 
images without compressing and with compressing, respectively. For the RBF-SVM method, we used 
a “grid-search” method to find the most appropriate 𝐶  and  𝛾  [69]. In this manner, pairs of (𝐶, 𝛾) were tried and the one with the best classification accuracy on the validation samples was 
picked. This method was convenient and straightforward. In this experiment, the ranges of 𝐶 and 𝛾 
were [10 , 10 , ⋯ 10 ]  and [10 , 10 , ⋯ 10 ] , respectively. Furthermore, in the RF-based 
methods, we preserved three principal components of hyperspectral data after AE stage, the 27 × 27 × 3 neighbors of each pixel are regarded as the input 3D images. The input images are 

84.82 ± 0.03 90.37 ± 1.97 92.32 ± 0.09 95.59 ± 0.89 97.46 ± 0.37 95.27 ± 2.45 95.84 ± 3.25
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Total 
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Table 2. The detailed framework of DenseNet. 

Layers Output Size DenseNet 
Convolution 56 × 56 9 × 9 conv, stride = 1 
Dense Block 

(1) 56 × 56 
1 × 1 conv3 × 3 conv × 2 

Transition Layer 
(1) 

56 × 56 1 × 1 conv 
28 × 28 2 × 2 average pool, stride = 2 

Dense Block 
(2) 28 × 28 

1 × 1 conv3 × 3 conv × 4 

Transition Layer 
(2) 

28 × 28 1 × 1 conv 
14 × 14 2 × 2 average pool, stride = 2 

Dense Block 
(3) 14 × 14 

1 × 1 conv3 × 3 conv × 6 

Transition Layer 
(3) 

14 × 14 1×1 conv 
7 × 7 2 × 2 average pool, stride = 2 

Dense Block 
(4) 7 × 7 

1 × 1 conv3 × 3 conv × 8 

Classification Layer 1 × 1 7 × 7 global average pool 
 fully-connected, softmax 

Table 3. Test accuracy of Auto-Encoder-DenseNet with different numbers of principal components. 

Number of Principal 
Components 5 10 20 

OA (%) 91.48 ± 0.42 92.35 ± 0.57 92.23 ± 0.53 
AA (%) 86.54 ± 1.76 87.89 ± 2.07 87.44 ± 1.65 
K×100 89.61 ± 0.54 91.30 ± 0.66 91.12 ± 0.79 

In the CNN-based methods and DenseNet-based methods, we used 64 × 64 × 𝑑 where the d 
represented the number of spectral bands and 64 × 64 × 10 neighbors of each pixel as the input 3D 
images without compressing and with compressing, respectively. For the RBF-SVM method, we used 
a “grid-search” method to find the most appropriate 𝐶  and  𝛾  [69]. In this manner, pairs of (𝐶, 𝛾) were tried and the one with the best classification accuracy on the validation samples was 
picked. This method was convenient and straightforward. In this experiment, the ranges of 𝐶 and 𝛾 
were [10 , 10 , ⋯ 10 ]  and [10 , 10 , ⋯ 10 ] , respectively. Furthermore, in the RF-based 
methods, we preserved three principal components of hyperspectral data after AE stage, the 27 × 27 × 3 neighbors of each pixel are regarded as the input 3D images. The input images are 

85.49 ± 4.67 89.61 ± 2.24 87.67 ± 2.21 85.54 ± 1.72 86.02 ± 0.81 94.39 ± 0.12 92.61 ± 2.14
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Table 2. The detailed framework of DenseNet. 

Layers Output Size DenseNet 
Convolution 56 × 56 9 × 9 conv, stride = 1 
Dense Block 

(1) 56 × 56 
1 × 1 conv3 × 3 conv × 2 

Transition Layer 
(1) 

56 × 56 1 × 1 conv 
28 × 28 2 × 2 average pool, stride = 2 

Dense Block 
(2) 28 × 28 

1 × 1 conv3 × 3 conv × 4 

Transition Layer 
(2) 

28 × 28 1 × 1 conv 
14 × 14 2 × 2 average pool, stride = 2 

Dense Block 
(3) 14 × 14 

1 × 1 conv3 × 3 conv × 6 

Transition Layer 
(3) 

14 × 14 1×1 conv 
7 × 7 2 × 2 average pool, stride = 2 

Dense Block 
(4) 7 × 7 

1 × 1 conv3 × 3 conv × 8 

Classification Layer 1 × 1 7 × 7 global average pool 
 fully-connected, softmax 

Table 3. Test accuracy of Auto-Encoder-DenseNet with different numbers of principal components. 

Number of Principal 
Components 5 10 20 

OA (%) 91.48 ± 0.42 92.35 ± 0.57 92.23 ± 0.53 
AA (%) 86.54 ± 1.76 87.89 ± 2.07 87.44 ± 1.65 
K×100 89.61 ± 0.54 91.30 ± 0.66 91.12 ± 0.79 

In the CNN-based methods and DenseNet-based methods, we used 64 × 64 × 𝑑 where the d 
represented the number of spectral bands and 64 × 64 × 10 neighbors of each pixel as the input 3D 
images without compressing and with compressing, respectively. For the RBF-SVM method, we used 
a “grid-search” method to find the most appropriate 𝐶  and  𝛾  [69]. In this manner, pairs of (𝐶, 𝛾) were tried and the one with the best classification accuracy on the validation samples was 
picked. This method was convenient and straightforward. In this experiment, the ranges of 𝐶 and 𝛾 
were [10 , 10 , ⋯ 10 ]  and [10 , 10 , ⋯ 10 ] , respectively. Furthermore, in the RF-based 
methods, we preserved three principal components of hyperspectral data after AE stage, the 27 × 27 × 3 neighbors of each pixel are regarded as the input 3D images. The input images are 

85.12 ± 2.54 97.45 ± 0.17 92.50 ± 0.46 97.99 ± 0.09 88.62 ± 1.83 95.52 ± 0.10 96.16 ± 2.06
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Table 2. The detailed framework of DenseNet. 

Layers Output Size DenseNet 
Convolution 56 × 56 9 × 9 conv, stride = 1 
Dense Block 

(1) 56 × 56 
1 × 1 conv3 × 3 conv × 2 

Transition Layer 
(1) 

56 × 56 1 × 1 conv 
28 × 28 2 × 2 average pool, stride = 2 

Dense Block 
(2) 28 × 28 

1 × 1 conv3 × 3 conv × 4 

Transition Layer 
(2) 

28 × 28 1 × 1 conv 
14 × 14 2 × 2 average pool, stride = 2 

Dense Block 
(3) 14 × 14 

1 × 1 conv3 × 3 conv × 6 

Transition Layer 
(3) 

14 × 14 1×1 conv 
7 × 7 2 × 2 average pool, stride = 2 

Dense Block 
(4) 7 × 7 

1 × 1 conv3 × 3 conv × 8 

Classification Layer 1 × 1 7 × 7 global average pool 
 fully-connected, softmax 

Table 3. Test accuracy of Auto-Encoder-DenseNet with different numbers of principal components. 

Number of Principal 
Components 5 10 20 

OA (%) 91.48 ± 0.42 92.35 ± 0.57 92.23 ± 0.53 
AA (%) 86.54 ± 1.76 87.89 ± 2.07 87.44 ± 1.65 
K×100 89.61 ± 0.54 91.30 ± 0.66 91.12 ± 0.79 

In the CNN-based methods and DenseNet-based methods, we used 64 × 64 × 𝑑 where the d 
represented the number of spectral bands and 64 × 64 × 10 neighbors of each pixel as the input 3D 
images without compressing and with compressing, respectively. For the RBF-SVM method, we used 
a “grid-search” method to find the most appropriate 𝐶  and  𝛾  [69]. In this manner, pairs of (𝐶, 𝛾) were tried and the one with the best classification accuracy on the validation samples was 
picked. This method was convenient and straightforward. In this experiment, the ranges of 𝐶 and 𝛾 
were [10 , 10 , ⋯ 10 ]  and [10 , 10 , ⋯ 10 ] , respectively. Furthermore, in the RF-based 
methods, we preserved three principal components of hyperspectral data after AE stage, the 27 × 27 × 3 neighbors of each pixel are regarded as the input 3D images. The input images are 

72.66 ± 1.36 89.25 ± 0.46 86.44 ± 0.88 79.09 ± 2.45 69.66 ± 6.45 92.59 ± 0.51 88.13 ± 1.02
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Table 2. The detailed framework of DenseNet. 

Layers Output Size DenseNet 
Convolution 56 × 56 9 × 9 conv, stride = 1 
Dense Block 

(1) 56 × 56 
1 × 1 conv3 × 3 conv × 2 

Transition Layer 
(1) 

56 × 56 1 × 1 conv 
28 × 28 2 × 2 average pool, stride = 2 

Dense Block 
(2) 28 × 28 

1 × 1 conv3 × 3 conv × 4 

Transition Layer 
(2) 

28 × 28 1 × 1 conv 
14 × 14 2 × 2 average pool, stride = 2 

Dense Block 
(3) 14 × 14 

1 × 1 conv3 × 3 conv × 6 

Transition Layer 
(3) 

14 × 14 1×1 conv 
7 × 7 2 × 2 average pool, stride = 2 

Dense Block 
(4) 7 × 7 

1 × 1 conv3 × 3 conv × 8 

Classification Layer 1 × 1 7 × 7 global average pool 
 fully-connected, softmax 

Table 3. Test accuracy of Auto-Encoder-DenseNet with different numbers of principal components. 

Number of Principal 
Components 5 10 20 

OA (%) 91.48 ± 0.42 92.35 ± 0.57 92.23 ± 0.53 
AA (%) 86.54 ± 1.76 87.89 ± 2.07 87.44 ± 1.65 
K×100 89.61 ± 0.54 91.30 ± 0.66 91.12 ± 0.79 

In the CNN-based methods and DenseNet-based methods, we used 64 × 64 × 𝑑 where the d 
represented the number of spectral bands and 64 × 64 × 10 neighbors of each pixel as the input 3D 
images without compressing and with compressing, respectively. For the RBF-SVM method, we used 
a “grid-search” method to find the most appropriate 𝐶  and  𝛾  [69]. In this manner, pairs of (𝐶, 𝛾) were tried and the one with the best classification accuracy on the validation samples was 
picked. This method was convenient and straightforward. In this experiment, the ranges of 𝐶 and 𝛾 
were [10 , 10 , ⋯ 10 ]  and [10 , 10 , ⋯ 10 ] , respectively. Furthermore, in the RF-based 
methods, we preserved three principal components of hyperspectral data after AE stage, the 27 × 27 × 3 neighbors of each pixel are regarded as the input 3D images. The input images are 

89.08 ± 0.67 91.75 ± 0.88 87.45 ± 0.49 92.50 ± 0.35 92.61 ± 0.26 92.10 ± 0.05 91.35 ± 0.45
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Table 2. The detailed framework of DenseNet. 

Layers Output Size DenseNet 
Convolution 56 × 56 9 × 9 conv, stride = 1 
Dense Block 

(1) 56 × 56 
1 × 1 conv3 × 3 conv × 2 

Transition Layer 
(1) 

56 × 56 1 × 1 conv 
28 × 28 2 × 2 average pool, stride = 2 

Dense Block 
(2) 28 × 28 

1 × 1 conv3 × 3 conv × 4 

Transition Layer 
(2) 

28 × 28 1 × 1 conv 
14 × 14 2 × 2 average pool, stride = 2 

Dense Block 
(3) 14 × 14 

1 × 1 conv3 × 3 conv × 6 

Transition Layer 
(3) 

14 × 14 1×1 conv 
7 × 7 2 × 2 average pool, stride = 2 

Dense Block 
(4) 7 × 7 

1 × 1 conv3 × 3 conv × 8 

Classification Layer 1 × 1 7 × 7 global average pool 
 fully-connected, softmax 

Table 3. Test accuracy of Auto-Encoder-DenseNet with different numbers of principal components. 

Number of Principal 
Components 5 10 20 

OA (%) 91.48 ± 0.42 92.35 ± 0.57 92.23 ± 0.53 
AA (%) 86.54 ± 1.76 87.89 ± 2.07 87.44 ± 1.65 
K×100 89.61 ± 0.54 91.30 ± 0.66 91.12 ± 0.79 

In the CNN-based methods and DenseNet-based methods, we used 64 × 64 × 𝑑 where the d 
represented the number of spectral bands and 64 × 64 × 10 neighbors of each pixel as the input 3D 
images without compressing and with compressing, respectively. For the RBF-SVM method, we used 
a “grid-search” method to find the most appropriate 𝐶  and  𝛾  [69]. In this manner, pairs of (𝐶, 𝛾) were tried and the one with the best classification accuracy on the validation samples was 
picked. This method was convenient and straightforward. In this experiment, the ranges of 𝐶 and 𝛾 
were [10 , 10 , ⋯ 10 ]  and [10 , 10 , ⋯ 10 ] , respectively. Furthermore, in the RF-based 
methods, we preserved three principal components of hyperspectral data after AE stage, the 27 × 27 × 3 neighbors of each pixel are regarded as the input 3D images. The input images are 

86.04 ± 0.14 91.07 ± 0.74 94.48 ± 4.03 96.34 ± 2.51 94.75 ± 1.51 83.32 ± 0.24 79.89 ± 4.88
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Table 2. The detailed framework of DenseNet. 

Layers Output Size DenseNet 
Convolution 56 × 56 9 × 9 conv, stride = 1 
Dense Block 

(1) 56 × 56 
1 × 1 conv3 × 3 conv × 2 

Transition Layer 
(1) 

56 × 56 1 × 1 conv 
28 × 28 2 × 2 average pool, stride = 2 

Dense Block 
(2) 28 × 28 

1 × 1 conv3 × 3 conv × 4 

Transition Layer 
(2) 

28 × 28 1 × 1 conv 
14 × 14 2 × 2 average pool, stride = 2 

Dense Block 
(3) 14 × 14 

1 × 1 conv3 × 3 conv × 6 

Transition Layer 
(3) 

14 × 14 1×1 conv 
7 × 7 2 × 2 average pool, stride = 2 

Dense Block 
(4) 7 × 7 

1 × 1 conv3 × 3 conv × 8 

Classification Layer 1 × 1 7 × 7 global average pool 
 fully-connected, softmax 

Table 3. Test accuracy of Auto-Encoder-DenseNet with different numbers of principal components. 

Number of Principal 
Components 5 10 20 

OA (%) 91.48 ± 0.42 92.35 ± 0.57 92.23 ± 0.53 
AA (%) 86.54 ± 1.76 87.89 ± 2.07 87.44 ± 1.65 
K×100 89.61 ± 0.54 91.30 ± 0.66 91.12 ± 0.79 

In the CNN-based methods and DenseNet-based methods, we used 64 × 64 × 𝑑 where the d 
represented the number of spectral bands and 64 × 64 × 10 neighbors of each pixel as the input 3D 
images without compressing and with compressing, respectively. For the RBF-SVM method, we used 
a “grid-search” method to find the most appropriate 𝐶  and  𝛾  [69]. In this manner, pairs of (𝐶, 𝛾) were tried and the one with the best classification accuracy on the validation samples was 
picked. This method was convenient and straightforward. In this experiment, the ranges of 𝐶 and 𝛾 
were [10 , 10 , ⋯ 10 ]  and [10 , 10 , ⋯ 10 ] , respectively. Furthermore, in the RF-based 
methods, we preserved three principal components of hyperspectral data after AE stage, the 27 × 27 × 3 neighbors of each pixel are regarded as the input 3D images. The input images are 

95.06 ± 2.56 98.08 ± 0.29 98.89 ± 0.05 98.91 ± 0.48 96.40 ± 1.19 94.09 ± 3.47 98.26 ± 0.88

49

Remote Sens. 2019, 11, x FOR PEER REVIEW 11 of 25 

 

40  1832 51 54 122 107 
41  8098 188 186 460 484 
42  4953 128 140 281 295 
43  2157 41 55 133 137 
44  2533 39 56 120 158 
45  929 26 28 49 55 
46  8731 221 215 535 498 
47  583 11 16 36 30 
48  3110 92 69 190 194 
49  580 12 14 39 36 
50  4979 118 118 281 293 
51  63562 1519 1486 3861 3715 
52  144 3 3 16 9 

Total 
number 

333951 8000 8000 20000 20000 

Table 2. The detailed framework of DenseNet. 

Layers Output Size DenseNet 
Convolution 56 × 56 9 × 9 conv, stride = 1 
Dense Block 

(1) 56 × 56 
1 × 1 conv3 × 3 conv × 2 

Transition Layer 
(1) 

56 × 56 1 × 1 conv 
28 × 28 2 × 2 average pool, stride = 2 

Dense Block 
(2) 28 × 28 

1 × 1 conv3 × 3 conv × 4 

Transition Layer 
(2) 

28 × 28 1 × 1 conv 
14 × 14 2 × 2 average pool, stride = 2 

Dense Block 
(3) 14 × 14 

1 × 1 conv3 × 3 conv × 6 

Transition Layer 
(3) 

14 × 14 1×1 conv 
7 × 7 2 × 2 average pool, stride = 2 

Dense Block 
(4) 7 × 7 

1 × 1 conv3 × 3 conv × 8 

Classification Layer 1 × 1 7 × 7 global average pool 
 fully-connected, softmax 

Table 3. Test accuracy of Auto-Encoder-DenseNet with different numbers of principal components. 

Number of Principal 
Components 5 10 20 

OA (%) 91.48 ± 0.42 92.35 ± 0.57 92.23 ± 0.53 
AA (%) 86.54 ± 1.76 87.89 ± 2.07 87.44 ± 1.65 
K×100 89.61 ± 0.54 91.30 ± 0.66 91.12 ± 0.79 

In the CNN-based methods and DenseNet-based methods, we used 64 × 64 × 𝑑 where the d 
represented the number of spectral bands and 64 × 64 × 10 neighbors of each pixel as the input 3D 
images without compressing and with compressing, respectively. For the RBF-SVM method, we used 
a “grid-search” method to find the most appropriate 𝐶  and  𝛾  [69]. In this manner, pairs of (𝐶, 𝛾) were tried and the one with the best classification accuracy on the validation samples was 
picked. This method was convenient and straightforward. In this experiment, the ranges of 𝐶 and 𝛾 
were [10 , 10 , ⋯ 10 ]  and [10 , 10 , ⋯ 10 ] , respectively. Furthermore, in the RF-based 
methods, we preserved three principal components of hyperspectral data after AE stage, the 27 × 27 × 3 neighbors of each pixel are regarded as the input 3D images. The input images are 

78.37 ± 0.17 90.01 ± 1.45 92.00 ± 0.13 96.09 ± 2.94 79.32 ± 4.19 97.26 ± 0.22 100.00 ± 0.00
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Table 3. Test accuracy of Auto-Encoder-DenseNet with different numbers of principal components. 

Number of Principal 
Components 5 10 20 

OA (%) 91.48 ± 0.42 92.35 ± 0.57 92.23 ± 0.53 
AA (%) 86.54 ± 1.76 87.89 ± 2.07 87.44 ± 1.65 
K×100 89.61 ± 0.54 91.30 ± 0.66 91.12 ± 0.79 

In the CNN-based methods and DenseNet-based methods, we used 64 × 64 × 𝑑 where the d 
represented the number of spectral bands and 64 × 64 × 10 neighbors of each pixel as the input 3D 
images without compressing and with compressing, respectively. For the RBF-SVM method, we used 
a “grid-search” method to find the most appropriate 𝐶  and  𝛾  [69]. In this manner, pairs of (𝐶, 𝛾) were tried and the one with the best classification accuracy on the validation samples was 
picked. This method was convenient and straightforward. In this experiment, the ranges of 𝐶 and 𝛾 
were [10 , 10 , ⋯ 10 ]  and [10 , 10 , ⋯ 10 ] , respectively. Furthermore, in the RF-based 
methods, we preserved three principal components of hyperspectral data after AE stage, the 27 × 27 × 3 neighbors of each pixel are regarded as the input 3D images. The input images are 

92.16 ± 2.45 89.11 ± 0.87 92.13 ± 0.10 87.92 ± 1.91 90.40 ± 2.49 92.14 ± 0.34 93.02 ± 0.52
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Table 3. Test accuracy of Auto-Encoder-DenseNet with different numbers of principal components. 

Number of Principal 
Components 5 10 20 

OA (%) 91.48 ± 0.42 92.35 ± 0.57 92.23 ± 0.53 
AA (%) 86.54 ± 1.76 87.89 ± 2.07 87.44 ± 1.65 
K×100 89.61 ± 0.54 91.30 ± 0.66 91.12 ± 0.79 

In the CNN-based methods and DenseNet-based methods, we used 64 × 64 × 𝑑 where the d 
represented the number of spectral bands and 64 × 64 × 10 neighbors of each pixel as the input 3D 
images without compressing and with compressing, respectively. For the RBF-SVM method, we used 
a “grid-search” method to find the most appropriate 𝐶  and  𝛾  [69]. In this manner, pairs of (𝐶, 𝛾) were tried and the one with the best classification accuracy on the validation samples was 
picked. This method was convenient and straightforward. In this experiment, the ranges of 𝐶 and 𝛾 
were [10 , 10 , ⋯ 10 ]  and [10 , 10 , ⋯ 10 ] , respectively. Furthermore, in the RF-based 
methods, we preserved three principal components of hyperspectral data after AE stage, the 27 × 27 × 3 neighbors of each pixel are regarded as the input 3D images. The input images are 

96.26 ± 1.45 98.22 ± 0.14 98.22 ± 0.14 98.62 ± 0.03 97.96 ± 0.19 96.58 ± 1.47 97.35 ± 0.21
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methods, we preserved three principal components of hyperspectral data after AE stage, the 27 × 27 × 3 neighbors of each pixel are regarded as the input 3D images. The input images are 
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Figure 5. Test accuracy of different supervised methods on the Indian Pines dataset.

In general, a deeper network may have superior performance compared with a shallow network
due to larger numbers of composition of non-linear operations. Whereas arbitrarily increases the depth
of network cannot bring the benefit, it may deteriorate the generalization abilities of network and
cause the overfitting phenomenon.

To evaluate the sensitivity of DenseNet over depth, we performed several experiments based
on different network depths, the classification results, and cost time for five repeated experiments
were shown in Table 7. In these experiments, the depth of DenseNet is controlled by the numbers of
composite function Hl(·) in four dense blocks (i.e., (1, 2, 3, 4) and (2, 4, 6, 8)). The parameter (1, 2, 3, 4)
means that the numbers of aforementioned Hl(·) in four dense blocks are 1, 2, 3, and 4, respectively.
If we regard each Hl(·) as a composite layer, then it possesses 1 + 2 + 3 + 4 = 10 layers, and for the
parameters (2, 4, 6, 8), it possesses 2 + 4 + 6 + 8 = 20 layers.

Table 7. Test accuracy of DenseNet over different depth in Indian Pines dataset.

DenseNet
(1, 2, 3, 4)

DenseNet
(2, 4, 6, 8)

DenseNet
(3, 5, 7, 9)

OA (%) 90.97 ± 0.40 92.08 ± 0.87 91.12 ± 0.51
AA (%) 85.63 ± 1.09 87.01 ± 1.25 86.21 ± 0.90
K × 100 89.75 ± 0.43 90.26 ± 0.94 89.13 ± 0.62

Train Time (min.) 117.74 188.16 224.86
Test Time (min.) 1.41 2.05 2.62

From the results, one can see that the classification accuracy firstly increased and then decreased
with the growth of network depth increasingly. It demonstrated that adding the depth of DenseNet
suitably could boost its superior ability. While too deep architecture may lead to the overfitting
phenomenon. This can deteriorate the generalization abilities of network, which is a reason for
descending of classification accuracy.

4.3. HSI Semi-Supervised Fine-grained Classification

From aforementioned methods, one can see that the supervised method usually requires a
large number of labeled samples for training to learn its parameters. However, the labeled samples
are commonly very limited for the real remote sensing application, due to the high labeling cost,
the semi-supervised methods, which exploited both labeled and unlabeled samples, have been widely
utilized to increase the accuracy and robustness of class predictions.

In this experiment, other semi-supervised classification methods including transductive SVM
(TSVM) and Label Propagation were also executed to make a comprehensive comparison with the
proposed Semi-GAN method. In TSVM, we used n-cross-validation method to execute model selection,
and considering a multiclass problem defined by a set C = {C1, C2, · · ·CN}made up of N class labels,
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originally the transductive process of TSVM was based on a structured architecture made up of
binary classifiers [22], which was not proper for multiclass classification of unlabeled samples. In this
experiment, a one-against-all multiclass strategy that involved a parallel architecture consisting of
N different TSVMs, was adopted. The training and test data were chosen randomly among the
whole dataset and with the assumption that there is at least one sample for each class. To assess the
effectiveness of TSVM, the chosen test samples were regarded as unlabeled samples.

However, these samples have not been used for the model selection due to the assumption that
the labels are unavailable. In the graph-based method like Label Propagation, we used a RBF kernel to
construct a graph, and the clamping factor α was set to be 0.2, which represented that the 80 percent of
original label distribution was always reserved and it changed the confidence of the distribution within
20 percent [23]. This method iterated on a modified version of the original graph and normalized
the edge weights by computing the normalized graph Laplacian matrix, besides, it minimized a loss
function that has regularization properties to make classification performance robust against noise.

In the proposed Semi-GAN, firstly, the real training samples from the dataset, which used
10 principal components through PCA were divided into the labeled part and unlabeled part, and
the real labeled samples were introduced into both the models G and D, while the unlabeled samples
were fed into the DenseNet to get the predicted corresponding labels. The size of input noise to
the model G is 128 × 1 × 1, and the model D converted the inputs to fake samples with the size of
64× 64× 10. The data received by the discriminator D come from three sections: real labeled training
data, the fake data generated by the generator G, and the real unlabeled training data with predicted
labels. Besides, the label smoothing, a technique that replaced the 0 and 1 targets for a classifier with
smoothed values with 0.2 and 0.8, was adopted to reduce the vulnerability of neural networks [74]
in this paper. The experiment arrangement and details of the models G and D architectures were set
like [42].

The classification results obtained from different semi-supervised approaches were listed in
Table 8. From Table 8, one can see that the proposed Semi-GAN obtained the best performance
compared with Label Propagation and TSVM. The OA, AA, and K of our approach were 94.02%,
90.11%, and 0.9276%, which are higher 34%, 38.91%, and 0.3359% than Label Propagation, respectively.
Furthermore, the Label Propagation possessed a superior capacity than TSVM in coping with complex
data. The OA, AA, and K of the Label Propagation were higher than those of TSVM by 5.53%, 9.18%,
and 0.0848%, respectively.

Moreover, to explore the capacity of our Semi-GAN, several different experiments with
progressively reduced training data are performed. Here, the number of labeled training samples fed
into Semi-GAN to train the network, which decreased gradually, is represented by N. Moreover, N was
set to 4000, 6000, and 8000 in this experiment, and the different classification accuracy results with
different training data numbers were shown in Table 9. Besides, the number of unlabeled samples
regarded as the training dataset of Semi-GAN is all set to 20,000 in these experiments.

From the results, one can see that as the number of labeled training samples decreased,
the performance of Semi-GAN also deteriorated gradually. For example, the network with 8000
labeled samples and 20,000 unlabeled samples obtained the highest scores in OA, AA, and K, with
which exceeded 6000 training samples by 1.49%, 1.97%, and 0.0101, respectively, in addition, they also
outperformed 4000 training samples by 4.57%, 6.70%, and 0.05, respectively.
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Table 8. Test accuracy with different semi-supervised methods on the Indian Pines dataset.

No. Name TSVM Label Propagation Semi-GAN

1 Buildings 54.48 ± 2.25 53.02 ± 2.32 82.15 ± 1.45
2 Corn 29.98 ± 0.43 39.96 ± 1.47 86.92 ± 2.29
3 Corn? 21.42 ± 8.56 22.02 ± 6.16 91.67 ± 0.59
4 Corn-EW 22.58 ± 6.82 44.67 ± 2.14 100.00 ± 0.00
5 Corn-NS 23.73 ± 2.39 33.33 ± 4.52 95.24 ± 0.45
6 Corn-CleanTill 25.58 ± 1.05 37.67 ± 2.59 96.40 ± 0.03
7 Corn-CleanTill-EW 44.21 ± 0.94 53.53 ± 3.62 96.38 ± 0.57
8 Corn-CleanTill-NS 66.54 ± 1.69 66.64 ± 0.02 91.15 ± 1.43
9 Corn-CleanTill-NS-Irrigated 6.12 ± 12.34 13.13 ± 9.54 83.44 ± 2.46
10 Corn-CleanTill-NS? 18.68 ± 1.34 26.24 ± 3.48 84.97 ± 2.16
11 Corn-MinTill 15.25 ± 0.13 32.36 ± 2.49 100.00 ± 0.00
12 Corn-MinTill-EW 27.65 ± 0.68 37.56 ± 3.49 81.23 ± 0.13
13 Corn-MinTill-NS 39.27 ± 0.72 49.34 ± 4.52 90.54 ± 0.01
14 Corn-NoTill 36.74 ± 1.97 48.21 ± 1.49 95.73 ± 0.45
15 Corn-NoTill-EW 37.36 ± 2.43 34.63 ± 3.21 91.26 ± 0.98
16 Corn-NoTill-NS 48.54 ± 0.68 63.52 ± 1.78 83.33 ± 4.07
17 Fescue 77.78 ± 5.62 79.00 ± 0.96 90.43 ± 1.45
18 Grass 20.69 ± 6.27 58.02 ± 4.78 100.00 ± 0.00
19 Grass/Tress 72.67 ± 1.97 74.67 ± 1.78 90.30 ± 2.45
20 Hay 46.38 ± 3.65 55.67 ± 0.79 66.67 ± 0.15
21 Hay? 69.23 ± 2.36 79.00 ± 6.23 90.91 ± 0.63
22 Hay-Alfalfa 77.27 ± 1.12 82.33 ± 0.25 85.71 ± 0.57
23 Lake 54.54 ± 3.29 63.14 ± 0.89 100.00 ± 0.00
24 NotCropped 38.18 ± 1.41 56.01 ± 0.21 66.91 ± 0.34
25 Oats 48.45 ± 4.29 43.94 ± 0.78 91.91 ± 4.57
26 Oats? 7.69 ± 2.83 4.34 ± 4.21 57.62 ± 0.45
27 Pasture 64.98 ± 1.07 75.00 ± 0.12 92.26 ± 2.35
28 pond 25.12 ± 7.21 40.14 ± 3.69 67.54 ± 0.25
29 Soybeans 40.25 ± 0.98 46.24 ± 0.36 98.81 ± 0.42
30 Soybeans? 20.23 ± 3.25 11.23 ± 4.56 80.79 ± 0.94
31 Soybeans-NS 19.64 ± 4.01 34.45 ± 7.52 89.48 ± 2.42
32 Soybeans-CleanTill 31.16 ± 2.73 37.54 ± 0.14 95.16 ± 0.35
33 Soybeans-CleanTill? 22.59 ± 1.22 32.45 ± 4.96 80.95 ± 1.47
34 Soybeans-CleanTill-EW 36.84 ± 0.85 44.33 ± 0.17 92.85 ± 0.45
35 Soybeans-CleanTill-NS 27.55 ± 1.15 27.24 ± 0.02 94.36 ± 0.56
36 Soybeans-CleanTill-Drilled 52.50 ± 3.50 46.00 ± 2.14 84.48 ± 0.35
37 Soybeans-CleanTill-Weedy 28.99 ± 0.98 23.67 ± 3.41 93.33 ± 1.27
38 Soybeans- Drilled 40.02 ± 1.30 52.32 ± 0.79 98.49 ± 1.45
39 Soybeans-MinTill 55.81 ± 0.93 65.00 ± 2.14 89.04 ± 0.92
40 Soybeans-MinTill-EW 53.84 ± 0.31 63.46 ± 3.78 99.01 ± 0.17
41 Soybeans-MinTill-Drilled 50.10 ± 0.89 50.36 ± 4.69 91.26 ± 2.45
42 Soybeans-MinTill-NS 31.10 ± 1.72 37.33 ± 0.05 100.00 ± 0.00
43 Soybeans-NOTill 49.62 ± 0.09 45.10 ± 0.03 86.45 ± 4.14
44 Soybeans-NoTill-EW 44.38 ± 2.45 47.33 ± 0.16 100.00 ± 0.00
45 Soybeans-NoTill-NS 16.20 ± 0.35 27.44 ± 0.79 98.16 ± 0.25
46 Soybeans-NoTill-Drilled 59.09 ± 2.51 70.00 ± 6.35 95.48 ± 0.03
47 Swampy Area 78.57 ± 0.47 94.38 ± 1.45 72.37 ± 0.11
48 River 98.94 ± 2.94 99.37 ± 1.79 88.12 ± 3.25
49 Trees? 48.57 ± 3.94 59.40 ± 0.17 94.78 ± 2.45
50 Wheat 78.87 ± 4.58 86.60 ± 4.23 100.00 ± 0.00
51 Woods 92.03 ± 1.94 90.23 ± 7.45 84.32 ± 0.01
52 Woods? 90.90 ± 1.59 91.96 ± 6.32 82.50 ± 3.45

OA (%) 55.49 ± 0.87 60.02 ± 0.21 94.02 ± 1.43
AA (%) 43.02 ± 1.04 51.20 ± 0.43 90.11 ± 2.07
K × 100 50.38 ± 0.75 56.86 ± 0.24 92.76 ± 1.03
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Table 9. Test accuracy with different training samples numbers on Indian Pines dataset.

Methods
N

4000 6000 8000

Semi-GAN
OA (%) 89.45 ± 3.02 92.53 ± 2.98 94.02 ± 2.43
AA (%) 83.41 ± 3.87 88.14 ± 3.07 90.11 ± 2.57
K × 100 87.76 ± 2.75 91.75 ± 2.09 92.76 ± 1.56

4.4. Limited Training Samples and Classification Maps

In this experiment, in order to make a comprehensive comparison between different supervised
and semi-supervised methods, respectively, we calculated the results of OA when the number of
training samples was changed. The results of supervised and semi-supervised methods were shown in
Figures 6 and 7, respectively.
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For supervised methods, we chose the SVM, EMP-RF, and PCA-DenseNet to report the
different capacities in coping with complex data when the number of training samples was reduced.
For semi-supervised methods, the Label Propagation and Semi-GAN were chosen as the contrastive
methods. Take the two figures apart, we can see that the PCA-DenseNet and Semi-GAN always
obtained the highest OA in three different conditions for both supervised and semi-supervised
classification. Compared with the traditional approaches used in HSI classification, the results
demonstrated that the deep learning methods can exploit huge capacities in coping with complex
data. When combining the two figures together, the Semi-GAN showed the best performance in all
supervised and semi-supervised methods. Furthermore, we can see that the reduction of Semi-GAN
was lower than PCA-DenseNet when the number of available training samples decreased, which
proved that the semi-supervised methods obtained a superior ability than supervised approaches in
the limited training samples condition.

Moreover, we visually analyzed the classification results. The investigated methods include SVM,
EMP-RF, PCA-DenseNet, and Semi-GAN. The classification maps for different approaches were shown
in Figure 8. From the maps, one can see how the different methods affected the classification results.
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The EMP-RF method had the lowest precise in the dataset (see Figure 8b), and compared with the
traditional methods, the deep learning methods achieved a superior performance in classification,
furthermore, we can see that our proposed Semi-GAN gave a more detailed classification map
than PCA-DenseNet.
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EMP-RF; (c) PCA-DenseNet; (d) DenseNet-CRF; (e) Semi-GAN.

4.5. Consuming Time

In this study, the total running time for five repeated experiments of five methods, e.g.,
the CNN-based models and traditional SVM model, on this dataset were shown in Table 10. In the
SVM method, we preserved three principal components of HSI after PCA, the 27 × 27 × 3 neighbors of
each pixel were regarded as the input 3D image. In the CNN-based methods, the size of each input
image was 64 × 64 × d, where the d represented the number of spectral bands in CNN and 64 × 64 × 10
in Semi-GAN and PCA-DenseNet. All the experiments were run on a 3.2-GHz CPU with a GTX 1060
GPU card. The CNN-based methods were performed on PyTorch platform and the SVM method was
performed on LibSVM library.

Table 10. Running time of five different methods.

Methods Running Time (min.)

SVM
Training 2650.91

Test 32.92

CNN
Training 457.25

Test 23.55

Semi-GAN
Training 1053.42

Test 0.81

PCA-DenseNet
Training 188.16

Test 2.05

Auto-Encoder-DenseNet
Training 284.71

Test 2.15

From Table 10, one can see that SVM method had the longest running time. When coping with
complicated data with large volume, the consuming time of SVM-based method increased sharply along
with the increasing numbers of training samples, which made SVM not suitable for the classification
with lots of training samples.
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The deep models reduced the total consuming time drastically and improved the classification
performance at the same time when compared with SVM model. Besides, the additional preprocessing
operations like PCA and Auto-Encoder reduced the running time greatly, which make deep learning
methods more applicable for the HSI fine-grained classification with a great number of classes.

5. Conclusions

The fine-grained classification of HSI is a task to be solved nowadays. In this study, deep
learning-based methods were investigated for HSI supervised and semi-supervised fine-grained
classification for the first time. The obtained experimental results have shown that the proposed deep
learning-based methods obtained superior performance in terms of classification accuracy.

For supervised fine-grained classification of HSI, densely connected CNN was proposed for
accurate classification. The deep learning-based methods significantly outperformed the traditional
spectral-spatial classifiers such as SVM, EMP-RF, and EMAP-RF in terms of classification accuracy.
Moreover, the combination of DenseNet with pre-processing or post-processing technique was proposed
to further improve classification accuracy.

For semi-supervised fine-grained classification of HSI, GAN was used to handle the labeled
and unlabeled samples in the training stage. The proposed 3D Semi-GAN achieved better
classification performance compared with traditional semi-supervised classifiers such as TSVM
and Label Propagation.

The proposed deep learning models worked effectively with different numbers of training samples.
The deep models exhibited good classification performance (e.g., OA was 88.23%) even under limited
training samples (e.g., 4000 training samples were available, which meant there were only 77 training
samples for each class on average in Auto-Encoder-DenseNet). The study demonstrates that deep
learning has a huge potential for HSI fine-grained classification.
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