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Abstract: Deep learning methods used for hyperspectral image (HSI) classification often achieve
greater accuracy than traditional algorithms but require large numbers of training epochs. To simplify
model structures and reduce their training epochs, an end-to-end deep learning framework
incorporating a spectral-spatial cascaded 3D convolutional neural network (CNN) with a convolutional
long short-term memory (CLSTM) network, called SSCC, is proposed herein for HSI classification.
The SSCC framework employs cascaded 3D CNN to learn the spectral-spatial features of HSIs and
uses the CLSTM network to extract sequence features. Residual connections are used in SSCC to
accelerate model convergence, with the outputs of previous convolutional layers concatenated as
inputs for subsequent layers. Moreover, the data augmentation, parametric rectified linear unit,
dynamic learning rate, batch normalization, and regularization (including dropout and L2) methods
are used to increase classification accuracy and prevent overfitting. These attributes allow the SSCC
framework to achieve good performance for HSI classification within 20 epochs. Three well-known
datasets including Indiana Pines, University of Pavia, and Pavia Center were employed to evaluate
the classification performance of the proposed algorithm. The GF-5 dataset of Anxin County, obtained
from China’s recently launched spaceborne Advanced Hyperspectral Imager, was also used for
classification experiments. The experimental results demonstrate that the proposed SSCC framework
achieves state-of-the-art performance with better training efficiency than other deep learning methods.

Keywords: 3D convolutional neural network; convolutional LSTM; cascaded structures;
spectral-spatial feature learning; hyperspectral image classification

1. Introduction

Due to the recent development of hyperspectral remote sensing imaging technology, a large
number of hyperspectral remote-sensing images with different spatial and spectral resolutions are
available. Hyperspectral images (HSIs) contain abundant spatial geometric information as well as
spectral information reflecting various characteristics of ground objects. The rich information contained
in HSIs has been widely used in numerous applications including land cover classification, target
detection, mineral exploration, and precision agriculture [1,2]. HSI classification, the process of labeling
each pixel, is a challenging task required for all of these applications.

Due to the high dimension of HSIs, which easily causes the Hughes phenomenon [3,4] with a
small training set, previous studies have usually mapped HSIs into a low-dimension space to maintain
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most of the useful information contained in HSIs [5]. In addition, the high spatial resolution of HSIs
may increase spectral variation for the same ground objects while decreasing spectral variation among
different ground objects [6]. The classification results of HSIs based solely on spectral information may
be unsatisfactory. Therefore, numerous researchers have attempted to integrate spectral and spatial
information into HSI classification, with some success [7,8]. However, traditional HSI classification
strategies, which generally consist of feature library construction and classifier training, have two
drawbacks [9]. First, feature library construction is time-consuming and requires numerous manual
interventions. Due to their weak generalization capacity, these methods cannot be quickly and
effectively applied to different applications. Second, the linear and nonlinear transformation methods
used for feature extraction have limited capacity to represent features [10]. Without more sophisticated
methods, feature selection can only identify shallow features of HSIs, rather than fully exploiting the
deep spatial and spectral features of HSIs. Although traditional machine learning methods, which
mainly use custom-built features, have been wildly adopted for HSI pixel classification, these methods
inadequately extract spectral-spatial features and cannot adapt to different contexts. The generalization
capacity of traditional models must be improved to obtain acceptable classification performance [11].

As one of the most vibrant developing topics in computer science, deep learning algorithms
that can efficiently learn discriminative and representative features have attracted great attention in
the field of image processing, leading to major breakthroughs [12–14]. Deep learning approaches
have recently been introduced into HSI classification, and show better performance than traditional
machine learning algorithms [15]. Without the complicated process of custom feature extraction and
optimization, classification methods based on deep neural networks can extract deep and highly
abstract semantic features from HSIs automatically and hierarchically. Using a series of stacked feature
extractors and a softmax classifier, deep learning methods carry out the end-to-end classification of HSIs
adaptively for different applications. With their powerful feature extraction capacity, deep learning
methods can obtain features at different levels from HSIs by constructing various neural network
structures with different depths and widths. In particular, shallow features of HSIs such as edges
and textures are extracted by the shallow structures of deep neural network models, while complex
and abstract features of HSIs are obtained through the deep neural network structures. In addition,
one-dimensional convolution neural networks are usually used to extract spectral features of HSIs,
while the two-dimensional convolution neural network is used to extract spatial geometric features.

From the perspective of feature extraction, deep learning methods used for HSI classification can
be categorized into three strategies: neural networks for spectral, spatial, and spectral-spatial feature
classification. Deep learning methods for HSI spectral classification generally assume that each pixel is
a type of ground object. Such methods directly use the spectrum of each pixel in the HSI as input to a
fully connected neural network [15], one-dimensional convolutional neural network (1D CNN) [16], 1D
generative adversarial network (GAN) [17] or recurrent neural network (RNN) [18,19], which is simple
in principle and easy to implement. For example, Zhong et al. [20] applied a diversified deep belief
network (DBN) model to HSI classification with a limited number of training samples. The diversified
DBN regularizes the pretraining and fine-tuning procedures of the DBN by promoting prior over latent
factors, improving the performance of HSI classification. Hu et al. [16] developed a 1D CNN to extract
spectral features from HSIs. Their method achieved higher classification accuracy than support vector
machines. Zhan et al. [21] designed a 1D GAN that automatically extracts the spectral features of HSIs
to classify HSIs with few training samples. The 1D GAN obtained promising results with only a small
number of labeled pixels. Mou et al. [18] regarded the spectra of HSI pixels as sequential data, and
thus used an RNN model with a parametric rectified tanh function for classification of HSIs. However,
these methods generally leverage spectral features while ignoring the spatial features of HSIs, and
their classification performance requires further improvement.

The literature demonstrates that spatial information about HSIs can enhance the performance
of HSI classification [22]. In general, deep learning methods for HSI spatial classification account
fully for the influence of adjacent pixels on the labeled pixel (referred to as the central pixel) of an
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HSI [16,23]. In addition, dimension reduction approaches such as principal component analysis (PCA)
have been used to reduce the dimensionality of raw input data. After dimensionality reduction,
image patches around the central pixel are extracted as inputs for two-dimensional convolution neural
network models (2D CNN). With the advantages of PCA and CNN, deep learning models based
on spatial features reduce the dimensionality of input data and improve computational efficiency,
while also extracting invariant features. For example, Yang et al. [24] applied a 2D CNN to exploit
the multi-scale convolution features of HSIs and obtained better classification performance than that
from traditional machine learning algorithms. Gong et al. [25] fine-tuned pretraining models such
as AlexNet and GoogleLeNet to capture the deep spatial features of HSI datasets and achieved high
classification accuracy. However, these methods focus on the extraction of HSI spatial information and
fail to fully utilize the deep spectral-spatial features of HSIs. Corresponding to a 3D cube of the HSI, a
three-dimensional convolutional neural network (3D CNN) is usually used to extract spectral–spatial
features of HSIs effectively without any pre- or post-processing [9,11]. In addition, the long short-term
memory (LSTM) and convolutional LSTM (CLSTM) methods can also be used to learn HSI spatial and
spatial features [26]. In particular, the long short-term memory (LSTM) of CLSTM exploits the spectral
features of HSIs by considering spectral bands as an image sequence. To improve extraction of spatial
features from HSIs, convolutional operators are used in lieu of fully connected operators in CLSTM [27].
Zhou et al. [28] adopted spectral-spatial LSTM network to learn deep features and a decision fusion
method was used to make HSI classification. The spectra of center pixels (1D vectors) were input into
SeLSTM to learn spectral feature. The image patches of center pixel (2D vectors), cropped from the
first principle component, were transformed into S-length sequences and feed to SaLSTM to capture
the deep spatial features of HSI. Then the classification maps of SeLSTM and SaLSTM were fused in a
weighted sum manner to obtain a joint spectral-spatial classification results. Li et al. [29] proposed a
light 3D CNN model with few parameters for accurate HSI classification. With a lower likelihood of
overfitting, the model captured the deep spectral-spatial features simultaneously and outperformed the
2D CNN and DBN models. Zhong et al. [9] designed a spectral–spatial residual network (SSRN) that
used residual blocks to efficiently capture spectral and spatial features consecutively. The SSRN has a
deep neural network structure, and back-propagation of gradients was facilitated through connection
of residual blocks among convolutional layers. Compared to other methods such as support vector
machine (SVM) and sparse auto-encoder (SAE), SSRN achieved the best classification performance.
Wang et al. [11] proposed a fast dense spectral–spatial convolution (FDSSC) framework using densely
connected structures to identify deep features of HSIs with a dynamic learning rate and parametric
rectified linear units to avoid overfitting. Classification by the FDSSC reduced the training time
and achieved state-of-the-art performance. However, these models have low efficiency and slow
convergence speeds, require numerous training epochs, and learn spatial information from HSIs in a
manner that may introduce noise [24].

To resolve these problems, we aimed to design an end-to-end spectral-spatial cascaded 3D CNN
with a convolutional LSTM (SSCC) framework motivated by the SSRN, FDSSC, and CLSTM. The major
contributions of this paper are summarized as follows:

(1) A cascaded CNN model with residual connections was designed for HSI classification. Compared
to FDSSC and SSRN, the SSCC model avoids the decreasing-accuracy phenomenon using fewer
residual connections. In contrast to SSLSTMs, rather than separately learning features in spectral
and spatial dimensions, the SSCC model used 3D CNN and CLSTM to simultaneously capture
spectral-spatial features and classified HSI directly, instead of fusing different classification maps
in a weighted sum manner.

(2) With two parallel branches for the processes of spatial and spectral feature extraction,
more discriminative features are obtained from HSIs separately without dimension-reduction
approaches. Moreover, the salt-and-pepper noise present in classification maps can be attenuated.

(3) Combining the advantages of LSTM and CNN, the CLSTM obtains spectral-spatial features of
HSIs simultaneously. The spectral features are determined using spectral bands as an image
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sequence in LSTM. Meanwhile, convolutional operators are combined into the LSTM to identify
deep spatial features of HSIs.

(4) Data augmentation techniques, the dynamic learning rate, and the activation function parametric
rectified linear unit (PReLU) are used in the SSCC model to expand training samples and
accelerate model convergence. The number of training epochs was reduced to 20 while achieving
state-of-the-art performance.

The remainder of this paper is organized as follows. Section 2 describes the proposed SSCC
framework in detail. Section 3 introduces the datasets used in the experiments and experimental
settings used for HSI classification. Experimental results are described and discussed in Section 4.
Section 5 concludes the paper and provides suggestions for future work.

2. Proposed Framework

In this section, we present the proposed SSCC framework for HSI classification, which consists
primarily of an input layer, a spectral feature learning process, two CLSTM layers, a spatial feature
learning process, and a fully connected layer. In contrast to FDSSC, the SSCC has only four residual
connections. In this section, cascaded 3D CNN extraction of spectral-spatial features from HSIs and
CLSTM extraction of discriminative features from sequential image data are described in detail.

2.1. Extracting of HSI Spectral and Spatial Features Using Cascaded 3D CNN

The general process of applying 3D CNN to HSIs represented by 3D cubes includes small patch
extraction, convolution, pooling and batch normalization steps, followed by feature vector flattening
and classification. The small patch generally has a size of w × w × b, where the target pixel is at the
center of an image block of spatial size w × w and spectral dimension b. After feature learning steps
involving convolution layers with different kernel sizes, the data are flattened into 1D vectors and
then input to a classifier based on the softmax function to obtain classification maps. In the proposed
method, the cascaded 3D CNN is used to capture representative features that include spectral-spatial
information from HSIs via two branches operating in parallel. Moreover, to mitigate the gradient
disappearance phenomenon, residual connections are used between convolutional layers during the
process of learning spectral-spatial features.

As a basic element of the SSCC network, the 3D CNN processes input data from three channels
using two convolution operations. For example, the value at position (x, y, z) on the jth feature cube in
the ith layer is given by [29]:

Vxyz
i, j = g(bi, j +

∑
m

Ri−1∑
r=0

Si−1∑
s=0

Ti−1∑
t=0

Wr,s,t
i, j,mV(x+r)(y+s)(z+t)

i−1,m ) (1)

where g(·) denotes the activation function, m is the feature cube connected to the current feature cube
in the (i − 1)th layer, Wr,s,t

i, j,m is the (r, s, t)th value of the kernel connected to the mth feature cube in the
preceding layer, and bi, j denotes the bias on the jth feature cube in the ith layer. In addition, the length
and width of the convolution kernel in the spatial dimension are denoted by Ri and Si respectively,
and the kernel size of spectral dimension is Ti.

For the (k + 1)th convolutional layer of the 3D CNN with f k feature maps of size wk
×wk

× dk

and f k+1 convolutional filters of size ck+1
× ck+1

× pk+1, and subsampling strides of (s1,s2, and s3), the
output will contain f k+1 feature maps. These f k+1 feature maps each have a size of wk+1

×wk+1
× dk+1,

where the spatial width wk+1 = [1 + (wk
− ck+1)/s1] and the spectral depth dk+1 = [1 + (dk

− pk+1)/s3].
The batch normalization (BN) operation is usually conducted after the convolutional layer to avoid an
internal covariance shift [30].

Residual connections [31] in the SSCC framework can enable easy training of the deep network
and provide the benefit of increased depth. As shown in Figure 1, for a residual block consisting of two
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convolutional layers, X represents the input to the first layer, and F(X) denotes the original underlying
function obtained after two convolution operations. Using a short connection, the residual block tries to
optimize the convolutional layers as an identity map, which can be described by the residual function
G(X) = F(X) − X. When the residual function G(X) = 0, the original underlying function F(X) = X. F(X)
can also be written in the following form:

F(X) = G(X) + X (2)
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The residual function G(X) can be obtained through two convolutional operations on the input X:

G() = g(g(∗W1 + b1) ∗W2 + b2) (3)

where g(·) denotes the activation function, W1 and W2 are convolutional kernels, b1 and b2

indicate biases.
The cascaded 3D CNN is designed with spatial and spectral feature learning stages to sufficiently

exploit the deep and abstract information contained in HSIs. By setting different numbers and sizes of
convolution kernels, more subtle discriminative features are obtained [32].

2.2. Extracting of HSI Spectral and Spatial Features Using Convolutional LSTM

The structure of the convolutional LSTM (CLSTM) is illustrated in Figure 2. The CLSTM was
proposed to address the problem of insufficient spatial information utilization in the traditional
LSTM. [27]. Compared to the LSTM, which uses the full input-to-state and state-to-state connections,
the CLSTM replaces the full connection layers with convolutional layers. As a modification of the LSTM,
the inputs, cell outputs, hidden states and gates of CLSTM are 3D tensors, and the last two dimensions
are spatial information arranged in rows and columns of images or features.
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First, for the kth image patch xk
i j in the sequence Xk

i j, CLSTM uses the forget gate Fk
i j to filter

the unwanted information from the previous cell state Ck−1
i j . The forget gate uses a logistic sigmoid

activation function on the image patch xk
i j and hidden state hk−1

i j , outputting a value between 0 and 1.
A value of 0 denotes unwanted information while 1 represents information to be retained. Secondly,
the input gate Ik

i j retains the useful information in the same manner as the forget gate. The candidate

value C̃k−1
i j is calculated from hk−1

i j and xk
i j in the memory cell. Then the CLSTM updates the cell state

Ck
i j by adding the product of the cell states Ck−1

i j and Fk
i j to the product of C̃k

i j and Ik
i j. The final output of

information depends on the cell state Ck
i j and the output gate Ok

i j. The entire CLSTM process can be
described with the following equations:

Fk
i j = f (Wh f ∗ hk−1

i j + Wx f ∗ xk
i j + b f )Ik

i j = f (Whi ∗ hk−1
i j + Wxi ∗ xk

i j + bi)C̃k
i j

= tanh(Whc ∗ hk−1
i j + Wxc ∗ xk

i j + bc)Ck
i j = Fk

i j ◦Ck−1
i j + Ik

i j ◦ C̃k
i jO

k
i j

= f (Who ∗ hk−1
i j + Wxo ∗ xk

i j + bo)hk
i j = Ok

i j ◦ tanh(Ck
i j)

(4)

where the f denotes the logistic sigmoid function, and “◦” and “∗” are dot product and convolutional
operator, respectively. The terms b f , bi, bc, bo denote biases. The subscripts of weight metrics have
similar meanings, for example, Wh f is the hidden-forget gate matrix and Whi is the hidden-input gate
matrix. The padding operation is usually carried out prior to the convolution operation to ensure that
the states have the same numbers of rows and columns as the inputs. Boundary points are handled by
padding on the states and can be considered to adopt the state of the outside area for computation [27].

2.3. Spectral-Spatial Cascaded 3D CNN with Convolutional LSTM Networks

The proposed SSCC framework uses two feature extraction branches to obtain spatial and spectral
information from HSIs for classification at the pixel level. Fewer skip connections between convolution
layers can alleviate the decreasing-accuracy phenomenon. In addition, two CLSTM operations model
long-term dependencies in the spectral dimension and capture the spectral-spatial features of HSIs. The
Indiana Pines dataset is input into the SSCC framework to demonstrate the process of HSI classification.

As shown in Figure 3, input images for the SSCC network are in the form of 3D cubes 9 × 9 × 200
in size. After the first convolution operation with 24 filters of 1 × 1 × 7 size and the subsampling stride
of (1, 1, 2), the output contains 24 feature maps of 9 × 9 × 97 size. With a stride of 2 in the spectral
dimension, the high dimensionality of input images is reduced and low-level spectral features of the
HSIs are obtained.

The spectral feature learning block includes two branches. The first branch includes three
convolutional layers and one spectral residual connection. After the first two convolutional layers
containing 24 filters of 1 × 1 × 7 size and a subsampling stride of (1, 1, 1), 24 feature maps 9 × 9 × 97 in
size are generated. Then the skip connection between the convolutional layer following the input layer
and the second convolutional layer in the first branch of the spectral feature learning block generates
48 feature maps of 9 × 9 × 97 size. With 128 filters of 1 × 1 × 97 size and a subsampling stride of
(1, 1, 1), the output from the third convolutional layer contains 128 feature maps of 9 × 9 × 1 size. The
second branch includes two convolutional layers and one spectral residual connection. After the first
convolutional layer, containing 12 filters of 1 × 1 × 7 size and a subsampling stride of (1, 1, 1), the skip
connection is designed to generate 36 feature maps of 9 × 9 × 97 size. Then the second convolutional
layer with 200 filters of 1 × 1 × 97 size and a subsampling stride of (1, 1, 1) generates 200 feature maps
of 9 × 9 × 1 size. Finally, the outputs of the two branches are merged to obtain 328 feature maps that
are 9 × 9 × 1 in size.

Next, to reduce the number of trainable parameters and avoid overfitting, a dropout layer is
adopted. Then, two CLSTM layers with 24 filters of 3 × 3 size are used to extract spatial and spectral
features simultaneously, resulting in 24 feature maps of 9 × 9 × 1 size. A reshape layer is used to
transform the dimension of feature maps for input into the network and spatial feature extraction.
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Corresponding to the spectral feature learning block, the spatial feature learning block also includes
two branches. The first branch includes two convolutional layers and one spatial residual connection.
The first convolutional layer, which has24 spatial kernels of 3 × 3 × 24 size and a subsampling stride
of (1, 1, 1), convolves the output of the reshape layer to generate 24 feature maps of 7 × 7 × 1 size.
With 12 filters of 3 × 3 × 1 size and a subsampling stride of (1, 1, 1), the second convolutional layer
outputs 12 feature maps of 7 × 7 × 1 size. Then the outputs of the two convolutional layers are merged
into 36 feature maps of 7 × 7 × 1 size. The second branch includes three convolutional layers and one
spatial residual connection. Each of the convolutional layers contains 24 spatial kernels with a size of
3 × 3 × 24 for the first convolution operation, and of 3 × 3 × 128 for the second and third convolution
operations. Then, a skip connection is employed between the first and third convolutional layers to
output 48 feature maps of 7 × 7 × 1 size. Finally, the outputs of the two branches are merged to obtain
84 feature maps of 7 × 7 × 1 size.

After learning the spatial features of HSIs, a reshape layer is used to transform 48 feature maps of
7 × 7 × 1 size into one feature map of 7 × 7 × 84 size. With a pooling size of (7, 7, 1), an average pooling
layer transforms the feature map of 7 × 7 × 84 size into a feature vector of 1 × 1 × 84 size. Then, a fully
connected layer adapts the SSCC network to different HSIs according to the number of land cover
categories present.

3. Experimental Settings and Datasets

3.1. Datasets

In our experiments, four HSI datasets were used to demonstrate the performance of the proposed
SSCC model for HSI classification, including the Indiana Pines (IN), University of Pavia (UP), Pavia
Center (PC), and GF-5 datasets.

Indiana Pines (IP): This dataset covers an agricultural area and was gathered using the Airborne
Visible/Infrared Imaging Spectrometer (AVIRIS) sensor [33] from Northwest Indiana in 1992. It contains
145 × 145 pixels and 16 vegetation classes, with a spatial resolution of 20 m per pixel. After discarding
4 zero bands and 20 bands corrupted by water absorption effects, the remaining 200 spectral bands,
which ranged from 400 to 2500 nm at intervals of 10 nm, were used for analyses. False-color composite
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and ground truth maps of IP are shown in Figure 4. The numbers of training and test samples in the
dataset are listed in Table 1.
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Table 1. Number of training samples used in the Indiana Pines dataset.

NO.
Indiana Pines (IP) GF-5 Dataset (GF5AX)

Class Train Total Class Train Total

1 Alfalfa 33 46 Corn 1630 5434
2 Corn-notill 200 1428 Water-body 627 2089
3 Corn-mintill 200 830 Rice 713 2377
4 Corn 181 237 Building 1571 5237
5 Grass-pasture 200 483 Reed 707 2356
6 Grass-trees 200 730 Sorghum 53 177
7 Grass-pasture-mowed 20 28 Bare-land 475 1583
8 Hay-windrowed 200 478 Greenhouse 122 408
9 Oats 14 20 Lotus 194 648
10 Soybean-notill 200 972 Corn-notill 1632 5440
11 Soybean-mintill 200 2455 Woods 853 2844
12 Soybean-clean 200 593 Vegetable-field 69 231
13 Wheat 143 205
14 Woods 200 1265
15 Bldg-Grass-Tree-Drives 200 386
16 Stone-Steel-Towers 75 93

Total 2466 10,249 Total 8646 28,824

NO.
University of Pavia (UP) Pavia Center (PC)

Class Train. Total Class Train. Total

1 Alfalfa 200 6631 Water 500 65,971
2 Meadows 200 18,649 Tree 435 7598
3 Gravel 200 2099 Meadow 400 3090
4 Trees 200 3064 Brick 400 2685
5 Painted-mental-sheets 200 1345 Bare soil 400 6584
6 Bare-soil 200 5029 Asphalt 400 9248
7 Bitumen 200 1330 Bitumen 400 7287
8 Self-blocking-bricks 200 3682 Tile 590 42,826
9 Shadows 200 947 Shadow 400 2863

Total 1800 42,776 Total 3925 148,152
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University of Pavia (UP): This urban dataset was gathered using the Reflective Optics System
Imaging Spectrometer (ROSIS) sensor [34] over a university area in Northern Italy in 2001. With a
spatial resolution of 1.3 m per pixel, it includes 103 spectral bands at intervals of 4 nm from 430 to
860 nm after discarding noisy bands. It contains 610 × 340 pixels and nine urban land-cover types.
False-color composite and ground truth maps of UP are shown in Figure 5. The numbers of training
and test samples in this dataset are listed in Table 1.

Pavia Center (PC): This urban dataset was gathered with the ROSIS sensor, and includes 102 spectral
bands at intervals of 4 nm ranging from 430 to 860 nm after removal of noisy bands. With a spatial
resolution of 1.3 m per pixel, it contains 1096× 715 pixels after removing a strip with no information [35]
and includes 9 ground cover types. False-color composite and ground truth maps of PC are shown in
Figure 6. The numbers of training and test samples in this dataset are listed in Table 1.
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GF-5 dataset of Anxin County (GF5AX): As an important scientific research satellite in the
Chinese Key Project of the High-resolution Earth Observation System [36], the GF-5 satellite carries
the Advanced Hyper-spectral Imager (AHSI), which currently has the highest spectral resolution for
China. The GF5AX dataset was gathered using AHSI from Anxin County, Xiong’an New Area, Hebei
Province in 2018. The main payload of the GF-5 satellite, AHSI has a spatial resolution of 30 m per pixel
and a spectral resolution of 5 nm for visible and near-infrared (400–1000 nm) and 10 nm for short-wave
infrared (1000–2500 nm) wavelengths. The GF5AX dataset contains 1340 × 853 pixels and 12 types of
ground cover. After removing bands showing water absorption and noise, 291 spectral bands from
400 to 2500 nm were analyzed. False-color composite and ground truth maps of GF5AX are shown in
Figure 7. The numbers of training and test samples in this dataset are listed in Table 1.
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(b) ground-truth map.

3.2. Experimental Settings

The proposed SSCC framework, along with four other algorithms including SSLSTMs [28],
SSRN [9], FDSSC [11], and 3D CNN [37], were configured with appropriate parameters to evaluate
the efficiency of different approaches. Following the method of sample partitioning used in previous
studies [11,24,38,39], the number of training samples selected randomly from all labeled samples for
each dataset is provided in Table 1, with proportions of about 25% for IP, 4% for UP, 3% for PC, and
30% for GF5AX. Specifically, for IP and UP datasets, the numbers of training samples are the same
with that in [39]. For PC dataset, based on the strategy of sample partitioning in [38], training samples
are selected accounting for the approximate proportion of labeled samples with the UP dataset. In
addition, the training samples of GF5AX dataset were selected referencing the method in [11]. Based
on the optimal parameters of deep learning algorithms [11,28], all input samples for the four datasets
have a spatial size of 65 × 65 for SSLSTMs, and 9 × 9 for four other algorithms, while the number of
epochs and batch size of all algorithms were set to 20 and 32, respectively, based on the performance
of the graphics processing unit (GPU). With a decay rate of 0.00001 for the Adam optimizer [40], the
learning rate of the SSRN, FDSSC, and 3D CNN methods was 0.0001. The initial learning rate and
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decay rate of the SSLSTMs method were set to 0.0005 and 0.00005, respectively. However, for the SSCC
network, a dynamic learning rate was adopted and the learning rate decreased exponentially every
five epochs. An initial learning rate of 0.0001 was used for the GF5AX dataset, while 0.0005 was used
for the other three datasets.

In addition, with the goal of preventing overfitting, data augmentation was used to generate more
samples for model training, resulting in sample sizes of 6400 for IP, 7200 for UP and PC, and 60,000
for GF5AX. The expanded samples in each dataset were divided randomly into three sets of training,
validation and test samples at ratios of 70%, 20%, and 10%, respectively. To hasten SSCC network
convergence, an activation function PReLU [41] and batch normalization (BN) [42] were used during
model training. Using the parameter settings listed above, each classifier could achieve its optimal
classification performance.

4. Experimental Results and Discussion

The performance of the SSCC model for HSI classification was compared to those of SSLSTMs,
SSRN, FDSSC, and 3D CNN for each of the four datasets. The overall accuracy (OA), average accuracy
(AA), kappa statistic (K), and normalized confusion matrix were used to evaluate the classification
efficacy of each model. The average accuracy of the five experimental results was calculated as a
comprehensive performance measure to obtain a more reliable estimate.

4.1. Experimental Results

Along with the corresponding ground-truth maps, classification maps and normalized confusion
matrices are visualized in Figures 8–15. Tables 2–5 report the classification accuracy of each class for
various datasets and classification methods. Based on comparative analyses of the classification maps,
the proposed SSCC method generated smoother results than the other three methods. The classification
maps of SSLSTMs, 3D CNN, SSRN, and FDSSC all contain varying degrees of noise, whereas SSCC
output noise-free classification maps. In addition, the SSCC had higher classification accuracy and
achieved better classification performance than the other methods in all four cases. These experimental
results validate the robustness of the SSCC framework to difficult scenarios.
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Table 2. Classification results of different methods for the Indiana pines dataset.

NO. Class SSLSTMs 3D CNN FDSSC SSRN SSCC

κ × 100 / 62.87 75.74 91.53 94.35 97.28
AA (%) / 85.40 88.65 96.76 97.40 98.59
OA (%) / 67.30 79.22 92.77 95.21 97.70

1 Alfalfa 100.00 100.00 100.00 100.00 100.00
2 Corn-no till 63.52 77.93 94.79 93.73 97.07
3 Corn-min till 81.75 71.11 88.25 92.38 99.05
4 Corn 94.64 92.86 98.21 100.00 100.00
5 Grass-pasture 87.99 92.23 97.88 97.88 99.65
6 Grass-trees 94.53 97.74 99.81 95.28 99.43
7 Grass-pasture-mowed 100.00 87.50 100.00 100.00 100.00
8 Hay-windrowed 100.00 97.48 99.28 98.20 99.28
9 Oats 100.00 100.00 100.00 100.00 100.00

10 Soybean-no till 70.34 66.84 99.35 95.98 91.45
11 Soybean-min till 35.12 68.82 84.48 94.06 98.36
12 Soybean-clean 64.12 85.75 91.09 96.18 96.95
13 Wheat 100.00 100.00 100.00 100.00 100.00
14 Woods 94.93 92.49 98.22 97.46 98.97
15 Bldg-Grass-Tree-Drives 84.95 87.63 96.77 97.31 97.31
16 Stone-Steel-Towers 94.44 100.00 100.00 100.00 100.00

Table 3. Classification results of different methods for the University of Pavia dataset.

NO. Class SSLSTMs 3D CNN FDSSC SSRN SSCC

κ × 100 / 78.31 88.81 97.83 98.82 99.62
AA (%) / 90.04 90.55 97.84 98.82 99.71
OA (%) / 83.36 91.71 98.39 99.12 99.71

1 Alfalfa 84.48 91.90 98.82 98.99 99.69
2 Meadows 79.08 96.06 99.28 99.90 99.79
3 Gravel 91.73 80.67 92.94 97.79 99.53
4 Trees 97.35 93.65 97.17 99.37 98.88
5 Mental-sheets 99.83 100.00 100.00 100.00 100.00
6 Bare-soil 72.17 79.66 99.19 99.61 100.00
7 Bitumen 95.22 86.28 98.23 99.47 100.00
8 Bricks 90.52 86.73 94.89 94.54 99.54
9 Shadows 100.00 100.00 100.00 99.73 100.00

Table 4. Classification results of different methods for the Pavia Center dataset.

NO. Class SSLSTMs 3D CNN FDSSC SSRN SSCC

κ × 100 / 95.94 97.61 99.75 99.66 99.78
AA (%) / 94.05 96.31 99.60 99.45 99.62
OA (%) / 97.16 98.33 99.83 99.76 99.84

1 Water 99.25 99.99 100.00 100.00 99.98
2 Tree 85.58 91.62 99.47 98.56 98.86
3 Meadow 98.29 97.29 99.41 99.89 99.07
4 Brick 85.56 99.78 99.47 99.91 100.00
5 Bare soil 97.07 93.98 99.97 98.93 99.89
6 Asphalt 96.36 99.16 99.90 99.71 99.94
7 Bitumen 86.25 86.13 98.68 98.52 99.24
8 Tile 98.23 99.28 99.82 99.94 99.93
9 Shadow 99.88 99.55 99.72 99.55 99.68
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Table 5. Classification results of different methods for the GF-5 dataset of Anxin County.

NO. Class SSLSTMs 3D CNN FDSSC SSRN SSCC

κ × 100 / 85.56 96.24 98.22 99.21 99.27
AA (%) / 89.99 98.10 98.27 99.14 99.54
OA (%) / 87.47 96.75 98.46 99.32 99.37

1 Corn 82.75 97.16 98.13 99.29 98.69
2 Water-body 99.45 99.86 99.52 99.38 100.00
3 Rice 92.85 99.64 99.94 99.94 99.70
4 Building 94.57 99.24 99.18 99.37 99.84
5 Reed 97.21 97.88 97.94 99.76 99.82
6 Sorghum 94.35 98.39 96.77 97.58 99.19
7 Bare-land 95.31 99.46 98.19 99.82 99.55
8 Greenhouse 77.97 99.30 96.50 98.25 100.00
9 Lotus 98.90 100.00 100.00 99.78 100.00

10 Corn-no till 74.29 89.29 97.79 99.16 99.40
11 Woods 80.91 97.04 97.69 98.54 98.24
12 Vegetable-field 91.36 100.00 97.53 98.77 100.00

Using the Indiana Pines dataset as an example, as illustrated in Figure 8, classification maps from
the four comparative methods contain obvious speckles, particularly in the soybean-clean class of the
classification map generated using SSLSTMs. The classification boundaries of different ground objects
are ambiguous. By contrast, the soybean-clean class of the SSCC classification map is homogeneous,
with less noise and clearer boundaries than those created using other methods. This comparison holds
true for the remaining three datasets, including UP, PC, and GF5AX. The main reason for this difference
is that the stronger feature extraction ability of SSCC allowed more discriminative spectral-spatial
features of HSIs to be learned consecutively than is the case with other methods.

The quantitative results are consistent with those of qualitative analyses. Based on the classification
accuracy presented in Table 2, the proposed SSCC model achieved higher classification accuracy than
SSLSTMs, 3D CNN, FDSSC, or SSRN under the same parameter settings. The OA, AA, and Kappa
coefficient of the SSCC model are 97.70%, 98.59%, and 0.9728, respectively. In contrast to the results
of SSLSTMs, 3D CNN, SSRN, and FDSSC, the OA (AA) of SSCC indicated improvements of 30.40%
(13.19%), 18.48% (9.94%), 2.49% (1.83%), and 4.93% (1.19%) for the IP dataset. Since more representative
features are extracted, SSCC boosts the performance of state-of-the-art classifiers.

According to the normalized confusion matrix of each method, shown in Figure 9, the SSCC model
mistakenly classified most soybean-no till areas as soybean-min till in the Indiana Pines dataset. Among
the 16 classes of ground objects, only one land cover type had a misclassification ratio greater than 0.03,
which was driven by the spectral and spatial similarities between soybean-no till and soybean-min
till. Compared to the SSCC model, more serious misclassification phenomena occurred among land
cover types with the other four methods. Specifically, 11, 10, 4, and 6 types of ground objects had
misclassification ratios greater than 0.03 for SSLSTMs, 3D CNN, FDSSC, and SSRN, respectively.

As detailed in Table 3, for the University of Pavia dataset, the classification accuracies of all four
methods surpassed 90%. The proposed SSCC model achieved the highest classification accuracy
among algorithms using the same parameter settings. The OA, AA, and Kappa coefficient of the SSCC
model are 99.71%, 99.71%, and 0.9962, respectively. Compared to the results of SSLSTMs, 3D CNN,
FDSSC, and SSRN, the OA (AA) of SSCC showed small improvements of 16.35% (9.67%), 8% (9.16%),
1.32% (1.87%), and 0.59% (0.89%). A similar pattern was obtained for Kappa coefficients.

As presented in Figure 11, based on the normalized confusion matrix obtained using SSCC on the
University of Pavia dataset, only one type of ground object was misclassified. For almost 1% of pixels,
trees were classified as meadows. The proposed method exhibited strong classification performance,
with classification accuracy exceeding 0.99 for all ground objects. Using this method, the urban classes
were well delineated and distinguished. However, four classes including gravel, trees, bitumen, and



Remote Sens. 2019, 11, 2363 20 of 28

bricks could not be effectively distinguished by the FDSSC method, with misclassification ratios greater
than 0.01. Two classes, gravel and bricks, were misclassified by the SSRN method in more than 1% of
pixels. Furthermore, six and seven of the nine ground object types were misclassified by SSLSTMs
and 3D CNN, with classification accuracies of less than 0.97, respectively. For the five classification
methods of SSLSTMs, 3D CNN, FDSSC, SSRN, and SSCC, the lowest classification accuracy among the
nine land cover types is 72.17%, 79.66%, 92.94%, 94.54%, and 98.88%, respectively. The SSCC proposed
in this paper showed nearly perfect classification performance on the University of Pavia dataset, in
contrast to the other four methods.

For the Pavia Center dataset, Table 4 summarizes the results of all five classification methods,
indicating high classification accuracy with OA (AA) values of 97.16 (94.05), 98.33 (96.31), 99.83
(99.60), 99.76 (99.45), and 99.84 (99.62) for SSLSTMs, 3D CNN, FDSSC, SSRN, and SSCC, respectively.
Moreover, the Kappa coefficients of all five methods are above 0.95. Since the classification accuracies
of the five methods used are relatively high, compared to the SSLSTMs, 3D CNN, FDSSC, and SSRN
methods, the OA (AA) of SSCC indicated slight improvements of 2.68% (5.57%), 1.51% (3.31%), 0.01%
(0.02%), and 0.08% (0.17%). Nonetheless, SSCC achieved the best classification performance among the
four methods.

Figure 13 presents the normalized confusion matrix of each method for the Pavia Center dataset.
Three types of ground objects were misclassified at ratios of 1% among all classified pixels in the class
using both the SSCC and SSRN methods. Meanwhile, four types of ground objects were misclassified
with each of the 3D CNN and FDSSC methods. Almost seven types of ground objects were misclassified
by the SSCLSTMs method. In particular, serious misclassification phenomena occurred in the SSLSTMs
and 3D CNN classification maps, which had a maximum percentage of pixels misclassified of 7% and
8%, respectively, whereas those of the other three methods were only 1%.

After experiments using three well-known hyperspectral datasets, the GF5AX dataset was also
used to evaluate the classification performance of SSCC. As shown in Table 5, compared to SSLSTMs,
3D CNN, FDSSC, and SSRN, the proposed SSCC model outperformed all existing methods slightly,
with OA, AA, and Kappa coefficient values of 99.37%, 99.54%, and 0.9927, respectively. In addition,
four types of ground objects were classified correctly with classification accuracies of 100%.

Figure 15 shows the normalized confusion matrix of each method based on the GF5AX dataset.
Three types of ground objects were misclassified by SSCC, and more types of ground objects were
misclassified by all of the existing methods. For example, almost 26% of Corn-no till pixels were
mistaken as other classes using SSLSTMs. Ten, five, eight, and two types of ground objects have
misclassification ratios greater than 0.01 for SSLSTMs, 3D CNN, FDSSC, and SSRN, respectively. By
contrast, the SSCC model had only one type of land cover misclassified at a ratio of 0.02. Thus, the
SSCC method can be applied to the GF5AX dataset to achieve better classification results.

To monitor the training process, accuracy evolution in terms of epochs of training and validation
data are shown in Figures 16–19. For the IP, UP, and PC datasets, the results indicate the average level
from five experiments. For the GF5AX dataset, due to the large number of expanded training samples
and spectral bands, the results of a single experiment are presented. For these four hyperspectral
datasets, the SSCC method obtained the highest classification accuracy for the validation data compared
to existing methods. Although the SSRN converged faster than SSCC on the training data, the SSCC
method yielded greater accuracy than SSRN for validation data in the last few epochs. In addition, for
three well-known hyperspectral datasets, SSCC generated the smallest standard deviation among the
five methods, particularly in the last five epochs of model validation.
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4.2. Discussion

Based on the experimental results from four hyperspectral datasets, the effectiveness of the
proposed SSCC framework was validated for multiple scenarios. Notably, model hyperparameters
that are difficult to determine are essential to training deep learning models. Moreover, the shortage of
labeled pixels is the greatest challenge to HSI classification, particularly for classification methods that
use neural networks [43]. In this paper, to reduce model training time and avoid conducting multiple
experiments with each dataset to identify the best parameters for various models, we fine-tuned
parameter settings used in previous studies to determine the optimal parameters for our five models
through only a few experiments.

Due to the limited availability of samples, data augmentation, which is useful for training deep
learning models, was employed to generate additional virtual samples and enhance the generalization
capacity of models in an intuitive manner. The training samples were randomly selected from each
class of the IP, UP, and PC datasets as described previously [39], while the training samples from
GF5AX were selected following a different strategy [24] due to the lower spatial resolution and greater
number of spectral channels. Through image blur, noise addition, and 90◦, 180◦, and 270◦ rotations,
the number of training samples for each class listed in Table 1 was expanded by around two to four
times for various datasets [44] to improve the robustness of the model. Each class contained the
same number of samples after data augmentation, and the sample imbalance among different ground
objects was mitigated through improved classification accuracy of ground objects. Meanwhile, the
dropout and L2 regularization methods were used to avoid overfitting, and the dynamic learning
rate strategy was used to carry out adaptive learning. Moreover, the PReLU activation function was
used in SSCC rather than a rectified linear unit (ReLU) to address problems of neuronal death and
the offset phenomenon [11]. When the output is close to zero, PReLU converges faster than ReLU. By
setting the above parameters and employing data augmentation technologies, the SSCC model with
few residual connections only needs 20 epochs to achieve its highest classification accuracy, while the
SSRN and FDSSC described previously [11] require 200 and 80 epochs, respectively. In addition, due
to the very high computation times on the GF5AX dataset caused by the large number of training
samples and spectral bands, the average training time per epoch and average testing time of five
experiments on three other HSI datasets were calculated to evaluate the computational efficiency of all
the methods. Table 6 shows that through the comparative analysis of different models, the average
training time of the proposed SSCC is relatively less. After 20 training epochs, the SSCC model can
converge in a shorter time and achieve a high classification accuracy. The average testing time of
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the proposed SSCC is relatively long. The main reason is that the CLSTM operation in the SSCC
contains more parameters and requires a larger amount of computational power in the testing stage. A
similar pattern was obtained for SSLSTMs method. Since the spatial and spectral features were both
extracted by LSTM, the SSLSTMs is more computationally expensive in contrast to the SSCC method.
However, in the future, multithread parallel computing is an effective way to improve the speed of
model testing and alleviate the extra computational costs. Therefore, based on the limited training
samples, the overall performance of the SSCC model is good, and it can be used as an effective method
for hyperspectral classification.

Table 6. The average testing times and training time for different methods on three HSI datasets.

Method\Datasets IP UP PC

\ Train (s) Test (m) Train (s) Test (m) Train (s) Test (m)
SSLSTMs 189.19 49.12 142.74 469.31 142.25 1542.33
3D CNN 48.62 1.72 44.12 15.73 47.14 57.53
FDSSC 46.14 3.41 44.91 32.41 45.28 123.77
SSRN 49.50 3.79 45.17 36.01 43.87 133.02
SSCC 46.09 6.50 44.58 61.94 43.76 234.38

For further comparative analyses of the classification performance of various classifiers, the
accuracy or loss evolution in terms of epochs on training and validation data was determined, and the
results are provided in Figures 20 and 21. When labeled training data are limited, deep learning models
may learn the specific patterns of a few training samples perfectly, leading to poor performance on test
data. If the model is overfitted, training error is insignificant but test error is large [45,46]. Using the
Indiana Pines dataset as an example, Figure 20 shows the accuracy or loss evolution in terms of epochs
on training and validation data. The training and validation accuracy of SSLSTMs is the lowest among
the five classification methods after 20 training epochs, demonstrating that the SSLSTMs model has
limited ability to extract spatial and spectral features. At the end of model training, the training and
validation accuracy of 3D CNN are almost identical, but both of them are relatively low. The training
accuracy of SSRN is equal to its validation accuracy at the 7th epoch, but this method has low accuracy.
With follow-up training of the SSRN model, the training accuracy exceeds the validation accuracy and
a lower training error is obtained than validation error, indicating the risk for model overfitting. The
accuracy of FDSSC increases with the number of training epochs, and the training accuracy is equal to
the validation accuracy at the 19th epoch, but with a larger standard deviation than SSCC. Although
the SSCC model converges slowly with a large standard deviation in the early training epochs, the
training accuracy and validation accuracy are highest among the four methods after training. The
training accuracy and validation accuracy are almost equal during the last few epochs, as evidenced by
the two precision curves in Figure 20 almost overlapping. With fewer residual connections compared
to FDSSC, the SSCC framework converges rapidly with minimal standard deviation in the last training
epochs, and achieves the best classification performance after 20 training epochs without overfitting,
supporting the effectiveness of the proposed algorithm. Using the GF5AX dataset, most classifiers
reached high classification accuracy after 20 training epochs. This difference is mainly because the
GF5 dataset has sufficient training samples generated through data augmentation, and the model
can extract deep abstract discriminative features from HSIs. The robustness of all five deep learning
models became stronger with more training samples. Compared to the other four methods, the SSCC
framework achieves the highest classification accuracy, and its validation loss is almost always less
than the training loss.
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Based on the training epoch and classification accuracy results for the models, the SSCC model is
capable of achieving state-of-the-art performance for HSI classification.

5. Conclusions and Future Work

The extraction and utilization of spatial and spectral features are crucial for HSI classification with
deep learning algorithms. In this paper, we proposed an end-to-end deep learning framework called
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the spectral-spatial cascaded 3D CNN with a convolutional LSTM network (SSCC) for HSI classification.
The proposed SSCC framework uses two parallel branches to efficiently capture features in both the
spectral and spatial feature learning processes. Convolutional LSTM layers were used to provide
more discriminative and deeper spectral-spatial features for HSI classification. Due to its simple
structure, SSCC has fewer residual connections than FDSSC. Moreover, data augmentation was used to
expand the limited set of training samples. The dynamic learning rate, BN, PReLU activation function,
dropout layers, and L2 regularization were introduced into the 3D convolutional neural network to
accelerate convergence of the model. In various classification scenarios including agricultural, urban
and rural-urban areas, experimental results reveal that the SSCC framework requires only 20 epochs to
achieve better classification accuracy than other state-of-the-art approaches without overfitting.

In future works, additional hyperspectral datasets will be used to further verify the robustness of
the proposed SSCC algorithm. In addition, transfer learning will be introduced into HSI classification
to provide a priori information and accelerate the model.
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