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Abstract: With the increasing requirement for resolution, the negligence of topography variations
causes serious phase errors, which leads to the degradation of the focusing quality of the synthetic
aperture (SAR) imagery, and geometric distortion. Hence, a precise and fast algorithm is necessary
for high-resolution airborne SAR. In this paper, an extended back-projection (EBP) algorithm is
proposed to compensate the phase errors caused by topography variations. Three-dimensional (3D)
variation will be processed in the time-domain for high-resolution airborne SAR. Firstly, the quadratic
phase error (QPE) brought by topography variations is analyzed in detail for high-resolution
airborne SAR. Then, the key operation, a time-frequency rotation operation, is applied to decrease
the samplings in the azimuth time-domain. Just like the time-frequency rotation of the conventional
two-step approach, this key operation can compress data in an azimuth time-domain and it reduces
the computational burden of the conventional back-projection algorithm, which is applied lastly in
the time-domain processing. The results of the simulations validate that the proposed algorithm,
including frequency-domain processing and time-domain processing can obtain good focusing
performance. At the same time, it has strong practicability with a small amount of computation,
compared with the conventional algorithm.

Keywords: frequency-domain processing; extended back-projection algorithm; topography variations;
computational burden; high resolution

1. Introduction

Over the past few decades, airborne synthetic aperture radar (SAR) has been widely adopted
in remote sensing areas to produce a two-dimensional (2-D) high-resolution microwave imagery of
observed scenes under all-weather and all-day conditions [1-3]. The SAR technology is important in
object detection, localization, and deformation monitoring [4—6]. A variety of airborne SAR systems
have been applied in practical applications, such as PAMIR, CARABAS-II, and unmanned aerial vehicle
(UAV) SAR. The airborne SAR systems nowadays can illuminate the observed area at different angles,
based on the SAR usually being divided into side-board SAR and squint SAR [7]. As an effective
sensor, high squint SAR can also provide information about the surface structure, and can increase the
flexibility to obtain the imagery of the desired district within a single pass of the airplane. Many efficient
algorithms have been proposed to resolve the problems, i.e., range cell migration, azimuth spectrum
aliasing, and 2-D spatial-variant Doppler frequency modulation rate [8-10]. The topography of
observed scenes is also usually neglected in these conventional airborne SAR algorithms, which means

Remote Sens. 2018, 10, 1275; d0i:10.3390/rs10081275 www.mdpi.com/journal /remotesensing


http://www.mdpi.com/journal/remotesensing
http://www.mdpi.com
https://orcid.org/0000-0002-9213-0085
http://www.mdpi.com/2072-4292/10/8/1275?type=check_update&version=1
http://dx.doi.org/10.3390/rs10081275
http://www.mdpi.com/journal/remotesensing

Remote Sens. 2018, 10, 1275 2 0of 18

that the ground is assumed to be a flat surface [11-13]. However, the assumption of these algorithms
will be invalid, especially with increasing resolution nowadays [14]. The negligence of topography
variations will cause two main problems: degradation of the focusing quality of imagery, and geometric
distortion. Therefore, to satisfy the increasing demand for the high-resolution of airborne SAR
systems (such as millimeter-wave SAR systems), a precise focusing algorithm for high-resolution
highly squinted airborne SAR is unquestionably necessary to solve problems that are caused by
topography variations.

SAR image formation for high-resolution SAR basically consists of a phase-corrected integration
of the raw data samples. The different processing algorithms deviate from each other in terms
of how accurately and efficiently they implement the spatially adaptive summation. In principle,
the algorithms can be mainly divided into two categories: frequency-domain [15-24] and time-domain
algorithms [25-28]. The former ones are aimed at raising the efficiency of the processor, but they have
the limitations of integration time, flight track, and topography, which restricts the application of
frequency-domain algorithms. The most general frequency-domain algorithm is the range Doppler
algorithm (RDA), which decouples the range and azimuth processing with the sacrifice of focusing
accuracy. Frequency-domain algorithms also include the chirp scaling (CS) algorithm [15], the Omega-k
algorithm [16], and their extended forms for squinted airborne SAR. They are usually based on the
assumption of a strictly straight trajectory. The nonlinear chirp scaling (NLCS) algorithm [17] and
its extension [18-22] are the common algorithms that are used to deal with the spatial variance,
especially the azimuth variance. These frequency-domain algorithms are developed by scholars before
the graphics processing unit was applied. In general, these aforementioned algorithms have not taken
the topography into account. The precise topography and aperture dependent (PTA) algorithms [25]
are proposed to realize the motion compensation based on block processing. To avoid discontinuities
at block borders, it usually takes a 50% overlap, which results in a relatively high computational
burden. The subaperture topography- and aperture- dependent (SATA) algorithm [26] is another
typical algorithm that increases the accuracy of the topography variants. This uses the short time
Fourier transform in subaperture along the azimuthal direction.

The typical time-domain algorithm is the time-domain back-projection (BP) algorithm, which has
been widely accepted as a precise algorithm for all SAR reconstructions [29,30]. In principle,
BP algorithm is a process of pulse-by-pulse and pixel-by-pixel. Thus, it can be applied in almost
every SAR mode, configuration, and terrain. At the same time, the digital elevation model (DEM)
has been a mature technology in the remote sensing field [31-33]. The combination of the BP
algorithm and DEM can perfectly realize the topography-dependent motion compensation. Due to the
pixel-by-pixel character, the biggest disadvantage of the BP algorithm is the computational burden.
Usually, the computation of the time-domain BP algorithm is proportional for a desired image with,
and azimuth sampling points. Compared with frequency-domain algorithms, the time-domain BP
algorithm provides lower adaptability and practicability. To improve the computational efficiency for
time-domain algorithms, two major approaches have been developed: parallel computing platforms
and incremental modifications of the BP algorithm. Many methods have been proposed to improve the
operational efficiency of the BP algorithm. The representative ones are the fast back projection (FBP)
algorithm [34] and the fast factorized back projection (FFBP) algorithm [35]. The FBP algorithm and
FFBP algorithm both consist of a number of processing stages, and combine the subaperture technology
with polar grids processing. To a certain degree, they both reduce the computational burden, while keep
most of the advantages of the original BP algorithm. The extensions of the FBP algorithm and the
FFBP algorithm were applied in different SAR scenes [36—43]. However, the subaperture will introduce
problems of subaperture division and sub-image mosaic [44]. Also, topography variations are taken
in account, which will cause image distortion. In general, for high-resolution airborne SAR system:s,
it becomes very difficult for the methods mentioned above, to realize the focusing of the observed
scene, with the increase in resolution, squint angle, and scene coverage. A fast focus algorithm based
on full-aperture processing is necessary, especially when topography variations cannot be ignored.
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However, some overlap between the blocks is considered, to reduce the appearance of sidelobe in the
SATA algorithm.

In this paper, we proposed an extended back-projection (EBP) algorithm for the squinted
high-resolution airborne SAR, with the consideration of topography variations. To avoid subaperture
division and image mosaic, the proposed algorithm will be based on full-aperture processing,
rather than partitioned processing. The range domain data or azimuth domain data is processed as a
bulk. This proposed algorithm applies a time-frequency rotation operation, which is similar to the
two-steps approach in certain extent. Compared with the conventional time-domain BP algorithm,
the proposed EBP algorithm needs lesser amounts of computation. At the same time, it remains
high-resolution performance for high-resolution airborne SAR systems with topography variations.

The paper is organized as follows. Section 2 is dedicated to the model of high-resolution
airborne SAR with topography variations and analysis of phase errors without consideration, and the
derivation of corresponding expressions are given. The details of the proposed EBP algorithm, i.e.,
the frequency-domain processing and time-domain processing, are explained in Section 3. Then,
several simulation results of the performance of the proposed algorithm are provided in Section 4.
Section 5 discusses the problems about parameter selection and the computational burden for the
proposed EBP algorithm. The final conclusion is given in Section 6.

2. Modeling and Analysis

2.1. Modeling of Airborne SAR

Traditionally, the movement of airborne SAR is assumed as a linear uniform motion in a straight
line, with the ground scene being flat. It was reasonable for the short integration time, low-resolution
airborne SAR. The hyperbolic range model, neglecting the impacts of topography variations on the
imaging results, would introduce significant phase errors with the increasing resolution for airborne
SAR systems. During the acquisition interval, neither the motion error effects, nor the topography
variations could be ignored. A general geometry of high-resolution airborne SAR is shown in Figure 1.

Figure 1. Geometrical model of high-resolution airborne synthetic aperture (SAR).

It is noted that point P is the reference position of the fight path at the aperture center moment
(ACM), and points C and A are respectively the reference and arbitrary targets on the ground scene,
h is the height of the point A, R,.r and Ry are respectively the slant range vectors from P to C, and P
to A at ACM, and V is the velocity vector of the platform. With reference to the imaging geometry,
the slant range history of point A is expressed as:

r(n; A) = 1i(; A) +re(n; A) +1e(11; A) 1
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where 7 is the slow time, r;(1; A), 1.(17; A), and r(17; A) are respectively the range history, motion errors,
and the topography variations of target A, and r;(7; A) are expressed as:

ri(n; A) = [Ro — V-1 2

where |-| denotes the norm operation. In this general model, r.(17; A) and r;(1; A) cannot be ignored in
the case of high-resolution.
According to Equation (1), the received echo of point A is expressed as:

Soltr,n) = 0wy (ty —2r(n; A)/c)wa(n —110) 3

exp(—anfer(y; A)/c) - exp (et — 2r(; 4) /) ®
where ¢, is the range fast time, f; and -y are the carrier frequency and the frequency modulation (FM)
rate of the transmitted signal, respectively, ¢ is the complex scattering coefficient, w,(-) and wy(+) are
respectively the range and azimuth envelopes in the time-domain, and #g denotes the Doppler center
time of the point target [45,46].

2.2. Problem

In conventional SAR imaging processing, the phase error brought about by topography variation
was not considered, which would greatly deteriorate the final image and limit the ground scene
size. In this subsection, the quadratic phase error (QPE) brought by topography variation r;(1; A)
was analyzed for high-resolution airborne SAR, according to Equations (1) and (2). Utilizing the
parameters listed in Table 1, Figure 2 shows the absolute QPEs with different variables, i.e., resolution,
squint angle, and scene size. The unit of the figures was 7. Figure 2a,b is respectively, the simulation
results in the range/height and azimuth/height domains with azimuth resolution and the squinted
angle, respectively being 0.25 m and 60°. Figure 2c,d is the simulation results in the resolution/height
and squint angle/height domains, respectively. Clearly, the maximum QPE in each domain was far
larger than 7/4, which could not be accepted in the high-resolution airborne SAR imaging. Moreover,
the QPE increased with the scene coverage, azimuth resolutions, and the squint angles, as shown
in Figure 2. It was concluded that the effects that were brought by topography variations cannot
be ignored in the case of high-resolution, large-swath, and high squint angles. Figure 3 shows the
absolute position errors (PEs) that were introduced by topography variations. The unit of the figures
was impulse-response width (IRW). It was seen that the PEs were all generally larger than one IRW in
each height cell, and that they would greatly distort the final focused image.

Table 1. Parameter settings.

Parameters Value
Carrier frequency 9.65 GHz
Pulse duration 25 us
Pulse Bandwidth 300 MHz

Sampling frequency 420 MHz
Reference slant range 25.0 km
Altitude 8.0 km
Velocity vector (0,120,0) m/s

Simulation results provide a visually view of the impact brought by topography variations.
It is noted that the large QPEs and PEs were eliminated for high-resolution airborne SAR imaging.
The focusing approach was a rigorous one in this work, compared with those for the conventional
cases which assume that the ground scene is flat.
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Figure 2. Quadratic phase errors (QPEs) introduced by topography variations in different domains:

(a) QPEs introduced by topography variations in range/height domain; (b) QPEs introduced by
topography variations in azimuth/height domain; (¢) QPEs introduced by topography variations
in the resolution/height domain; (d) QPEs introduced by topography variations in the squint
angle/height domain.

Height (km)
Height (km)

-1 -05 0 0.5 1 -1 -05 0 05 1
Range (km) Azimuth (km)

(a) (b)
Figure 3. PEs introduced by topography variations in different domains: (a) PEs introduced by

topography variations in the range /height domain; (b) PEs introduced by topography variations in the
azimuth/height domain.

For the high-resolution airborne SAR, two main aspects should be considered:

50f18

Three-dimensional (3-D) variations in time-domain. Clearly, the general range history in Equation (1)
was a vector variable function, which means that one should consider the changes in range,
azimuth, and height directions, when designing the focusing approach in the time-domain.
An accurate equation indicates the good performance of the proposed focusing method, or it
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would lead to a great deterioration in the final imaging result, including the IRW, the peak
side-lobe ratio (PSLR), and the integration side-lobe ratio (ISLR).

(2) 3-D variations in the frequency-domain. Because of the complex composition terms in
Equation (1), it is difficult to derive the 2-D spectrum, even when using the method of the
series reversion (MSR). Moreover, with the complex range history, the focused approach designed
in the 2-D frequency-domain would be more complicated than those in the time-domain. Thus,
the process directly applied in frequency-domain was not the best choice for an efficient algorithm
design for high-resolution airborne SAR in this work.

3. Imaging Algorithm

For the high-resolution airborne SAR, the complex range history in Equation (1) greatly increased
the difficulty in imaging, because the 3-D variations that were distributed on the ground scene were
difficult to eliminate, especially in the height direction. To solve these problems, a novel focusing
algorithm was presented in this section. The proposed EBP algorithm took into account the topography
variations, and had the advantages of accuracy and efficiency. The imaging algorithm could be divided
into two steps. The first step, i.e., the frequency-domain processing, was used to greatly decrease
the virtual aperture length by applying the equivalent time-frequency rotation operations in the
frequency-domain. The second step, i.e., the time-domain processing, was to remove the 3-D spatial
variations, including the 2-D spatial variations in the horizontal plane, and the spatial variation
was brought by topography variations in the vertical plane by performing BP in the time-domain.
The specific implementation of these two parts: frequency-domain processing and time-domain
processing, was presented as following.

3.1. Frequency-Domain Processing

The defect of the conventional BP algorithm was poor computational efficiency. The reduction
of the computational burden would be the key point to improving the imaging efficiency. In this section,
a frequency-domain approach was presented to compress the data in an azimuth time-domain for the
BP algorithm. The essential of the frequency-domain processing in this work was an equivalent
time-frequency rotation operation to change the support area (aperture length) in the azimuth
time-domain, which was similar to that of the traditional two-step approach proposed in [47-49].
The difference was that the traditional two-step approach was used to change the equivalent azimuth
bandwidth, to avoid spectrum aliasing, whereas the proposed one was to decrease the virtual aperture
length, to reduce the computational burden of the BP algorithm. Moreover, they performed in different
domains. For instance, the first step of the frequency-domain processing was implemented in the
azimuth frequency, while one of the traditional two-step approaches was implemented in the azimuth
time-domain. So we first transformed Equation (3) into the range/Doppler domain, i.e., S (t, fy),
where f, was the azimuth frequency. Similar to that of the two-step approach [47], the reference
function was constructed as:

Hi(fy) = exp(—jmaof} ) @

where ag is the scaling factor and it determines the sampling interval in the time-domain after
frequency-domain processing. Convoluting the range/Doppler signal S;(t,, f;) of point A with
the reference function expressed in Equation (4) yields:

2(fy) =81t fy) @a Hi(f7)

=exp (—jmxof,;2> - [ S1(tr, fy) exp (—jmxof,%) -exp (j27'(zxof,7f,;> dfy ®)
Residual Phase deramping IFT Kernel

where ®,, denotes the azimuth convolution in the frequency-domain. It is clearly that the convolution
can be achieved by three operations, i.e., the deramping operation, the inverse Fourier transform
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(IFT) with new IFT kernel, and the residual phase compensation, as marked in Equation (5).
The frequency-domain processing had the same principle as that of the azimuth preprocessing [49]
that was applied in the time-domain, which could be regarded as the ‘time-frequency rotation” [48].
According to the new IFT kernel, one can obtain that:

77/:“0f77 6
{ 1= aofy ©

where 77" and f; are the new azimuth time and frequency variables, respectively. The residual phase
compensation was expressed as:

H, (f,;) = exp{—jnaof,;z} @)

The convolution in Equation (5) performed in the frequency-domain could be rewritten as a
product in the time-domain, i.e.,:

SZ(trr 17/) - Sl (tr/ 77/) ’ Hl (17/) (8)

where Hj (') is the time-domain form of H (f,;), and Sy(t, 1) is the form of S, (f;;) in the 2-D
time domain. To acquire Sy(t,,%'), one needs to compensate the second term on the right side of
Equation (8), and the compensation function can be constructed as

Hs(n') = eXP(—j”U/z/“o> ©)

Multiplying Equation (9) with Equation (8), one finally obtains the 2-D time-domain expression
which has a form that is similar to that of the original echoes, except for different azimuth time variable
1'. According to Equation (6), it is noted that the scaling factor ag can be selected to decrease support
area (virtual aperture length) to reduce the computational burden of the time-domain processing in
the next step. Thus, the frequency-domain processing was a key part in this work.

In order to explain the kernel of the frequency-domain processing, the diagram for frequency-
domain processing is graphically shown in Figure 4. Four targets are distinguished in the azimuth
dimension. The time-frequency diagrams (TFDs) of received raw signal and reference function H;
are shown in Figure 4a. As shown in Figure 4b, the received signal obtained the new supporting
area after the deramping operation, in part of Equation (5). At this step, the echo signal is multiplied
with Equation (4) in the azimuth frequency-domain. Then, an equivalent IFT operation with a new
IFT kernel in the azimuth from 7 and f, to 1’ and f; was implemented, and Figure 4c shows the
results of the equivalent IFT operation. At the last step, the compensation was implemented by using
Equations (7) and (8) in different domains, and the renovated echo signal was obtained, as shown in
Figure 4d. After the operation above, the virtual aperture length of the new echo signal was smaller
than the one of original echo signal. This meant that the computational burden of the following
algorithm could be decreased, if the data of processed echo signal was selected properly.
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Figure 4. Steps of the frequency-domain processing using the time-frequency diagrams (TFDs). (a) Echo
signal and reference function Hj in the range/Doppler domain; (b) signal after deramping; (c) signal
after inverse Fourier transform (IFT) with new IFT kernel and residual phase compensation function
Hj; (d) signal after the residual phase compensation.

3.2. Time-Domain Processing

The time-domain algorithms are mainly the back projection algorithm (BPA) and its extensions [30-35].
They implement the phase-corrected integration for each imaged point separately, by taking into
account the individual propagation delay. So the application of the BPA, and its extensions can
easily adapt to airborne SAR with topography variations. However, in terms of computational
burden, the BPA is not always the best choice, compared with those of the frequency-domain
algorithms. To avoid the heavy computational burden, the combination of the conventional BPA
and the frequency-domain processing in Section 3.1 was applied in this work, to improve the efficiency
of the imaging algorithm.

After the frequency-domain processing, the echo signal was transformed into the range
frequency-domain as:

2
S3(fr ') = eowr(fr)wa (') exp <—J'7ff7’> exp (—J'M(f  + Jr) r(n’:z“)) (10)

c
Performing the range compression, the compression factor was expressed as:
2
Hi(f) = exp (i ) a
Then, multiplying Equation (11) with Equation (10), one can get:

Sa(fr,n') = Sa(fr.n') - Ha(f)

) 12
o () xp (~ ALy ) "
Transforming Equation (12) into 2-D time-domain yields:
4
Ss(tr1) = 06 Gysine[ s (1~ 2r(1'52) /) exp (~ 55 r52) ) 1)

where Af, is the bandwidth of the transmitted signal, G, and Gy represent the range and the azimuth
envelope gain in the frequency-domain respectively, and A is the wavelength of the transmitted signal.

Based on the new azimuth time 7/, the BPA was applied in Equation (13) to achieve the focused
image. It should be noted that the sampling number in azimuth time-domain can be significantly
decreased by selecting properly scaling factor ap, which can greatly reduce the computational burden
with slight deterioration of imaging quality. This was the main reason that we performed the
frequency-domain processing first in this work.
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Figure 5 shows the illustration of the proposed algorithm. The first step is frequency-domain
processing. It was seen that both the virtual aperture length and the new sampling interval were
smaller than the original ones, which was decided by the selection of xg. The length of the original
aperture was reduced greatly, and the sampling interval became smaller than the original one. So,
some of the positions in the flight path became redundant. In the new aperture, the green spots
represented the chosen sampling points, while the red ones represented the redundant sampling
points. Thus, a lesser number of positions could be selected for the BPA to reduce the computational
burden, as shown in Figure 5. Then, the time-domain processing, i.e., BPA, was applied in the 2-D
time-domain. It was important to note that the DEM data should be known to achieve the accurate
range history.

4 u Original Support Area )

L4
I Original Sampling Interval L
'\.‘1 E @ @ @ 4
Frequency-domain
hesing ) o b :
: @ Chosen sampling point =

VRN New Suppoct At e { @ Redundant sampling point}

New Sampling Interval bemseseseseieiesededesee el

J
Time-domain 4 \

(= ¢
.

Figure 5. Illustration of proposed algorithm.

3.3. Flowchart of the EBP Algorithm

Based on the aforementioned discussion, Figure 6 presents the flowchart of the EBP algorithm. H;,
Hj, H3, and H, were respectively expressed as Equations (4), (7), (9) and (11). Clearly, the proposed
EBP algorithm included two parts: frequency-domain processing was used to reduce the length of
the virtual aperture of the received signal and the computational burden of the following algorithm;
time-domain processing solves the problems that are caused by topography variations, with the
combination of the selection of the sampling points, the DEM data, and the back-projection algorithm.
The processing procedure of the proposed algorithm was practically denoted as follows:

1.  Azimuth Fourier transform (FT). Apply an azimuth FT on the raw data;

2. Deramping processing; the first step of the frequency-domain processing. Modulate the raw data
with Equation (4);

3. Equivalent Azimuth IFT; the second step of the frequency-domain processing. Apply the
transformation in the data from the 77 and f; coordinate, to the 1" and f;, coordinate;

4.  Residual phase compensation; the final step of the frequency-domain processing. Compensate the
data with Equation (7) in the new azimuth frequency-domain;
Azimuth IFT. Transform the data from the f; domain to 1’ domain;
Second phase compensation. Compensate the data with Equation (9) in the new
azimuth time-domain;

7. Range FT. Apply a range of FT on the renovated data. Then, the range compression will be
implemented in the range frequency-domain;

8.  Range compression. Compress the data in the range frequency-domain with Equation (11);

9.  Range IFT. Transform the data from the t, domain to f, domain;
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10.  Selection of samples. The important sampling points are selected appropriately, and the premise
is that the echo signal will not alias the azimuth frequency-domain. In this way, the computational
burden of the BP algorithm will be reduced;

11. BP processing. Calculate the accurate slant range from each azimuth position to the targets,
with the combination of the airborne acquisition scenarios and the DEM data. The other substeps
in this step are similar to those of the classical BP processing.

For the purpose of simplicity and clarity, the work mode of the high-resolution airborne SAR
system is designed as a spotlight SAR in the previous discussion of the proposed algorithm. Meanwhile,
it is assumed that the airborne SAR flies along the linear trajectory. Actually, the proposed EBP
algorithm can be also applied in other work modes, such as the stripmap SAR, terrain observation
by progressive scans (TOPS) SAR, or the sliding spotlight SAR. These modes are distinguished,
based on the variation of the antenna beam direction, and they are all called beam steering SAR for
simplicity [50]. It is well known that the time-domain back-projection algorithm can be considered as
a linear transformation from radar echo data to the SAR scene; thus, the proposed algorithm based on
the BP algorithm could be applied in SAR, with the above-mentioned modes. Furthermore, the EBP
algorithm was also applicable to the other SAR system (including the airborne SAR and spaceborne
SAR), flying along the curve trajectory.

Azimuth FT p <
=
r ™ g
% Range FT ®
o o
o o
2 =
; 5
& =
£ :
o] o
g 2
"i = i Select Sampling\i
g «—____Points
: P )
= Ji DEMdata |
9 | — y
=
S

Figure 6. The flowchart of the EBP algorithm. In this flowchart, frequency-domain processing and
time-domain processing are included.

4. Simulation Results

In this section, to prove the efficiency of EBP algorithm, spot matrix simulation results and SAR
scene simulation results are respectively presented.

4.1. Spot Matrix Simulation Results

In this subsection, the performance of the proposed EBP algorithm is evaluated in the cases
without, and with consideration of the motion errors. The parameters for the simulation are listed in
Table 1.

Figure 7 is the distribution of the targets in the illuminated spot matrix. The scene size
(range x azimuth) is about 1.2 km x 1.2 km. The targets in the different location of the scene was at
different altitudes.
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Figure 7. Distribution of targets in the illuminated spot matrix which contained nine-point targets.

Case I

In this experiment, simulation results without considering the topography variations were used
for comparisons. The airborne SAR worked in the spotlight mode. The motion errors were not
added in this case. The heights of targets PT1 and PT9 were respectively set as —120.0 and 180.0 m,
with respect to the reference point PT5, the squint angle was 30°, and the azimuth resolution was
0.681 m. The traditional chirp scaling algorithm (CSA) (e.g., [15]) was used for comparison.

Figure 8 shows the comparative results by the proposed algorithm and CSA. From Figure 8, we see
that the topography variations in the vertical direction were greatly decreased, and the targets with
different range and azimuth positions by the proposed approach were visually well-focused. However,
for the CSA without considering the topography variations in the vertical direction, although the
reference target in the scene center could be well-focused, the targets on the edges remained highly
defocused for the reason, that the errors introduced by the target heights cannot be ignored in the
high-resolution case.
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Figure 8. Comparative results by proposed algorithm and CSA. (Left to right) Targets PT1, PT5,
and PT9, respectively. (a) Contour plot of targets (PT1, PT5, and PT9) processed by the EBP algorithm;
(b) Contour plot of targets (PT1, PT5, and PT9) processed by CSA.
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To acquire the further comparison of the focusing performance, a quantitative analysis with IRW,
PSLR, and ISLR was used as criteria. The corresponding imaging performances of the targets PT1,
PT5, and PT9 are calculated, and the results of proposed algorithm, and the CSA were listed in Table 2.
Both the contour results and imaging quality parameters of the proposed algorithm approach the
theoretical values of IRW (0.681 m), PSLR (—13.26 dB), and ISLR (—9.8 dB), which indicated that
the proposed algorithm could be well-applied to the high-resolution airborne SAR with topography
variations. On the other hand, the corresponding parameters that were obtained by the CSA were
relatively worse, especially for the targets in the edge of the scene, which were much less than the
theoretical values. It means that the CSA was inferior to the proposed algorithm.

Table 2. Imaging quality parameters in Simulation Case I.

Method Target IRW (m) PSLR (dB)  ISLR (dB)
PT1 0.687 —13.22 —10.03
Proposed algorithm PT5 0.681 —13.27 —10.05
PT9 0.679 —13.24 —10.02
PT1 0.795 —-7.23 —6.65
CSA PT5 0.682 —13.25 —10.06
PT9 0.813 —7.14 —6.37

Case II

In this experiment, the heights of targets PT1 and PT9 were respectively 452.5 and —231.1 m,
with respect to target PT5, which was set as the reference point in Figure 7. The squint angle was 60°,
and azimuth resolution was 0.472 m. The PTA-MoComp approach (PMA) [25] was performed for
comparisons. Figure 9a is the motion errors extracted from the airborne inertial navigation system.
Figure 9b shows the focused result of the simulation spot matrix. It is well-noted that the positions of
targets PT1 and PT9 were well-located without distortions in the image.

e
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- . Azimuth
lime (s)
(a) (b)

Figure 9. Motion errors and simulation results: (a) motion errors extracted from the airborne inertial
navigation system; (b) focused result of the simulation spot matrix by the proposed algorithm.

Figure 10 shows the comparative results of the azimuth profiles focused by PMA and the proposed
algorithm. It was well-noted that the targets were visually well-focused, with a relatively clear
separation of the main lobes and the first and subsequential sidelobe, by the proposed algorithm.
Since there was no extra windowing operation, the theoretical values of PSLR were about —13 dB.
Clearly, the proposed algorithm had a good performance (red dashed lines in figures). For the
traditional method of PMA, the reference target could be well focused; however, the edge targets
had great degradations because the post azimuth-matched filter was sensitive to azimuth-dependent
motion errors. The imaging quality parameters were listed in Table 3. Imaging quality parameters of the
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proposed algorithm were obviously close to the theoretical values of IRW (0.472 m), PSLR (—13.26 dB),
and ISLR (—9.8 dB), while the ones of the PMA were relatively worse. Our algorithm was noted to
be generally superior to the PMA. Consequently, with the incorporation of the frequency-domain
processing into the time-domain processing, promising results were obtained for high-resolution
airborne SAR.
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Figure 10. Simulation results: (a) comparative results of azimuth profiles of PT1 by PMA and the
proposed algorithm; (b) comparative results of azimuth profiles of PT5 by PMA and the proposed
algorithm; (c) comparative results of azimuth profiles of PT9 by PMA and the proposed algorithm.

Table 3. Imaging quality parameters in Simulation Case II.

Method Target IRW (m) PSLR (dB) ISLR (dB)
PT1 0.474 —13.27 —10.07
Proposed algorithm PT5 0.472 —13.31 —10.04
PT9 0.471 —13.30 —10.01
PT1 0.613 —4.93 —4.64
PMA PT5 0.423 —13.32 —10.06
PT9 0.546 —10.35 —7.58

4.2. Scene Simulation Results

Corresponding to the experiment of the spot matrix simulation, the scene simulation results were
presented in this subsection. The echo data of the scene was obtained by the time-domain simulation
method, with motion errors as shown in Figure 9a. The imaging results of the echo data validated
the efficiency of the proposed EBP algorithm. Here, it was assumed that the data of an X-band
SAR with the squinted spotlight mode was used to demonstrate the performance of the proposed
algorithm. The center squint angle was about 60°, and the velocity was about 120 m/s. The whole
scene was about 1.2 km in the cross-range, and 1.5 km in the range. Figure 11 showed the focusing
results, which were processed by traditional BPA, the proposed algorithm, and PMA, respectively.
Particularly, the topography variations were added into the dotted line rectangular region in Figure 11.
The difference between the highest and the lowest points in the topography variations was 310.36 m.

The entire scene was well focused, with the proposed algorithm in Figure 11b, including the edge
regions. In order to obtain a clear and detailed comparison, the local enlargements of the solid line
rectangular regions of each image were displayed respectively in the dashed line rectangular regions.
It was evident that the imaging quality in Figure 11b was as good as the one in Figure 11a, and it was
better than the one in Figure 11c. Therefore, the proposed algorithm could handle the effects of the
topography variations well, for high-resolution airborne SAR.
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(a) (b)

Figure 11. Scene simulation data results processed by different algorithms. (a) Scene simulation data
results processed by traditional BPA. (b) Scene simulation data results processed by the EBP algorithm.
(c) Scene simulation data results processed by the reference algorithm.

5. Discussion

5.1. Parameter Selection

In the Section 3.1, the echo signal may have aliasing after the frequency-domain processing,
if the scaling factor ay was selected improperly. To weaken the signal aliasing, the zero padding
operation was taken in some literatures. However, the zero padding would increase the computation
burden of the whole algorithm, which was the opposite of the purpose of the proposed algorithm.
Therefore, proper selection for the parameter ag without zero padding operation was necessary for
frequency-domain processing. As has been discussed in [51], the two-step processing could be regarded
as a special case of two Fractional Fourier transform (FrFT) operations. Similarly, the frequency-domain
processing could also be implemented by two FrFT operations with parameters, x and x. We obtained
the relation between the parameters as:

T
X+tKk=— (14)
2
cotxy = —rayg (15)

After frequency-domain processing, the whole bandwidth of the echo signal should be less
than the pulse repetition frequency (PRF), in the case of the phenomenon of frequency aliasing.
It means that:

Ta|cotng + tan x| + 27tBs < 2tPRF (16)

/
T,|coto| + 27Bs < %Tﬂ|tanx| 17)

where 7 is the original slant angle of a point target in the time-frequency distribution, B; is the
instantaneous bandwidth of the echo signal in the receiving terminal, m and m’ denote the numbers of
sampling points in the original azimuth time-domain and the new azimuth time-domain, respectively.

The selection of parameter «y is usually obtained through the Equations (14)—(17). In general,
the parameter should be selected, with the guarantee that the supporting area of the rotated signal
should be in its available area.

5.2. Computational Burden

It is well-known that the BPA can precisely manage the problems caused by the curved path
model. However, the BPA has a much heavier computational burden than that of the frequency-domain
algorithms. In essence, the proposed algorithm in this paper was an improved BP algorithm, so it



Remote Sens. 2018, 10, 1275 15 of 18

was necessary to make discussion about the computational burden of the proposed algorithm here.
For simplification and without loss of generality, the computational burden of the traditional CS was
compared as the standard.

The frequency-domain processing in this work was essentially a frequency-domain algorithm.
In the frequency-domain processing, three azimuth fast Fourier transforms (FFTIs), and three
multiplications are utilized. Therefore, the total computational burden of the frequency-domain
processing could be expressed as:

Or = 1.5NMlog, M + 3NM (18)

where M is the number of the azimuth samples, and N is the number of the range samples.
Moreover, the computational burden of time-domain processing presented in Section 3.2 is
discussed. Considering the focusing algorithm, i.e., two range FFTs, one multiplication, and BPA,
the computational burden of the time-domain processing can be derived as:

Or = MN + NMlog, N + pineM*N (19)

where i denotes the proportional factor of the computational burden of the post-processing, which is
determined by the rotation factor. Thus, with Equations (18) and (19), the total computational burden
of the EBP algorithm was expressed as:

Os = 1.5NMlog, M + 4NM + NMlog, N + ptingM2N (20)

In comparison, of the BPA (e.g., [52]), for each pixel in the final image, a signal vector with a length
M was extracted from the range-compressed data, multiplied with a phase function, and summed;
thus, the total computational burden could be expressed as:

Op = M>N (21)

In a standard CSA, two range FFTs, one azimuth FFT, and three multiplications are used. Therefore,
the computational burden of the standard CSA can be expressed as:

Oc = MNlog, N + NMlog, M +3NM (22)

The results of the comparison mentioned above with specific parameters, are shown in Table 4,
based on Equations (20)-(22). As listed in Table 4, ratios at five sample sizes were computed to
quantify the comparison. Clearly, the computational burden of the BPA was much larger than that of
the proposed algorithm, which meant that our method could greatly improve the operation speed.
Even the computational burden of the proposed algorithm was slightly larger than that of the CSA,
but there was wide application in the high-resolution airborne SAR, with topography variations.

Table 4. Computational load analysis using CSA as references.

Data Size in Azimuth (x10%) 1 2 i ! 8 16
BPA/CSA 150.30 290.11 560.73 1084.92 2101.48
Proposed/CSA 12.07 22.15 41.64 79.39 152.59

6. Conclusions

The requirement for the resolution for remote sensing has become higher and higher. When the
resolution is at the decimeter level, topography variations were ignored in conventional airborne
SAR would cause serious phase errors. For the high-resolution airborne SARs with topography
variations, 3-D variations in time or frequency-domains were difficult to eliminate with the traditional
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algorithms. Especially for the topography variations, the expression of the received echo data in
the frequency-domain was difficult to derive. In this paper, based on the precise physical model of
airborne SAR considering the topography variations, phase errors caused by topography variations
are analyzed in different domains first.

The proposed EBP algorithm includes two main parts: frequency-domain processing and
time-domain processing. The frequency-domain processing is essentially an operation of time-
frequency rotation to reduce the virtual aperture length greatly, by selecting a suitable rotation factor.
The computational burden can be decreased by removing the redundant position in the flight track.
Then the accurate range history is obtained with DEM data in the time-domain processing. The BP
algorithm can be applied directly in the 2-D time-domain with an accurate range history. In the
simulation, the spot matrix simulation results and the scene simulation data validated the performance
of the EBP algorithm. Finally, the computational burden of EBP algorithm was compared with those of
other algorithms. It was obvious that our algorithm can greatly improve the operation speed compared
with the traditional BPA.
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