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Abstract: Image segmentation is an important process and a prerequisite for object-based image
analysis. Thus, evaluating the performance of segmentation algorithms is essential to identify
effective segmentation methods and to optimize the scale. In this paper, we propose an unsupervised
evaluation (UE) method using the area-weighted variance (WV) and Jeffries-Matusita (JM) distance
to compare two image partitions to evaluate segmentation quality. The two measures were calculated
based on the local measure criteria, and the JM distance was improved by considering the contribution
of the common border between adjacent segments and the area of each segment in the JM distance
formula, which makes the heterogeneity measure more effective and objective. Then the two measures
were presented as a curve when changing the scale from 8 to 20, which can reflect the segmentation
quality in both over- and under-segmentation. Furthermore, the WV and JM distance measures
were combined by using three different strategies. The effectiveness of the combined indicators was
illustrated through supervised evaluation (SE) methods to clearly reveal the segmentation quality
and capture the trade-off between the two measures. In these experiments, the multiresolution
segmentation (MRS) method was adopted for evaluation. The proposed UE method was compared
with two existing UE methods to further confirm their capabilities. The visual and quantitative SE
results demonstrated that the proposed UE method can improve the segmentation quality.

Keywords: image segmentation; unsupervised evaluation; remote sensing; area-weighted variance;
Jeffries-Matusita distance; geographic object-based image analysis

1. Introduction

With the rapid development of high-resolution satellite sensor technology, the phenomenon
often occurs that different geo-objects have the same spectral reflectance, or the same geo-objects
have different spectral reflectance in a high spatial resolution (HSR) remote sensing image, thus,
resulting in the poor performance of traditional pixel-based image analysis in HSR images. Geographic
object-based image analysis (GEOBIA) has become increasingly important as a new and evolving
paradigm in remote-sensing translation and analysis [1,2] because of its lower sensitivity to the
spectral variance within geo-objects [3]. In addition, the spectral, textural, and contextual information,
and geo-object features could be effectively used by GEOBIA to improve the subsequent classification
accuracy [4–6]. GEOBIA for a remote sensing image includes three main steps, i.e., image segmentation,
information extraction, and segments classification [7,8].

The image segmentation process, which partitions a remote sensing image into spatially
contiguous and spectrally homogeneous regions [9], is commonly considered to be a prerequisite for
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GEOBIA because GEOBIA performance is directly affected by the segmentation quality. Following the
studies on this task, many segmentation methods have been proposed, such as the deep learning
method [10], fractal network evolutionary approach (FNEA) [11], multi-resolution recursive spanning
tree method [12], watershed segmentation [13,14], spectral segmentation [15], and multi-resolution
segmentation (MRS) [16]. In the aforementioned segmentation methods, the “scale” parameter is
used to control the sizes of the segments, and different scales can lead to different segmentation
results. Hence, the evaluation of segmentation quality is considered to be important for GEOBIA in
determining optimal scales and obtaining effective segmentation results for subsequent analysis.

Since segmentation quality has been shown to have an impact on GEOBIA, some scholars have
focused on image segmentation evaluation methods to determine good segmentation scales [4,8,17–21].
In general, the segmentation evaluation methods can be grouped into three strategies: Visual analysis,
supervised evaluation (SE), and unsupervised evaluation (UE) [4,22–24]. Visual analysis methods
involve users determining the optimal scales that can produce good segmentations by visually
comparing multiple segmentations, and it has been applied in several studies [25–27]. However,
the greatest problem of the method is that it is highly subjective and time-consuming because a set
of segmentations needs to be inspected in detail to determine the best one, and opinions vary on
the best segmentation. SE methods evaluate segmentations by comparing the segmentation results
with reference images, and this comparison involves computing some dissimilarity measures to
determine the segmentation that best matches the reference [8,18,19,28–31]. It is the most commonly
used segmentation evaluation strategy because the methods can allow for the determination of the
most accurate segmentation relative to the objects that the user believes are important [19]. However,
the limitations of SE methods are that the reference image is generated by human interpretation and the
creation of reference polygons can be subjective and time-consuming. Compared with visual and SE
methods, UE methods are completely independent of expert knowledge without needing a reference
polygon [32], and the segmentation quality is evaluated according to certain measures, which are
typically established in agreement with human perception of what makes a good segmentation [24].
This makes it more efficient and less subjective than the other two methods. Thus, much effort has
been put into the UE methods recently [17,20–22,33–35].

UE methods consider that a good segmentation should have two desirable properties:
Each segment should be internally homogeneous and should be distinguishable from its neighbors [36].
Hence, most UE methods involve calculating intrasegment homogeneity and intersegment
heterogeneity measures and then aggregating these values into a global value [21,23,24,29,32,36–39].
For example, the area-weighed variance (WV) and global Moran’s I (MI) were used to calculate
the intrasegment homogeneity and intersegment heterogeneity, respectively, in Espindola et al. [36],
Johnson and Xie [24], and Johnson et al. [21] articles. Zhang et al. [23] proposed an unsupervised remote
sensing image evaluation method using the T method to calculate the homogeneity and the D method
to calculate the heterogeneity. Although these existing methods could be helpful to the automation of
selecting the optimal scale parameters, they ignored the fact that the homogeneity measures are a local
evaluation criteria, whereas the heterogeneity measures are a global evaluation criteria. Due to the
difference in the homogeneity and heterogeneity evaluation criteria characteristics, this may cause
a biased segmentation result, i.e., an over- or under-segmented result. In addition, the combination
strategies for the homogeneity and heterogeneity measures must be carefully designed to achieve the
potential trade-offs of different measures. When the number of measures is large, combining them
is difficult.

This paper addressed these issues by proposing a new unsupervised remote sensing image
segmentation evaluation method using the area-weighted variance (WV) and Jeffries-Matusita (JM)
distance. The WV and JM distance were used to calculate the homogeneity and heterogeneity,
respectively. Both of these metrics are local measure criteria, which may solve the problem of a biased
segmentation result caused by the difference in the homogeneity and heterogeneity of the evaluation
criteria characteristics. At the moment, the contribution of the common border between adjacent
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segments and the area of each segment are integrated into the JM distance formula, which could
make the heterogeneity measure more effective and objective. Then, the WV and JM distance were
combined to reveal the segmentation quality by capturing the trade-offs of the two measures. In this
paper, to achieve potential trade-offs of different measures, the effectiveness of the three combination
strategies by means of a geometric illustration is revealed. The remainder of the paper is organized as
follows. In Section 2, the details of the proposed method are described, with a particular focus on the
JM distance that considers the contribution of the common border between adjacent segments and the
area of each segment. Then, a description of the study areas and images, as well as the result analyses,
follows in Section 3. In Sections 4 and 5, the discussion and conclusions are presented, respectively.

2. Materials and Methods

2.1. Overview

A schematic of calculating the WV and JM distance measures to evaluate the segmentation
quality is shown in Figure 1. First, we calculated the WV values to represent the homogeneity of
the segmentation result. Second, the JM distance was improved by considering the contribution
of the common border between adjacent segments and the area of each segment was calculated to
represent the heterogeneity. Third, the two measures were jointly used to assess the segmentation
quality. Furthermore, the two measures can be combined into a single measure to evaluate the
segmentation quality.
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2.2. Area-Weighted Variance (WV) and Jeffries-Matusita (JM) Distance Measures

Most UE methods in remote sensing usually consider that the segmentation result at the optimal
scale should, on average, be internally homogeneous and externally heterogeneous. These criteria fit
with what is generally accepted as a good segmentation for natural images [25]. The existing methods
consist of two components: A measure of within-segment homogeneity and one of between-segment
heterogeneity. Then, the results are aggregated. First, the WV was used to measure the global
intra-segment goodness and was weighed by each segment’s area. It is defined as follows:

WV =
∑n

i=1 ai · vi

∑n
i=1 ai

(1)
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vi =
∑m

b=1 vib

m
(2)

where ai is the area, vi is the variance averaged across all bands of segment i, n is the number of
segments, m is the number of bands of remote sensing image, and vib is the variance of segment i in band
b. The variance was chosen as the intra-segment homogeneity measure because relatively homogeneous
segments generally have low variance. The variance was averaged across all bands to take full use
of the band information occupied by the remote sensing image. The area-weighted variance was
used for the global calculation so that large segments have more influence on global calculations than
small ones. Second, the region adjacency graph (RAG) was built to simplify the evaluation processing.
The RAG is an undirected graph, which is used to express the spatial relationship between adjacent
segments, with nodes representing segments and arcs representing their adjacency [40,41]. Third,
the JM distance of each pair of segments was calculated based on the RAG as follows:

Jij = 2(1 − e−Bij) (3)

Bij =
1
8
(µi − µj)

2 2
v2

i + v2
j
+

1
2

ln

(
v2

i + v2
j

2vivj

)
(4)

where Bij is the Bhattacharyya distance, µi and µj are the means, and vi and vj are the variance of
adjacent segments i and j, respectively. The JM distance is a widely used measure of the spectral
separability distance between the two class density functions [42,43]. If two adjacent segments are
regard as two classes, it is reasonable to use the JM distance to measure the spectral heterogeneity.
As shown in Figure 2, in the case that Segment1’ and Segment2 are regarded as two geo-objects,
Segment1 is considered to be over-segmented and Segment1” is considered to be under-segmented.
The JM values between adjacent segments from Figure 2a–c are 1.96, 1.75, and 1.35, respectively.
From over-segmentation to under-segmentation, the JM value is decreasing. Thus, the relatively
heterogeneous segments generally have low JM distances. Fourth, the relative JM distance can be
calculated as the heterogeneity of each segment, which weights the contribution of the common border
of a segment and its neighboring segments as follows:

Ji =
Ω

∑
k=1

lik
li

· Jik (5)

where li is the boundary length of segment i, and lik, and Jik are the common border and the JM distance
of segment i and its neighboring segment k, respectively. The common border-weighed JM distance
is used for each segment calculation so that the neighboring segments, which have a large common
border, have more of an impact than small ones. Fifth, the average JM distance can be calculated by
being averaged across all bands as follows:

Ji =
1
m

m

∑
b=1

Ji(b) (6)

where Ji(b) is the JM distance of segment i in band b. Finally, the inter-segment global goodness can be
measured across all segments, which weights the contribution of each segment by its area as follows:

JM =
∑n

s=1 as · Js

∑n
s=1 as

(7)

The WV and JM distance measures were jointly used to assess the segmentation quality. Lower WV
values and JM values indicate segmentation levels with higher within-segment homogeneity and
inter-segment heterogeneity, respectively. In an ideal case, both the WV and JM distance measures
achieve the lowest values of 0 for a good segmentation. Moreover, the joint use of the two measures
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can indicate both over- and under-segmentation and is not biased toward over- or under-segmented
images. When an image is over-segmented, the WV value is small, but the JM value increases to
incur the penalty. By contrast, when an image is under-segmented, the JM value is small, but the WV
value increases.
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2.3. Combination of WV and JM Distance Measures

As previously mentioned, if the WV and JM values of one segmentation are both lower or both
higher than those of another segmentation, it will be easy to distinguish the better segmentation.
However, when the two measure values of one segmentation are not concurrently higher or lower
than those of another segmentation, it will be difficult to determine the better segmentation. To deal
with this complexity, the WV and JM distance measures can be combined into a single measure to
capture the trade-off between the two measures. However, the effectiveness of the combined measures
can be directly affected by the way in which they are combined. Accordingly, this paper compared
three combination strategies to reveal the effectiveness.

The first combination strategy is the F-measure [21], which is defined as follows:

F =
1

α 1
WVnorm

+ (1 − α) 1
JMnorm

(8)

where the weight α is a constant 0.5 in this paper. The value of the F-measure varies from 0 to 1,
with higher values indicating higher segmentation quality. The WV and JM values are both normalized
to a 0–1 range, in which higher WVnorm values indicate higher homogeneity and higher JMnorm values
indicate higher heterogeneity. They are defined by:

WVnorm =
WVmax − WV

WVmax − WVmin
(9)

JMnorm =
JMmax − JM

JMmax − JMmin
(10)

The second combination strategy is the Z method [23], with lower values indicating higher
segmentation quality, which is defined as:

Z = WV + λ · JM (11)

λ =
WVmax − WVmin

JMmax − JMmin
(12)
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The third strategy is the LP method, which is considered as the signal for the optimal scale
parameterization [29]. The LP is defined as:

ILP =

∣∣∣∣ •H(l)−
•
H(l + ∆l)

∣∣∣∣+ ∣∣∣∣ •H(l)−
•
H(l − ∆l)

∣∣∣∣ (14) (13)

•
H(l) =

H(l)− H(l − ∆l)
∆l

(14)

H =
WV
JM

(15)

where H(l) is the H value at scale parameter l, and ∆l denotes the interval of the scale parameter.
Specifically, the largest value of ILP represents the optimal scale parameter and good segmentation.

2.4. Comparison with Existing UE Methods

To demonstrate the effectiveness of the proposed UE method, this paper first selected the best
combination strategy by comparing the above-mentioned combination strategies. Then, the two
methods by Zhang et al. [23] and Espindola et al. [36] were compared to the proposed method.
All measures are sensitive to both over-segmentation and under-segmentation when two partitions
are compared. The reason for selecting these two UE methods for comparison is that they both follow
the characteristic criteria, similar to the proposed method. In addition, in the existing two methods,
the heterogeneity measures are both global criteria, because Moran’s I and D measures are calculated
based on the mean gray value of the entire image, which are different from the JM distance.

2.5. SE Methods

The SE methods of the quality rate (QR), under-segmentation (US), over-segmentation (OS) and
an index of combining the US and OS (D) were used to validate the effectiveness of the proposed UE
method. The QR index ranges from 0 to 1 and measures the discrepancy in the area between a reference
polygon and its corresponding segment. Note that lower values of QR indicate less discrepancy in the
area, and, thus, a more accurate segmentation. The US, OS and D can reflect the geometric relationships
between the reference polygons and the corresponding segments. In particular, zero values for US and
OS indicate that there are no over-segmented and under-segmented objects, respectively. Since both
US and OS are normalized indices between 0 and 1, the composite index D is reasonable enough to
equally value these two indices. Thus, a lower value of D reflects a higher overall segmentation quality
considering both the over-segmentation and under-segmentation. The details on these metrics can be
found in Clinton et al. [19].

2.6. Image Segmentation Method

Of the various image segmentation methods, the region-based method is particularly suitable
and, thus, widely used for remote sensing image segmentation [44–46]. The region-based method
can produce spatially contiguous regions that have inherent continuous boundaries. At the moment,
these regions can be regarded as geo-objects directly. In this paper, the multiresolution segmentation
(MRS) method [47] embedded in the commercial software eCognition Developer 8.7 was chosen and
evaluated to show the effectiveness of the proposed UE method.

The MRS method uses a bottom-up region growing strategy starting from the pixel level based
on the local-mutual best merging. The scale parameter is the stop criterion for the optimization
process. If the resulting increase in heterogeneity when fusing two adjacent objects exceeds a threshold
determined by the scale parameter, then no further fusion takes place, and the segmentation stops.
The shape and compactness parameters range from 0 to 1. If the shape parameter is set as small,
the MRS will concentrate on generating segments with spectral homogeneity. By contrast, if the
shape parameter is set as large, the segments will likely have a regular shape and neglect the spectral
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constraint. In this paper, the segmentation was implemented at the scale parameter with a range from
8 to 20, whereas the other two parameters were fixed to their default values (shape: 0.1, compactness:
0.5). The range of the scale parameter was selected by taking into account the sizes of geo-objects in
the experimental image.

3. Results

3.1. Study Area and Image

A gaofen-1 (GF-1) scene in Beijing, China, which was acquired on 8 May 2016, was used as the
image data. The GF-1 images, which were obtained by the panchromatic and multispectral (PMS)
sensor, contain four multi-spectral bands (blue, green, red, and near infrared) and a panchromatic
band. The multispectral and panchromatic images were fused to produce a four-band pan-sharpened
multispectral image with 2 m resolution using the NNDiffuse Pan Sharpening function from ENVI 5.2
software. Four test image areas of an industrial area, a residential area, and two farmland areas in the
GF-1 scene were used to show the segmentation evaluation results (Figure 3). The one farmland area
includes vegetation, farmland, water, and a cultivation hothouse (Figure 3c), and the other includes
a forest, farmland, and a village (Figure 3d). The image sizes are all 1.6 × 1.6 km.
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Figure 3. Four study areas of the gaofen-1 (GF-1) image: (a) T1, residential area, (b) T2, industrial
area, (c) T3, farmland area includes vegetation, farmland, water, and a cultivation hothouse, and (d) T4,
farmland area includes a forest, farmland, and a village. Red polygons represent the manually digitized
reference objects.

3.2. Effectiveness Analysis of the WV and JM Distance Measures

The MRS method was applied in the four study areas to produce 13 segmentation results for each
study area with the scale of 8–20, respectively. Then, the WV and JM distance measures were calculated
for each segmentation result to demonstrate the effectiveness of the two measures, as shown in Figure 4.
From the visual assessment, the segmentation at scale 8 is apparently over-segmented, while the one at
scale 20 is apparently under-segmented (Figure 5). When over-segmented, the homogeneity indicator
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WV is small, while the heterogeneity indicator JM is large because the segmentations have a high
within-segment homogeneity and low inter-segment heterogeneity in this case. However, when they
are under-segmented, the WV value is large, and the JM value is small because the homogeneity within
segments decreases and the heterogeneity between segments increases. From scale 8 to 20, the WV
value is increasing, and the JM value is decreasing gradually for the four study areas of the T1, T2,
T3, and T4 images. The WV and JM distance measures can reflect the change in image quality during
a coarsening of the segmentation scales, but it cannot directly reveal the optimal scale parameters.
The combination of the WV and JM distance measures resolves these difficulties, as discussed in the
next subsection.
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3.3. Effectiveness Analysis of Different Combined Measures

The combined measures of the F-measure, Z and LP methods are plotted as curves in Figure 6
for each test image. As illustrated in Section 2.3, the larger F-measure and LP values and the lower
Z value indicate higher segmentation quality. For the T1 image, the best segmentation using the
F-measure, Z, and LP methods was obtained by setting the scale at 14, 20, and 16, respectively
(Figure 6a). For the T2 image, the best segmentation was obtained by setting the scale at 13, 11, and 18,
respectively (Figure 6b). For the T3 image, the best segmentation was obtained by setting the scale
at 13, 9, and 14, respectively (Figure 6c). For the T4 image, the best segmentation was obtained by
setting the scale at 12, 17, and 19, respectively (Figure 6d). In general, the F-measure shows significant
difference regarding the indications from the other two measures. The F-measure can clearly reveal
the change in the segmentation quality when setting different scales for the MRS. When the image is
over-segmented or under-segmented, the F-measure value is always low. From over-segmentation to
under-segmentation, the F-measure shows the trend of first increasing and then decreasing, whereas the
changing direction of Z and LP values varies more often. Thus, the F-measure is more sensitive to
over- and under-segmentation than the other two measures. Moreover, we found that the optimal
scales obtained by the LP method are always large for the four test images, and so the method is likely
to be biased to under-segmented results.
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with a scale of 8–20 for the four study areas: (a) T1, (b) T2, (c) T3, and (d) T4.

First, the best segmentation results produced by the MRS method for urban images of T1 and
T2 using the optimal scales obtained by the F-measure, Z, and LP methods are presented in Figure 7.
To further assess the segmentation quality, five subsets were selected from the T1 and T2 images to
visually compare the best segmentation results using the optimal scales obtained by the three methods
(Figure 8). Overall, the F-measure method was more accurate because it could allow the retrieval
of the segmentation result, in which variously sized geo-objects were segmented well from a set of
candidates (Figure 8a). By contrast, the other two methods obtained some over- or under-segmented
geo-objects in their results (Figure 8b,c). In the first and third subsets, some buildings and impervious
surfaces cannot be distinguished well in the Z and LP results. In the second subset, the shadow was
under-segmented in the Z result, and the segmentations using the F-measure and LP method could
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discriminate the shadow well. However, the LP method obtained the under-segmented road in this
subset. In the fourth subset, the shadow and some building were segmented out in the F-measure and
Z results, whereas the LP method cannot obtain the segmentation that can distinguish the shadow and
building very well. In the fifth subset, the large tree field was over-segmented in the Z result, and both
a small building and a large building were under-segmented with other geo-objects in the LP result.
However, the LP method was more accurate than the Z method in most cases.Remote Sens. 2018, 10, x FOR PEER REVIEW  11 of 25 
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Second, we show the best segmentation results produced by the MRS method for the rural images
of T3 and T4 using the optimal scales obtained by the three combination methods in Figure 9. Then,
a close-up of six subsets selected from the T3 and T4 images in the segmentation results was used
to demonstrate the differences (Figure 10). The segmentation results of the T3 and T4 images also
demonstrated the fact that the F-measure could allow the obtaining of different sizes of geo-objects
in its result (Figure 10a), whereas some geo-objects occurred in over- and under-segmentation in the
Z and LP results (Figure 10b,c). In the first subset, the cultivation hothouses were segmented well
in the Z result, but these areas were under-segmented in the F-measure and LP results. Moreover,
the F-measure was more accurate than the LP method in this subset. The second subset showed the
F-measure’s advantage. The tree cluster and water in this subset were separated from other geo-objects
in their entirety by the F-measure, whereas there were bad performances in the Z and LP results, in
which the tree cluster and water were over-segmented by the Z method, and the tree cluster was
wrongly merged with the farmland by the LP method. In the third subset, the F-measure and LP
method got nearly the same segmentations, but the tree cluster was over-segmented in the Z result.
In the fifth and sixth subsets, the tree cluster and small buildings were segmented out in the F-measure
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result, whereas the tree cluster and mall buildings cannot be distinguished well in the other two
methods’ results, respectively. However, the Z method had a better performance than the LP method
in these two subsets. In the final subset, small geo-objects were segmented well in the F-measure and
Z results, but large geo-objects were segmented well in the LP result. However, under-segmentation
is a greater problem than over-segmentation, because it would largely affect the subsequent image
analyses [32].
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Finally, the SE results were presented to further demonstrate the effectiveness of the three
combination methods (Table 1). In this paper, a total of 50 reference polygons were randomly
delineated for each scene to calculate the SE accuracy metrics (Figure 3). For the T1, T3, and T4
images, the F-measure had lower QR and D values than the Z and LP methods, thus, indicating that
the segmentations produced by the MRS method using the optimal scale obtained by the F-measure
were the best in these three images. For the T2 image, the F-measure and Z method had almost the
same lower QR and D values than the LP method, thus, indicating that they were better performers
in the F-measure and Z results. In summary, the visual and quantitative results demonstrate that the
F-measure is more accurate than the Z and LP methods.
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Table 1. The supervised evaluation (SE) results for the segmentations produced with the three
combination methods.

Test Combination Methods
Segmentation Accuracy Metrics

QR OS US D

T1
F-measure 0.4177 0.0963 0.3548 0.26
Z method 0.6121 0.0717 0.5673 0.4043

LP method 0.4786 0.089 0.4166 0.3012

T2
F-measure 0.3052 0.1544 0.1679 0.1613
Z method 0.2972 0.1836 0.1355 0.1614

LP method 0.4665 0.0643 0.423 0.3026

T3
F-measure 0.3995 0.162 0.2764 0.2265
Z method 0.4326 0.3088 0.1683 0.2487

LP method 0.4124 0.1571 0.2942 0.2358

T4
F-measure 0.4637 0.1156 0.387 0.2856
Z method 0.5954 0.076 0.5609 0.4003

LP method 0.6215 0.0455 0.6087 0.4316

3.4. Comparison with Existing UE Methods

The effectiveness of the combined indicators is further demonstrated by comparing them with
Zhang et al. [23] and Espindola et al.s’ [36] methods. Because the combined F-measure indicator
performs better than the Z and LP indicators in Section 3.3, only the F-measure is presented for
comparison in this subsection. The scale parameters are set the same as those described in Section 2.6.
The results of the three UE methods mentioned above are presented in Figure 11. For the T1 image,
the best segmentation using the three UE methods was obtained by setting the scale at 14, 13, and 13,
respectively (Figure 11a). For the T2 image, the best segmentation was obtained by setting the scale
at 13, 11, and 11, respectively (Figure 11b). For the T3 image, the best segmentation was obtained by
setting the scale at 13, 10, and 15, respectively (Figure 11c). For the T4 image, the best segmentation
was obtained by setting the scale at 12, 15, and 11, respectively (Figure 11d). The change in the
segmentation quality can be clearly revealed by using the three UE methods in the T1 image because
the measure values of Espindola and the proposed methods are small and that of Zhang’s method is
large when over- or under-segmented. However, in the other three test images, the changing direction
of the Zhang and Espindola methods varies more often, whereas the proposed method has the same
trend as the T1 image when changing the scale from 8 to 20. Thus, the proposed UE method is more
sensitive to over- and under-segmentation than the other two UE methods.

Then, the SE results were shown to quantitatively demonstrate the effectiveness of the proposed
UE method (Table 2). For the T1 image, the QR and D values of the Zhang and Espindola methods were
both lower than those of the proposed method, thus, indicating that the proposed method had a bad
performance in the T1 result. For the T2 image, the QR values of the Zhang and Espindola methods
were lower than that of the proposed method, whereas the D value of the proposed method was lower
than that of the Zhang and Espindola methods, thus, showing that the three UE methods had similar
performances in the T2 result. For the T3 and T4 images, the proposed method had lower QR and
D values than the Zhang and Espindola methods, thus, indicating that the proposed method had
a better segmentation quality than the other two UE methods in the T3 and T4 results. The quantitative
comparison results demonstrated that it is suitable to evaluate the segmentation results using the
proposed UE method.
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Table 2. The supervised evaluation (SE) results for the segmentations produced with the different
unsupervised evaluation (UE) methods.

Test UE Methods
Segmentation Accuracy Metrics

QR OS US D

T1
Proposed method 0.4177 0.0963 0.3548 0.26

Zhang method 0.4071 0.112 0.3331 0.2485
Espindola method 0.4071 0.112 0.3331 0.2485

T2
Proposed method 0.3052 0.1544 0.1679 0.1613

Zhang method 0.2972 0.1836 0.1355 0.1614
Espindola method 0.2972 0.1836 0.1355 0.1614

T3
Proposed method 0.3995 0.162 0.2764 0.2265

Zhang method 0.4129 0.2709 0.1856 0.2322
Espindola method 0.4469 0.1635 0.3233 0.2562

T4
Proposed method 0.4637 0.1156 0.387 0.2856

Zhang method 0.545 0.0953 0.494 0.3558
Espindola method 0.4796 0.1694 0.3669 0.2857

3.5. The Performance of the Proposed Method in Another Dataset

According to the experiments above, the proposed method showed good performance for
improving segmentation quality in the GF-1 image applications. Furthermore, the SZTAKI-INRIA
building detection dataset [48] is used to further evaluate the effectiveness of the proposed
method, which was obtained from their website (http://web.eee.sztaki.hu/remotesensing/building_
benchmark.html). Moreover, this dataset contains 9 aerial or satellite images taken from Budapest,
Szada (both in Hungary), Manchester (UK), Bodensee (Germany), Normandy and Cot d’Azur (both
in France). In this paper, images from the four regions of Bodensee, Cot d’Azur, Manchester and
Szada were selected in the dataset. In this part, the scale was ranged from 10 to 200 in increments of
10, which was different from those for the GF-1 images. First, the three combination results of the
WV and JM distance are shown in Figure 12. For the Bodensee image, the best segmentation using
the F-measure, Z, and LP methods was obtained by setting the scale at 30, 200, and 140, respectively

http://web.eee.sztaki.hu/remotesensing/building_benchmark.html
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(Figure 12a). For the Cot d’Azur image, the best segmentation was obtained by setting the scale at
50, 180, and 140, respectively (Figure 12b). For the Manchester image, the best segmentation was
obtained by setting the scale at 40, 180, and 140, respectively (Figure 12c). For the Szada image, the best
segmentation was obtained by setting the scale at 30, 140, and 190, respectively (Figure 12d). Then,
the SE results were shown to quantitatively demonstrate the effectiveness of the three combination
strategies in the best segmentations (Table 3). In this paper, a total of 30 reference polygons were
randomly delineated for each scene to calculate the SE accuracy metrics (Figure 13). For the four test
images, the F-measure had the lowest QR and D values than the Z and LP methods, thus, indicating that
the segmentations produced by the MRS method using the optimal scale obtained by the F-measure
were the best in these four images. The quantitative results again demonstrate that the F-measure
is more accurate than the Z and LP methods. Thus, the combination strategy of the F-measure was
applied to the proposed method for the subsequent comparative analysis of the different UE methods.

Table 3. The SE results for the segmentations produced with the three combination methods.

Test Combination Methods
Segmentation Accuracy Metrics

QR OS US D

Bodensee
F-measure 0.3797 0.2931 0.147 0.2318
Z method 0.7994 0.025 0.7895 0.5586

LP method 0.693 0.0271 0.6795 0.4808

Cot d’Azur
F-measure 0.5254 0.3838 0.2575 0.3268
Z method 0.8275 0.0754 0.8187 0.5813

LP method 0.7846 0.1234 0.7526 0.5393

Manchester
F-measure 0.5378 0.4033 0.2462 0.3341
Z method 0.8531 0.0995 0.8403 0.5983

LP method 0.813 0.1018 0.7963 0.5676

Szada
F-measure 0.5294 0.4794 0.1615 0.3577
Z method 0.6302 0.1223 0.5943 0.4291

LP method 0.791 0.0609 0.7715 0.5472
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Figure 13. Referenced images using human interpretation, containing 30 regions in each image:
(a) Bodensee, (b) Cot d’Azur, (c) Manchester, and (d) Szada. The red polygons represent the manually
digitized reference objects.

The three UE results of the proposed method and the Zhang and Espindola methods are presented
in Figure 14. For the Bodensee image, the best segmentation using the three UE methods was
obtained by setting the scale at 30, 30, and 100, respectively (Figure 14a). For the Cot d’Azur image,
the best segmentation was obtained by setting the scale at 50, 30, and 40, respectively (Figure 14b).
For the Manchester image, the best segmentation was obtained by setting the scale at 40, 20, and 40,
respectively (Figure 14c). For the Manchester image, the best segmentation was obtained by setting
the scale at 30, 20, and 50, respectively (Figure 14d). The best segmentations are shown in Figure 15
for visual comparison, where only the subsets of the Cot d’Azur results are presented. The SE results
for the best segmentations with the optimal scale obtained by the three UE methods are shown in
Table 4. The visual results showed that the proposed method had a better performance in allowing
the obtaining of the best segmentations where the tree clusters could be segmented better than other
two UE methods, whereas these three methods allowed the obtaining of a similar segmented building
in the best segmentations. For the Bodensee, Cot d’Azur, and Manchester images, both the QR and
D values of the proposed method were the lowest, thus, indicating that the proposed method had
a better performance in allowing the retrieval of the segmentations with the high segmentation quality.
However, for the Szada image, the Espindola method had the lowest QR and values, thus, showing
the proposed method did not obtain the result with the best segmentation quality. Yet, the proposed
method was more accurate than the Zhang method because it had lower QR and D values than the
Zhang method. In summary, the visual and quantitative results proved that the proposed method
could allowing the improvement of the segmentation quality in most cases.
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Table 4. The SE results for the segmentations produced with the different UE methods, using the
SZTAKI-INRIA building detection dataset.

Test UE Methods
Segmentation Accuracy Metrics

QR OS US D

Bodensee
Proposed method 0.3797 0.2931 0.147 0.2318

Zhang method 0.3797 0.2931 0.147 0.2318
Espindola method 0.5646 0.0746 0.521 0.3722

Cot d’Azur
Proposed method 0.5254 0.3838 0.2575 0.3268

Zhang method 0.5416 0.4395 0.2206 0.3477
Espindola method 0.5385 0.33 0.3276 0.3288

Manchester
Proposed method 0.5378 0.4033 0.2462 0.3341

Zhang method 0.5842 0.5377 0.1183 0.3893
Espindola method 0.5378 0.4033 0.2462 0.3341

Szada
Proposed method 0.5294 0.4794 0.1615 0.3577

Zhang method 0.6122 0.5912 0.1016 0.4241
Espindola method 0.503 0.3739 0.2866 0.3331

4. Discussion

Image segmentation evaluation is a necessary prerequisite for obtaining a good segmentation
result, and an accurate segmentation evaluation can improve the segmentation quality. Regardless of
the visual analysis, the image segmentation evaluation can be categorized into the SE method and
UE method. The SE method has an obvious advantage because it could provide a satisfactory
characterization of geo-objects from the perspective of human interpretation. But it may be labor
intensive and subjective for the user to manually digitize a large number of representative geo-objects
in many applications [25]. At the moment, it cannot make the automation of selecting a proper scale
for a given image. The UE method overcomes the aforementioned limitations and can make the
automation of the scale parameterization more efficient and objective. In general, the intrasegment
homogeneity and intersegment heterogeneity are considered in most UE methods and then are
aggregated into a global value [27,29,37]. However, in the existing UE methods, the homogeneity
measures are a local evaluation criteria, whereas the heterogeneity measures are a global evaluation
criteria. This may cause a biased segmentation result because of the differences in the homogeneity
and heterogeneity evaluation criteria characteristics. Moreover, the combination strategies for the
homogeneity and heterogeneity measures must be carefully designed to achieve the potential trade-offs
of different measures. Different combination strategies can lead to allowing for the retrieval of different
segmentations. To address the issue mentioned above, the proposed UE method combines the WV
and JM distance into a global value, in which the two measures are both local evaluation criteria,
to evaluate the segmentation result. Then the contribution of the common border between adjacent
segments and the area of each segment were integrated into the JM distance formula to make the
heterogeneity measure more effective and objective. In addition, the three combination strategies of
the F-measure, Z and LP methods were compared and analyzed to achieve the potential trade-offs
of different measures. This proposed method provides a possible solution to obtain a more efficient
and objective segmentation evaluation result by establishing the consistency of the homogeneity and
heterogeneity criteria characteristics.

The proposed UE method focuses on the scale parameterization, which is the most important
process for the characterization of real geo-objects. The scale parameterization is a generalized
definition of the parameter that controls the sizes of image segments, and the sizes are adjusted
by increasing or decreasing the corresponding parameter in the segmentation process [32]. Thus,
the proposed UE method is believed to be transferable when employing different algorithms to segment
images. As aforementioned, segmentation results impact the subsequent GEOBIA performance. It is
an accepted fact that higher segmentation quality would improve the classification accuracy, but it
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is not always intuitive for the relationship between segmentation quality and classification accuracy.
Over-segmentation may lead to a better classification when the spectral features are distinct, because
it could classify smaller patches of land covers. However, the function of image segmentation is
to recognize real geo-objects rather than classification, and, thus, it should be independent upon
the classification.

The proposed UE method is a single-scale segmentation scale optimization technology. However,
the fact often occurs that there are many different geo-object sizes, such as factories, farmland, water
and tree clusters, in an image (Figure 3). In many cases, multiple scales should be used jointly for
image analysis because representing the various objects in high spatial resolution images using a single
segmentation is difficult. For SE methods, it is easy to evaluate multi-scale segmentations by preparing
different groups of reference objects at multiple scales. However, it is difficult to evaluate multi-scale
segmentations using UE methods, because the UE methods evaluate the segmentation quality based
on the intrasegment homogeneity and intersegment heterogeneity criteria. A possible solution is to
build the correspondence between the evaluation criteria and the semantic meaning of geo-objects.
For example, in a farmland image (Figure 3d), we can imagine a layered segmentation in which one
segment is occupied by a big field in low resolution, and one segment is crossed by a road in high
resolution. Then, we could introduce hierarchical analysis and establish a link with different analysis
layers as future work.

The WV and JM distance measures are jointly used to evaluate the segmentation quality. The proposed
measures are sensitive to both over- and under-segmentation. In the case of over-segmentation, the WV
value is small and the JM value is large. When under-segmented, the two measure values are
inverse compared to over-segmentation. The curve is plotted on a set of multi-scale segmentations,
which clearly reflects the change from over- to under-segmentation (Figure 4). In general, the WV
value increases and the JM value decreases as the segmentation scale coarsens, thus, demonstrating
the effectiveness of the proposed measures.

When comparing two segmentation results, if one segmentation has lower values regarding both
measures than the other, its quality will be higher than that of the other. However, it is common that
the two measures of one segmentation do not concurrently have higher or lower values than those
of another segmentation. To solve the complexity, in this paper, the WV and JM distance measures
are combined using three different methods to indicate the segmentation quality and to capture the
trade-off between the two measures. The study of Zhang [4] has shown that the F-measure is more
effective for combining the within and between-segment heterogeneity metrics and can penalize
excessive under- or over-segmentation when compared to the sum and Euclidean distance (including
ED and ED’) combination strategies, and, thus, this paper compared the three combination strategies of
the F-measure, Z, and LP methods. The visual and quantitative SE results (Figures 8 and 10, and Table 1)
show that the F-measure performs better than both the Z and LP methods, which is a similar conclusion
to Zhang. The combination strategies are applied to the same WV and JM values, thus, proving the
superiority of F-measure. To further demonstrate the effectiveness of the proposed UE method, this
paper compared it to the Zhang [23] and Espindola [36] methods. The quantitative SE results (Table 2)
in the T1 and T2 images indicate that the proposed method was not always more accurate than the
Zhang and Espindola methods, thus, showing that further improving the UE methods using other
metrics is possible. But in the quantitative SE results of the T3 and T4 images, both the QR and D values
of the proposed method were lower than those of the Zhang and Espindola methods, which indicates
that the proposed method performed better than the other two methods. The experiments in the
SZTAKI-INRIA building detection dataset again demonstrate that the proposed UE method had a good
performance in allowing the retrieval of the results with high segmentation quality.

The main contributions of this study are as follows: (1) The existing UE methods use
different evaluation criteria characteristics to express the intrasegment homogeneity and intersegment
heterogeneity, thus, limiting the goodness-of-fit between segments and geo-objects. This is because
the difference in the homogeneity and heterogeneity evaluation criteria characteristics may cause
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a biased segmentation result, i.e., an over- or under-segmented result. To overcome this limitation,
this paper proposed a UE method using the WV and JM distance, which are both local measure
criteria, to express the homogeneity and heterogeneity. (2) This paper considered the contribution
of the common border between adjacent segments and the area of each segment in the JM distance
formula, thus, making the heterogeneity measure more effective and objective. (3) This paper first
compared the segmentation results using the three different combination strategies of the F-measure,
Z, and LP methods, and the results demonstrate that the F-measure is more accurate than the other
two combination strategies. Then, the F-measure was applied to the proposed method to be compared
with the Zhang and Espindola methods. The visual and quantitative SE results show that the proposed
method has a good performance in allowing the obtaining of the result with high segmentation quality,
demonstrating the superiority of using the same evaluation criteria characteristic in the proposed
UE method.

5. Conclusions

A UE method of the WV and JM distance measures based on local measure criteria has been
proposed for evaluating segmentation quality, and the JM distance is improved by considering the
contribution of the common border between adjacent segments and the area of each segment to
make the heterogeneity measure more effective and objective. The two measures are jointly used
to reveal the segmentation quality by changing the scale from 8 to 20. Then, to clearly indicate the
segmentation quality, the three combination strategies of the F-measure, Z, and LP methods are
compared and evaluated according to the visual analysis and the SE methods of quality rate (QR),
under-segmentation (US), over-segmentation (OS), and an index of combining the US and OS (D).
Finally, the proposed UE method is compared with the Zhang and Espindola methods to further
demonstrate the effectiveness of the proposed UE method. The MRS method embedded in eCognition
Developer 8.7 is adopted for the evaluation. A GF-1 image is used as an example, and a set of images
of different study areas was used to perform the experiments to show the effectiveness of the proposed
measures. The experimental results show that the WV and JM distance measures can reflect the change
in image quality during a coarsening of the segmentation scales for the MRS, demonstrating the
superiority of the local evaluation criteria in the proposed UE method. The combined strategy of the
F-measure can clearly reveal the segmentation quality when different scales are set. The effectiveness
of the combined indicator is further proven by comparing it with two existing UE methods. The visual
and quantitative SE results prove that the proposed UE method can improve the segmentation quality.
In the future, we will focus on building the correspondence between the evaluation criteria and the
semantic meaning of geo-objects to satisfy multiple-scale image analysis for a given application and
the combination of homogeneity and heterogeneity using other metrics to further improve the UE
method’s performances.
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