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Abstract: The Nyingchi Mw 6.4 earthquake on 17 November 2017 is the first large event since
1950 at the southeast end of the Jiali fault. This event was captured by interferometric synthetic
aperture radar (InSAR) measurements from the European Space Agency (ESA) Sentinel-1A radar
satellite, which provide the potential to determine the fault plane, as well as the co-seismic slip
distribution, and understand future seismic hazards. However, due to the limited magnitude of
surface displacements and the strong topography variations, InSAR-derived co-seismic signals
are contaminated by strong tropospheric effects which makes it difficult (if not impossible) to
determine the source parameters and co-seismic slip distribution. In this paper, we employ the
Generic Atmospheric Correction Online Service for InSAR (GACOS) to generate correction maps for
the co-seismic interferograms, and successfully extract co-seismic surface displacements for this large
event. The phase standard deviation after correction for a seriously-contaminated interferogram
reaches 0.8 cm, significantly improved from the traditional phase correlation analysis (1.13 cm) or
bilinear interpolation (1.28 cm) methods. Our best model suggests that the seismogenic fault is a
NW–SE striking back-thrust fault with a right-lateral strike slip component. This reflects the strain
partitioning of NE shortening and eastward movement of the Eastern Tibetan plateau due to the
oblique convergence between the Indian and Eurasian plates.
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1. Introduction

On 17 November 2017, a Mw 6.4 earthquake hit the Tibetan plateau, 63 km northeast of
Nyingchi, China (Figure 1). The epicenter lies on the southeastern edge of the Tibetan plateau
where the dominating tectonic movement is driven by the oblique convergence between the Indian
and Eurasia plates [1–3]. This region has long been characterized as having weak tectonic activity [4–6],
with a limited number of recorded historical events according to the United States Geological
Survey (USGS) and the China Earthquake Administration (CEA). Only a limited number of geodetic
surveys have been conducted in this region and this is the first large earthquake that has been
captured by one of the modern geodetic techniques, SAR interferometry, with the ESA’s Sentinel-1A
radar satellite [7]. These InSAR measurements provide high spatial resolution co-seismic surface
displacements, which can be used to infer the source parameters of seismogenic faults, assess future
seismic hazards, and better understand the activity of seismogenic structures.

One of the major sources of error for InSAR is the phase delay in radio signal propagation through
the atmosphere (especially the part due to the troposphere), with which only a few centimeters of
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precision can be reliably achieved for displacement retrievals even under a relatively quiet atmospheric
environment [8–11]. Tropospheric delays are often correlated with topography, but coupled with strong
turbulent signals, which makes it difficult to distinguish them from actual tectonic movements [9,12].
While extensively addressed in post- and inter-seismic studies where millimeter-level precision of
velocity mapping is needed [8,13,14], tropospheric delays are typically ignored in co-seismic modeling
under the hypothesis that the magnitude of co-seismic signals is much greater than that of tropospheric
delays [15–18]. However, for earthquakes with small-magnitude surface displacements, tropospheric
delays can be of the same order, or even larger, than ground motions. For example, the Nyingchi
earthquake occurred in a high-altitude region with strong topography variations where the co-seismic
signals are significantly masked by the elevation-dependent tropospheric delays, which makes it
difficult to determine the source parameters and resolve the fault slip distribution. Lee et al. [19] used
a stacking method to combine a series of interferograms to minimize tropospheric errors in order to
extract small co-seismic signals for three Mw 5.2–5.6 2004 Huntoon Valley earthquakes. However,
it required a delayed response to the event and additional data before and after the earthquake, which is
usually not available. Fattahi et al. [20] utilized the European Centre for Medium-Range Weather
Forecasts Re-Analysis (ERA) Interim global atmospheric model for correcting tropospheric effects
for the co-seismic interferograms for the Mw 5.5 Ghazaband earthquake, but only stratified delays
were considered. Feng et al. [21] employed the MEdium Resolution Imaging Spectrometer (MERIS)
near-IR water vapor data for correcting RADARSAT-2 images for the Mw 8.3 Illapel earthquake,
which is claimed to be better than ERA-Interim, but is not available for recent satellite missions, such as
Sentinel-1 and ALOS-2 [22]. The abovementioned correction methods have disadvantages because
of (i) usually being delayed for 1–3 months from the event; (ii) low spatial or temporal resolution for
capturing the tropospheric turbulence; and (iii) incompatibility with newly-launched satellites, such as
Sentinel-1 and ALOS-2.

In this paper, we attempt to correct tropospheric effects on Sentinel-1A interferograms using
the Generic Atmospheric Correction Online Service for InSAR (GACOS) developed at Newcastle
University, which employs the high-resolution weather model outputs from the European Centre for
Medium-Range Weather Forecasts (HRES-ECMWF) to generate high-resolution tropospheric delay
maps for InSAR atmospheric correction [9,23]. After correction, both ascending and descending
interferograms show clearer co-seismic signals than the original ones, which are then used to inverse
the optimal fault geometry and co-seismic slip model of the Nyingchi event. The slip model is carefully
tested by Monte Carlo and checkerboard tests, after which the coulomb stress changes are calculated
to assess local seismic impacts.

2. Tectonic Setting

Driven by the northward movement of the Indian plate relative to the stable Eurasian plate at
a rate of ~4 cm/year [24], the tectonics in Southern Tibet are dominated by a mixture of normal and
strike-slip faulting [3,6,25], which is in contrast with the thrust faulting along the ranges bordering
the Tibetan plateau [26]. Most of the faults are predominantly south–north striking normal faults,
although many locations also show oblique displacement, and reflect the eastward tectonic extrusion
mostly during ~18–13 Ma [27,28]. The Karakoram-Jiali strike slip fault system terminates the normal
faulting system at its northern tips and releases part of the collision energy. Lee et al. [6] suggest
that the Jiali fault was initiated and most active during ~18–12 Ma and is best explained as the
accommodation of deformation from oblique convergence between the India and Eurasian plates.
Furthermore, the clockwise rotation of the GPS velocity field from NE motion to eastward motion
could result in a NE shortening recorded by historical events (Figure 1).

The Mw 6.4 Nyingchi earthquake occurred on a blind fault in the southeast part of the main
Jiali fault, where a limited number of historic events have been recorded. From here, the Jiali fault is
divided into several north–south striking faults, such as the Puqu and Kumon faults. One Ms 6.0 strike
slip earthquake happened on 11 November 1996 on the north side of the Jiali fault, and another
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Ms 6.0 event happened on 15 March 2008 on the south side, but with more thrusting slips. These two
events were not recorded by the USGS. Most of the historic small quakes (<Mw 6.0) centered on the
northern part of the Jiali fault. The aftershocks are randomly distributed and small in magnitude
(<Mw 5.0), suggesting a high percentage of stress released from the main shock.
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Figure 1. Tectonic setting for the Mw 6.4 Nyingchi earthquake. Historic earthquakes recorded by
the USGS database from January 1950 to October 2017 are plotted as blue dots, the main shock is
indicated by a green star and aftershocks by red dots. Historic major events recorded by CEA are
plotted by a beach ball (red for Mw > 6.0, and black for Mw < 6.0). The GPS velocity field (red arrows)
is referenced from Liang et al. [29]. The event was covered by two pairs of Sentinel-1A images with
different geometries (solid line boxes). The red solid line is the modeled fault plane projected on the
Earth’s surface.

3. Datasets and Error Mitigation

The event is spatial-temporally covered by two pairs of Sentinel-1A interferograms of both
descending and ascending geometries (Table 1). We generated the interferograms with the GAMMA
software [30], developed by the corporation of Aktiengesellschaft in Bern of Switzerland, using precise
orbits from [31]. Topographic phase contributions were removed using a 1-arcsec (~30 m) SRTM
digital elevation model [32], and topographic errors were considered negligible due to the short spatial
baselines (Table 1).
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Table 1. Sentinel-1A interferograms used for co-seismic modeling and atmospheric correction results.

Descending Ascending

Dates 6 November 2017–18 November 2017 11 November 2017–23 November 2017

Acquisition time (UTC) 23:37 11:41
Temporal Baseline (Days) 12 12

Perpendicular Baseline (m) 9.6 32.9
Raw Phase StdDev 1 (cm) 1.83 1.47

StdDev after Method 1 2 (cm) 0.73 0.80
StdDev after Method 2 3 (cm) 1.13 0.93
StdDev after Method 3 4 (cm) 1.28 0.99
1 The standard deviation of the observed phases excluding near field deforming area; 2 HRES-ECMWF interpolated
by ITD; 3 Conventional removal of signals correlated with altitude; 4 HRES-ECMWF interpolated bilinearly.

Clear atmospheric effects can be observed in Figure 2, especially in mountain areas. For the
descending interferogram, the co-seismic signals are significantly masked by atmospheric delays,
which makes it difficult to check the ground motion patterns. The comparable magnitude of
atmospheric delays and co-seismic signals decreases the signal-to-noise ratios and, in turn, leads
to unreasonable down-sampling points for modeling. These errors can be largely avoided when
dealing with medium to large earthquakes with strong ground motion (as the signal-to-noise ratio
is high), but become vital when modeling small and/or deeply-buried earthquakes with small
surface displacements.

To overcome this, we introduced the operational HRES-ECMWF product, incorporating modeled
surface pressure, temperature, and specific humidity, to calculate tropospheric delays at each
0.125-degree grid point (i.e., spacing of approximately 9–12 km) spatially and 6 h temporally [11].
A simple linear temporal interpolation is applied as the acquisition time of the SAR images and
HRES-ECMWF data are not identical. In order to properly mitigate the topographic-related tropospheric
delays, we applied an iterative tropospheric decomposition (ITD) model [23], which separates the
tropospheric turbulence and elevation dependent signals through iteration due to their different
behaviors, and reduces their coupling effect. The total delays in ITD are described as:

ZTDk = T(xk) + L0 exp(−βhk) + ε (1)

where, for the ZTD at location k, T represents the turbulent component and xk is the station coordinate
vector in the local topocentric coordinate system; (L0, β) are the coefficients of the exponential
function for the stratified component; h is the altitude; and ε represents the remaining unmodeled
errors. The detailed procedures of ITD are: (i) For each map pixel, the surrounding ZTDs from all
HRES-ECMWF nodes are used to estimate the initial values for the exponential coefficients, assuming
the turbulent components are zero; (ii) The residuals after step (i) are used to estimate the turbulent
part by inverse distance weighting (IDW). Those components not obeying the IDW are treated as
unmodeled errors; (iii) Subtract the turbulent component estimated by step (ii) from the total delays and
re-estimate the exponential coefficients; (iv) Repeat steps (ii) to (iii) until the exponential coefficients
are converged. The ZTD for the pixel considered is then obtained by interpolating the turbulent
components and unmodeled errors from all HRES-ECMWF nodes, and added to the stratified delay
computed using the final values of the exponential coefficients for the pixel considered.

Yu et al. [23] pointed out that the iterative separation produces smaller RMS in mountain areas
or more turbulent atmospheres compared to the traditional models without iteration and, therefore,
is valuable to this study as the main co-seismic displacements occurred on a high altitude mountain
(over 3 km) and the elevation-dependent signal is dominating. Tropospheric corrections for each pixel
of the interferograms are then interpolated from the ECMWF grids by ITD and projected to line of
sight (LOS), and the corrected interferograms are then obtained (Figure 2). It is clear that the co-seismic
signals stand out in the corrected interferograms with two major lobes.
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Figure 2. InSAR observations and atmospheric corrections. (a1,a2) are raw interferograms. Method 1
(b1–b4) is HRES-ECMWF interpolated by the ITD model. Method 2 (c1–c4) removes signals correlated
with elevation. Method 3 (d1–d4) is HRES-ECMWF interpolated bilinearly. Note the coverage is
different from Figure 1 as the very far field data has been cut.

To validate the ITD performance, we also presented the results of (i) the conventional removal
of signals correlated with altitude. This was done by fitting the observed phase (excluding near field
observations) to an exponential function: phase = a × exp(b × h), a and b are coefficients, and h is the
altitude. Phases correlated with altitude are removed after estimating the coefficients; and (ii) a simple
bilinear interpolation of the HRES-ECMWF data.

It is clear that ITD presents the best performance, especially for the pair from
6 November 2017–18 November 2017, as its atmosphere contamination is more serious. The simple
bilinear interpolation performs the worst since the elevation dependency of the tropospheric delay is
not considered and the HRES-ECMWF data was over-interpreted at some large topography variation
areas (e.g., the valley in the southeast of Figure 2(d1)). Although the atmospheric contaminations
in Figure 2a have some correlations with topography, these correlations could have very localized
characters and are difficult to describe by one equation. The phase-elevation correlation can be shifted
due to water vapor flow [33] so that the peak delay values do not necessarily occur on the peak
altitudes. Furthermore, the conventional removal of elevation-dependent signals has large potentials
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of removing actual ground displacements. When the atmospheric contamination is limited, such as
on the pair from 11 November 2017–23 November 2017, all methods perform similarly, but we still
see more improvements from ITD on the northeast and southwest areas. See Table 1 for lists of the
statistics of the three methods.

To further assess the reliability of the GACOS corrections, we calculated the correlations
between the observed phase observations and the GACOS-derived tropospheric delays for all pixels.
When tropospheric delays dominate an interferogram, the observed phase pattern should be similar to
the tropospheric delay maps, especially for the long-wavelength signals. A high correlation is found
for the descending interferogram in Figure 3a, suggesting that GACOS is able to capture most of the
atmospheric effects, and the atmospheric correction is successful in this case. The smaller magnitude
of the tropospheric delays for the ascending interferogram produces a lower correlation. The phase
standard deviation (StdDev) after correction (excluding the near field co-seismic region) indicates the
phase flatness and should be small when no strong ground movement happened, as is the case for
the far field region. Other uncertainties could be introduced by the large time difference between the
InSAR and HRES-ECMWF acquisitions or the large topographic variations. The descending track
shares smaller time differences and higher phase-delay correlation, thus producing smaller phase
StdDev and higher correction performance. Although the time difference is higher for the ascending
track, the overall magnitude of the tropospheric delay is small (see Figure 3b) and can be considered
negligible after correction. All these statistics demonstrate a successful tropospheric correction and
ensure a high precision of the corrected data, which has clearer co-seismic displacements and a higher
signal-to-noise ratio and, therefore, more applicable in the next modelling step.
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Figure 3. Correlations between the observed phase and the modeled tropospheric corrections for
the descending (a) and ascending (b) tracks, respectively. Each dot represents one pixel of the
interferograms, the color scale corresponds to its elevation, and r is the correlation ratio.

4. Co-Seismic Modelling and Results

The corrected interferograms were down-sampled using a quadtree quantization algorithm: pixels
with coherence smaller than 0.4 were excluded to reduce the high spatial correlation and computation
burden. This led to 1345 samples for the descending track and 1947 for the ascending track for input
into the model.

The modelling is implemented in two steps. The first is the determination of the fault geometry
by minimizing the square misfit, under an assumption of a uniform slip on a rectangular fault in a
homogeneous elastic half-space [34]. An improved particle swarm optimization [35] is utilized to solve
the non-linear equations, and a downhill simplex method [36] is employed to further search for the
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preferred solution. This is determined through a histogram analysis to avoid the convergence at a local
minimum, which is crucial for this event as the signal-to-noise ratio is low.

The second step is to linearly resolve the slip distribution by constructing a 15 km × 25 km fault
plane and discretize it into 0.5 km × 0.5 km patches. For each fault segment, we hold its striking angle
fixed from the previous step and estimate the striking and dip slips. We use ABIC to search for the
smoothing factor and dip angle simultaneously. The optimal values are found by minimizing the
ABIC function:[37]:

ABIC
(

α2, δ
)
= −2 log

∫
p
(

a; α2, δ
∣∣d)da + C (2)

where α2 is the smoothing factor; δ is the dip angle; p is the probability density function; a is the fault
slip factors; d is the observation vector; and C is the constant that is not related to the smoothing factor
and the dip angle. For detailed equations related to ABIC, please refer to [37].

The best-fitting fault geometry parameters are 132.8◦ strike and 59◦ dip. The optimal rake angle
is 115◦ which indicates a combination of right-lateral strike and reverse dip slips. The resolved fault
depth is 9 km, which indicates a total moment of 4.84 × 1018 Nm, corresponding to a magnitude
of Mw 6.4. Our preferred model suggests a larger dip angle of 59◦ than the USGS 36◦ and a larger
rake of 115◦ than the USGS 95◦ solution. However, our slip distribution model allows the fault slips
to vary from 80◦ to 115◦. The overall explained ratios (defined as (1-abs(residual)/observation) for
the near field deforming area) are, respectively, 78% and 82% for the descending and ascending
interferograms, which corresponds to a misfit RMS of 1.12 and 0.95 cm. We performed a Monte
Carlo test for estimating the uncertainties and trade-offs of the fault geometry parameters based
on the method described in [38]. We used the far field observations to construct an approximate
variance-covariance matrix (VCM) and then generated 100 perturbed datasets to solve for a set of
100 model solutions. The distribution of values of each model parameter from the Monte Carlo test
(see Section 4) are plotted in Figure 4 as a histogram, and used to estimate the uncertainty in that
parameter, and plotted against each other and, therefore, used to qualitatively assess the trade-offs
between those parameters. Most of the parameters are well-resolved, appearing as tight clusters in
the scatterplots and narrow peaks in the histograms. The overall uncertainties are considered small,
which offers a good confidence of the non-linear estimation. Figure 5d showed that the fault dip
can be well-determined from the two tracks of InSAR observations, which is also evidenced from
the following checkboard test. On the other hand, the smoothing factor does not significantly affect
the data misfit for this small event. The residuals on the descending interferogram are likely due
to the combined contribution of interferometric decorrelation in the near field and the remaining
atmospheric delays.

The fault plane slip distribution in Figure 5 is divided into two regions. Region A is characterized
as mostly right lateral strike slips with a rake angle of ~115◦ and a maximum of slip of 1.9 m. The slips
are concentrated at depths of 5 to 11 km with a maximum at 8 km. Region B is nearly a pure dip slip
and of smaller magnitude compared to A. The dip slips are deeper with a maximum occurring at
10 km. The hypocenter is located at the west side of the fault plane, which indicates that the fault
rupture propagates from west to east, and from right-lateral to reverse faulting. The fault slips along
the strike for a distance of 25 km with a varying slip magnitude from 0.3 m to 1.9 m and on the fault
patches at a depth of 5–12 km. The transition from the strike slip in the west to the dip slip in the
east reflects well the oblique convergence of the Indian plate. This movement is consistent with the
local topography which has high mountains on the hanging wall, but relatively lower on the footwall.
In this region, the Tibetan plateau is pushing out eastwards, resulting in an E–W extension which
may be evidenced by the strike slip Jiali fault. The extension and the collision between the Indian and
Eurasian plates result in this back-thrust fault.
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observations (b1,c1), modeled displacement (b2,c2), and residuals (b3,c3).
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Figure 5. Fault plane slip distribution of the Nyingchi M6.4 earthquake; (a–c) are the slip RMS values
by Monte Carlo testing along the strike and dip directions, respectively; (d) is the contour map of ABIC
searching for the optimal smoothing factor and fault dip. The smoothing factor is represented as log(α2)
in Equation (1). The color bar indicates the data misfit RMS. The determined optimal values are 0.9 for
α2, and 59 for dip angle. The fault geometry is also illustrated with reference to the Jiali fault [6] and
the Indian and Eurasian Plates.

5. Discussions

The atmospheric correction improves the signal-to-noise ratio of the interferograms and makes the
near field displacement stand out, which is beneficial for searching the optimal fault position and strike
direction in the non-linear inversion step (see Figure 4). Another key question specifically for modeling
the small magnitude earthquake is to determine the fault dip, which is more sensible to far field
observations, but more likely to be masked by atmospheric delay due to the smaller displacements,
especially when the fault is deeply buried. As we can see from Figure 2, the proposed method reduced
most of the elevation-dependent atmospheric error, independently estimated from the weather model,
in the far field, especially on the west-side mountain areas of the interferogram, whereas the other
two methods still leave a large portion of atmospheric delay residuals due to the steep topographies.
Simple interpolation methods or phase correlation analysis are, thus, not satisfactory on this occasion.
Similarly, the proposed method can also be applied on larger earthquakes to help improve the far field
observations in order to determine the down dip fault slip distributions.

To assess the robustness and resolution of the best-fit solution, we employed two separate
error analysis techniques: the Monte Carlo test for fault slip distribution uncertainty analysis and
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checkerboard tests. Firstly, we used the Monte Carlo method to estimate the uncertainty of our best-fit
slip distribution model. It is conducted by perturbing the observations 1000 times with spatial noise as
estimated from the previous best-fit solution and then the same parameter is used to search each of
these datasets to find the best-fitting slip model [37]. Secondly, to assess the inversion resolution of the
fault slips on both shallow and down-dip parts, we generated synthetic data for the checkerboard-like
slip distributions, and recovered fault slips from these observations using the same parameters and
settings [38]. The Monte Carlo test in Figure 5 suggests the fault slip RMS of 2.8 cm (9.3%) along the
strike and 2.3 cm (6.2%) along the dip. Most of the slip discrepancies occurred along the strike are
located in accordance with the dominating shallow strike slipping, whereas the downdip slip RMS
is small. From the checkerboard test displayed in Figure 6, the input model is nearly fully recovered
above ~12 km suggesting a fine slip inverse resolution. Due to the high dip angle, the downdip (below
12 km) slip pattern is poorly recovered, resulting in a lower slip distribution resolution. This is one of
the limitations to using ground observations to invert for slip distribution, especially for deeply-buried
high-dip earthquakes [39,40].
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We have examined the coulomb stress changes (CSS) in Figure 7 for the main shock as it plays
an important role to trigger slips in neighboring seismic zones. The CSS are calculated at 0 and 8 km
depths, respectively, based on the fault model with the receiver fault parameters of 132.8◦ for strike,
59◦ for dip, 115◦ for rake, 25 km for length, 15 km for width, and the friction coefficient of 0.4. [41,42].
The near field hanging wall has an increase in CSS at the surface, but a decrease at a depth of 8 km.
Most of the accumulated stress of the northwest part of the fault at a depth of 8 km is released with
a spreading CSS lobe to the west far field (Figure 7b). However, the southeast end of the fault has a
wide spread CSS increasing the lobe at 8 km, suggesting a stress accumulation on its surroundings.
The main shock has triggered the inactive Jiali fault to slip and produce several small aftershocks.

The oblique convergence between the Indian and Eurasian plates results in a wide shear zone and
rocks are intensely folded and faulted parallel to the shear zone with the main steeply-dipping right
lateral strike slip Jiali fault [6]. The Jiali fault was most active during ~18–12 Ma, but less active since
then with limited large events occurring. The Nyingchi Mw 6.4 earthquake is the most powerful event
ever recorded in this region since 1950 and the modeled surface movements suggest it released at least
part of the cumulated stress induced by the background Indian-Eurasia tectonic motion. The modeled
surface fault trace is parallel to the Jiali fault with a small bias to the northeast. Most of the surface
displacements are concentrated on the hanging wall (southwest of the fault trace) which reflects the
NE shortening of the clockwise rotation of the GPS velocity from NNE to NEE in the Eastern Tibetan
plateau (Figure 1) given the fact that the driven force mainly comes from the northward movement of
the Indian plate relative to the stable Eurasian plate at a rate of ~4 cm/year.
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6. Conclusions

In this paper, we inverted the fault geometry and modeled the slip distribution of the Nyingchi
earthquake using InSAR observations. This is the first time in this region that a large event (>Mw 6.0)
was captured by a modern geodetic technique, providing valuable information on the local faulting
system and tectonic strain balance induced by the oblique convergence between the Indian and
Eurasian plates over Southeast Tibet. The major contributions of this paper are to (i) introduce a
generic atmospheric correction model dealing with both the stratified and turbulent tropospheric
contaminations, thus increasing the InSAR capability for measuring small-magnitude earthquakes
in near real-time; (ii) map the buried fault geometry located south of the Jiali fault in Tibet using
InSAR measurements for the first time; and (iii) provide evidence from the modeled fault plane slip
distribution for the oblique convergence of the Indian-Eurasian plates.

We have shown the ability of using Sentinel-1A interferograms for mapping the Nyingchi Mw 6.4
earthquake with small ground displacements, but strong atmospheric effects, by using the GACOS
atmospheric corrections. The correction model largely reduced the tropospheric contamination without
masking the actual ground motion, especially the elevation-dependent delays, which is important for
steep topographic areas, as is the case for most tectonically-active regions. After correction, the phase
StdDev improved from 1.83 to 0.73 cm for the descending track and 1.47 to 0.8 cm for the ascending
track, which is superior to the phase correlation analysis method by removing an elevation-correlated
component (1.13 and 0.93 cm after correction for the two orbits) and a simple bilinear interpolation
method (1.28 and 0.99 cm after correction for the two orbits). The co-seismic signal stood out only
after the GACOS correction and the far field observations were cleaned, which improved the inversion
of downdip fault slips. The same correction procedure can also be applied to post-/inter-seismic
subsidence in urban areas and landslide monitoring.

The fault geometry and slip distribution were inverted using the corrected interferograms and a
mixture of right lateral and reverse slip was found. The maximum slip on the determined fault is 1.9 m
and concentrated in the northwest part of the fault plane at a depth of 8 km. The slip model reflects
well the east–west extension of the Tibetan plateau, as well as the convergence of the Indian to the
stable Eurasia plate. Few aftershocks were recorded, suggesting a large portion of the stress has been
released by the main shock. The major Jiali fault in this region was probably triggered by the main
shock and produced several small aftershocks along its strike direction.
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Since our method is globally available in near real-time, it can also be applied to larger
earthquakes and other InSAR applications, such as volcanic events, post/inter-seismic studies,
landslides, and city subsidence. All these applications encountered serious tropospheric contamination
and the error magnitude increases as the study area extends. Successful usage of our proposed
method will help to reduce the elevation-dependent tropospheric signals, as well as the turbulence
component, as discussed in Equation (1). The proposed method has been made available from our
website (http://ceg-research.ncl.ac.uk/v2/gacos/) and provides high-resolution InSAR tropospheric
correction maps globally in near real-time which can be directly applied on interferograms in the
same way as proposed in this paper. The correction maps are suitable for all SAR satellites as the
tropospheric delay is independent from the signal wavelength.

In the near future we plan to include the tropospheric correction procedure in an automatic
processing chain for monitoring tectonic motions and rapid earthquake response system.
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