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Abstract

:

Cloud manufacturing (CM) is an emerging manufacturing model based on collaboration among manufacturing enterprises in a cloud computing environment. Naturally, collaboration is one of main factors that impacts performance in a variety of ways such as quality, lead time, and cost. Therefore, collaboration levels should be considered when solving operational issues in CM. However, there has been no attempt to estimate these levels between enterprises participating in CM. The collaboration level among enterprises in CM is defined as the ability to produce a manufacturing service that satisfies a customer by means of collaborative production amongst enterprises. We measure it as the conditional probability that collaborative performances are high given collaborative performance factors (e.g., resource sharing, information sharing, etc.). In this paper, we propose a framework for estimating collaboration levels. We adopt a probabilistic graphical model (PGM) to develop the framework, since the framework includes a lot of random variables and complex dependencies among them. The framework yields conditional probabilities that two enterprises will reduce the total cost, improve resource utilization or quality through collaboration between them given each enterprise’s features, collaboration possibility, and collaboration activities. The collaboration levels the proposed framework yields will help to handle diverse operational problems in CM.
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1. Introduction


In today’s dynamic business environment, customers’ needs have become varied and product life cycles have been shortened [1]. Thus, manufacturing enterprises need to be responsive to secure a competitive advantage in such an environment. Being responsive requires retaining a wide variety of manufacturing resources, however, it is seriously difficult for small and medium sized enterprises (SMEs) to do so [2]. Particularly, collaboration between SMEs has received attention as an effective solution. Collaboration is formally defined as two or more independent enterprises working jointly to plan and execute operations with greater success than when acting in isolation [3]. Collaboration can take various forms (e.g., joint resource management, collaborative innovation, and sharing manufacturing equipment) [4].



Recently, many manufacturing models based on collaboration amongst enterprises have been developed in research. In these manufacturing models, SMEs cooperate with each other to produce highly customized products or services, which cannot be completed by an individual enterprise. Representative models are cloud manufacturing (CM) [5], social manufacturing [6], collaborative manufacturing [7], and so forth. This paper focuses on collaboration in CM.



CM was proposed by Li et al., and they defined it as [5]: a computing and service-oriented manufacturing model developed from existing advanced manufacturing models and enterprise information technologies under the support of cloud computing, the Internet of things (IoT), virtualization and service-oriented technologies, and advanced computing technologies. Namely, enterprises virtualize and enroll their resources and information (e.g., location of the enterprises) in the cloud, and they share those with other enterprises to produce highly customized manufacturing services through the collaboration [8]. The main features of CM, compared with other distributed manufacturing models such as web-based and agent-based manufacturing models, can be summarized as: real time quoting, pay per use, resource pooling, and ubiquitous access [9]. Owing to these features, enterprises participating in a supply chain supported by CM can improve both their resource utilization and manufacturing service quality, while reducing time-to-market and cost [10].



Every stage of supply chain management (SCM) such as product design, ordering, production, testing, and management can be encapsulated into cloud service and managed centrally, which increases SCM performances, generates flexibility and decreases operational cost [11]. In other words, CM is an effective manufacturing model to make supply chains be sustainable by decreasing operational cost, and to construct agile supply chains whenever customer requests arrive. There has been some related research on the effectiveness of CM to the features of supply chain and on the construction of CM platforms including life-cycle assessment (LCA). Jassbi et al. [12] analyzed the impact of CM on Supply Chain Agility (SCA) represented by responsiveness, re-configurability, adaptability, and flexibility. They showed that CM has significant impact both on capabilities and enablers which are two main clusters of SCA using the decision-making trial and evaluation laboratory (DEMATEL) model. Singh et al. [13] proposed an integrated system to measure and optimize carbon emission of the entire beef supply chain by using cloud computing technology (CCT). Ren et al. [14] clarified some fundamental concepts and terminologies related to CM. Also, they investigated the key requirements of CM platforms and then proposed a CM platform prototype called as MfgCloud. Xing et al. [15] suggested a cloud-based life-cycle assessment (LCA) platform which enables dynamic life-cycle data gathering and exchange, and then ultimately supports supply chain collaboration for environmental footprint (e.g., carbon footprint) assessment. Thus, in this research, we provide an analytical model to compose the supply chain network optimally through maximization of the collaboration levels (potentials) after defining the collaboration levels.



Since collaboration among enterprises is one of main factors that impact the production of manufacturing services in CM, a number of researchers have investigated collaboration relationships in CM. For example, Golightly et al. [16] investigated the collaboration mechanisms of CM, and found that trust among enterprises is fundamental to efficient and effective collaboration which makes it possible to produce superior manufacturing services. Ren et al. [17] analyzed the impact of the service provider cooperative relationship (SPCR) on three performance indicators, which are manufacturing task completion rate, service utilization, and service scheduling deviation degree in CM. Through the experiment, they found that these three performance measures can be positively affected by the times of cooperation. Argoneto and Renna [18] proposed a framework based on game theory and fuzzy logic for capacity sharing in CM, and showed that unsatisfied capacity is drastically reduced when enterprises in CM shared their capacities through the framework. Ahn et al. [19] proposed an algorithm based on genetic algorithm to compose enterprise network dynamically in the CM, where the enterprise network consists of several companies that collaborate with each other.



Since enterprises handle customers’ requests by means of collaboration, it is very important to consider the collaboration level for solving operational issues such as task allocations, scheduling, resource allocations, and service compositions. For example, tasks should be allocated to a set of enterprises whose collaboration level is high in order to maximize the satisfaction of customers. The collaboration level among enterprises in CM is defined as an ability to produce a manufacturing service that satisfies a customer by means of collaborative production among enterprises. Therefore, it is significantly important to estimate the collaboration level among enterprises in CM, because the estimation result can be employed as a base for solving several operational issues. However, there has been no attempt to estimate collaboration levels between enterprises participating in CM. Thus, the main contributions of this research can be summarized as follows: first, the issue of collaboration level in CM is considered for the first time, and second, the framework to estimate collaboration level in CM is developed. In other words, the proposed framework helps to compose agile and sustainable supply chains by estimating collaboration level in CM.



There is no previous research considering the collaboration levels to solve task allocation, resource allocation, or scheduling problems. Some researchers consider geographical location and resource type of each enterprise as factors affecting collaboration levels between enterprises. Liu et al. [20] proposed a resource service sharing algorithm based on the Gale-Shapley algorithm to effectively improve resource utilization in CM, and they only considered geographical distance as a factor affecting the levels of collaboration. Li et al. [21] proposed a method to build facility collaboration networks that handle customer requests. They only considered facility type to match each request to a set of enterprises, and the facility type reflects the resource type the facility retains. Considering the resource type each enterprise retains, Cheng et al. [22] tackled a scheduling problem in CM where enterprises share their resources with each other.



There is some research in collaborative supply chain fields whose environment is similar to the CM environment. A collaborative supply chain means that independent enterprises work cooperatively to improve their efficiency of supply chain activities such as purchasing and logistics [23]. Basic collaboration activities are information sharing, synchronized decision making [23], incentive sharing [24], capacity sharing [25], and collaborative forecasting [26]. The forms of supply chain collaboration can be broadly divided according to its structure: vertical or horizontal collaboration. Vertical collaboration means collaboration between participants in the same supply chain, while the horizontal means collaboration between participants in different supply chains [26]. The major elements supporting a collaboration supply chain are trust, mutuality, and communication among enterprises [27].



The effects of collaborative activities in the supply chain have been widely investigated in research. Khan et al. [28] investigated the effect of information sharing in a sustainable supply chain, and concluded that information sharing makes it possible to increase annual profit and decrease buyer’s price. Bian et al. [29] also found that information sharing is an effective way to increase overall profit when competition is intensive. Galbreth et al. [30] analytically showed that collaborative forecasting in a supply chain leads to higher profit. Wiengarten et al. [31] statistically showed that collaborative supply chain activities (e.g., information sharing, incentive alignment, and joint decision making) improve operational performance of the supply chain. Seok and Nof [32] demonstrated that external horizontal collaboration can minimize lost sales and maximize production capacity utilization in a long-term period.



There have been attempts to measure the collaboration level in a collaborative supply chain. Anbanandam et al. [33] proposed a method to measure the extent of collaboration between retailers and manufacturing in a supply chain. They considered top management commitment, information sharing, trust among supply chain partners, long-term relationships, and risks and rewards of sharing as factors affecting the collaboration level. Since the factors highly depend on each other, they adopted graph theory to handle complex interactions among the factors efficiently. Rota et al. [34] designed an index to assess the collaboration level in the organic cotton supply chain. The index considers information sharing, decision synchronization and incentive alignment as the main dimensions. Ramanathan et al. [35] proposed a set of metrics to evaluate the performance of supply chain collaboration through literature reviews and case studies. The metrics included financial business objective sharing, technology investment decision sharing, and information sharing. Inaam et al. [36] developed a framework for the performance assessment of supply chain collaboration. They conceptualized the collaborative supply chain as five key dimensions which are: collaborative communication, information exchange, goal congruence, decision synchronization, and resource sharing. The framework analyzes impacts of these dimensions on financial and non-financial performances.



Because collaborative activities vary widely and each activity affects other activities in CM, the data structure to express relationships of the activities is also very complex. In this regard, the probabilistic graphical model (PGM), which can efficiently address complex data, can be useful to develop a framework for estimating the collaboration level in CM. The PGM uses a graph-based representation for compactly encoding a complex distribution over a high-dimensional space [37]. The model has the following advantages: (1) inference and learning can be treated together; (2) missing data can be handled nicely; (3) supervised and unsupervised learning can be seamlessly merged; and (4) interpretable results are produced [38]. With these advantages, PGM has been adopted to develop an index in diverse applications. For example, Acharya et al. [26] developed an integrated index for the identification of fatty liver disease based on locality sensitive discriminant analysis (LSDA), which is one of the features of the PGM for high-dimensional data analysis. Van der Biest et al. [39] developed an ecosystem service bundle index using a Bayesian network model that allows for integration of biophysical, socio economic processes, and land use planning. Ahn and Hur [40] successfully applied a continuous conditional random field (C-CRF) model, a kind of PGM, in order to predict the electrical load of a combined cycle power plant.



This paper proposes a graphical framework based on the PGM to estimate the collaboration level between enterprises participating in CM. The developed framework in this study can efficiently consider diverse types of collaboration effects (e.g., total cost reduction, resource utilization improvement, etc.). The outputs of the framework can be practically used as standards for the various operational issues such as task allocation and scheduling problems. Therefore, the proposed framework will effectively and efficiently increase manufacturing performances while decreasing operational costs in CM. Accordingly, the proposed framework can make the supply chain more sustainable. The rest of this paper is organized as follows. Section 2 describes each step of the proposed framework in detail. Section 3 illustrates how to apply the framework with an artificial data set. Finally, Section 4 concludes this paper and discusses future research issues.




2. Proposed Framework


The proposed framework consists of five steps: (1) defining variables and their relationships; (2) designing a probabilistic graphical model; (3) collecting data; (4) learning the probabilistic graphical model; and (5) estimating the collaboration level. Each step is explained in detail in the following subsections. The proposed framework in this research can be used to estimate collaboration level between entities in the supply chain such as supplier of raw material, part manufacturer, and logistic company. Namely, participating enterprises i and j in Figure 1 can be regarded as the supply chain entities.



2.1. Defining Variables and Their Relationships


From the literature reviews, we consider enterprise features, collaboration possibility, collaboration activities, and collaborative performances as dimensions which compose the graph. Figure 1 shows the relationships between these dimensions. Note that the dimensions can be modified according to a user’s objectives. For example, one may not use capacity sharing to find the collaboration level.



Variables in the enterprise feature dimension are defined by referring to literature which introduces service provider models in CM. Wang and Xu [41] developed a service provider model in CM, which expresses an enterprise as provider ID, company name, provider size, provider capability, provider location, provider evaluation, retaining resources, and so forth. In MFG.com [42], which is one of the most promising CM companies, the service provider (enterprise) is expressed as: general description, products, industries, customer manufacturing services, location, and rating. Among these variables, we select three variables to compose an enterprise features dimension as follows: service type, manufacturing resources, and geographical location. Only three variables are selected because these are sufficient to explain the enterprise feature dimension as they can include other variables and these variables impact the collaboration.



As seen in Figure 1, the features of two enterprises directly impact their collaboration potentiality. To be more concrete, two enterprises located near each other would collaborate more efficiently than two enterprises located far from each other. In addition, both enterprises which provide manufacturing services that can be interchangeable or composed of each other’s products would be more likely to collaborate with each other. Accordingly, the collaboration possibility dimension includes two variables: geographical distance and possible service interchangeability and composition.



From the literature reviews regarding the collaborative supply chain, whose environment is similar to the CM environment, we define variables belonging to the collaboration activities dimensions (i.e., information sharing, decision synchronization, incentive alignment, and capacity sharing). Information sharing refers to the ability to see private data in a partner’s systems and monitor the production process in the supply chain through communication [43]. Information sharing has been measured using several factors such as inventory level information sharing [31,34,43,44,45,46,47], collaborative demand forecasting [31,44,45,46], new product development plan sharing [31,35,45,48,49], manufacturing schedule sharing [35,44,48,49,50], and manufacturing ability sharing [44,45,48,50]. Decision synchronization is defined as the ability to synchronize decisions at different managerial levels to pursue the common goal of optimizing supply chain profitability between enterprises [43]. This dimension has been measured by several factors such as operational decisions [31,43,49,51,52], strategic decisions [31,35,49,51,52], and policy decisions [34,43]. Operational decisions include decisions on inventory requirements, optimal order quantity and purchasing, etc. Strategic decisions include decisions regarding the development of new products, joint plans on promotional events, etc. [43]. Policy decisions include pricing and payment policy [34]. Incentive alignment refers to the process of sharing costs, risks, and benefits amongst the participating members [43]. Incentive alignment means sharing cost [43], benefits [53], and risk [53,54] among enterprises in a supply chain. Capacity sharing refers to the joint use of manufacturing resources such as warehouses, labor, and equipment [55]. Capacity sharing has been measured as manufacturing equipment sharing [25,41,49,55], storage sharing [25,35,41,49], technology sharing [25,35,41,49], and personal sharing [41].



Finally, we establish collaborative performance factors referring to research and a CM company (MFG.com). These factors are project ratings which include the customer evaluation for a manufacturing service production [42], quality improvement [33,42,56], total cost reduction [33,45,49,56], lead time reduction [33,45,49], and resource utilization improvement [45].



Table 1 summarizes all the variables used in this paper. Note that practitioners could modify the variables according to their own objectives. For instance, we assumed that every variable in all dimensions, except for enterprise features, is a binary type, but practitioners can change some variables to those measured by a 5 point Likert scale. In addition, dimensions or variables can be added or eliminated.




2.2. Designing the Probabilistic Graphical Model


Designing the PGM consists of two steps, namely (1) designing a graph structure; and (2) designing potential functions. The first step includes determining a graph type and connecting some nodes by edges. Note that each variable is mapped as a corresponding node, which imposes that there is no need to define the nodes. The second step is to design mathematical functions (potential functions) that compose the PGM.



Either a directed or undirected graph can be used as the graph type. In general, the former is employed to express conditional relationships among variables while the latter is employed to express correlation among the variables. Since correlations among the variables in Table 1 may exist, we adopt a Markov random field (MRF), which is one of the most used undirected graphs. The remaining task is to connect nodes by edges. Since there is no previous research which verifies the relationships among the variables, we cannot use proper domain knowledge to connect the nodes in the graph. We construct an initial graph and modify the initial graph based on the structure learning result. In the initial graph, every node in the same dimensions is connected with edges, and every node in two connected dimensions is also connected. For example, Figure 2 shows a part of the initial graph. As seen in Figure 2, there is a connection between    G  D  i , j      and    I  C  i , j      which are in the same dimension (i.e., collaboration possibility).    G  D  i , j      and    O  D  i , j      are also connected because    G  D  i , j      and    O  D  i , j      are included in collaboration possibility and decision synchronization, which are connected dimensions, respectively. The initial graph includes 184 edges.



We design two kinds of potential functions. The first ones are to eliminate the edges in the initial graph, and each function is assigned to the corresponding edge. The second ones are to find the joint probabilities which are based on estimate collaboration levels in CM, and each function is assigned to the corresponding cliques. We present the method to modify the initial graph structure in Section 2.4, and the method to find the joint probabilities in Section 2.5.



The potential functions can be freely designed, and we provide two examples of these. The first example is a potential function assigned to an edge, which reflects our assumption that if enterprises   i   and   j   share manufacturing equipment then they may share related technology. The function is presented in Equation (1),


   ϕ  (  M  E  i , j   ,   T  E  i , j    )  =  {      2 ,     i f   M  E  i , j   = T  E  i , j   = 1       1 ,     i f   M  E  i , j   = T  E  i , j   = 0       0 ,     o t h e r w i s e         



(1)




where    ϕ  (  ⋅  )     denotes the potential function. The values    ϕ  (  M  E  i , j   ,   T  E  i , j    )     can be freely defined, since the weight assigned to the function adjusts these values. It is desirable, however, to make a potential function have a larger value when it satisfies an assumption. Note that the assumption used in Equation (1) is that if enterprises   i   and   j   share manufacturing equipment then they may share related technology. As the second example, let’s assume that    C  S  i , j     ,    B  S  i , j      and    R  S  i , j      form a clique after the structure learning. Then the potential function can be established as follows:


   ϕ  (  C  S  i , j   ,   B  S  i , j   ,   R  S  i , j    )  =  {          3 ,     i f   C  S  i , j   = B  S  i , j   = R  S  i , j   = 1       2 ,     i f   C  S  i , j   = B  S  i , j   = R  S  i , j   = 0               1 ,     i f   C  S  i , j   + B  S  i , j   + R  S  i , j   = 2       0 ,     o t h e r w i s e             



(2)







Note that variables in collaboration possibility of two enterprises are automatically determined according to the values of variables in the enterprises features. In other words, there is no reason to employ potential functions to express relationships between variables in collaboration possibility and enterprise features. We assume the following relations:


   IF    S  T i  = S  T j    a n d   M  R i  = M  R j    THEN   I  C  i , j   = 1 ,   OTHERWISE   I  C  i , j   = 0    



(3)






   IF    G  L i  = G  L j    THEN   G  D  i , j   = 1 ,   OTHERWISE   G  D  i , j   = 0  .   



(4)








2.3. Collecting Data


The third step is to collect data using a survey. We do not develop whole questionnaire but we provide example questions which may be referenced as follows:

	
Q. Which type of manufacturing service does your company provide?



(1) Assembly (2) Machining (3) Molding (4) Fabrication (5) Prototyping



	
Q. Specify the company names that your company has collaborations with.



(   )



	
Q. How much has your company shared inventory with “Company A”?



(1) Never (2) Rarely (3) Sometimes (4) Often (5) Always



	
Q. How much has your quality improved through collaboration with “Company B”?



(1) Never (2) Little (3) Somewhat (4) Much (5) A Great Deal









2.4. Learning Probabilistic Graphical Model


Learning tasks are divided into two parts, namely (1) to estimate a weight assigned to each edge, and (2) to estimate a weight assigned to each clique. As mentioned before, the first and second tasks are necessary for structure learning and estimating the collaboration level in CM, respectively. This subsection describes both learning methods based on the maximum likelihood estimation (MLE).



Let   e   be an edge in the graph, and let   d   be a pair of two companies that collaborate with each other in a dataset,   D  . The dataset size is   M  , which represents the number of pairs in the dataset. Given a set of weights,   w  , the log likelihood is calculated as follows [57]:


   log P  (  w | D  )  =   ∑  d   {    ∑  e  log  (   w e  ϕ  (  e ; d  )   )   }  − M log   Z  (  G  D  i , j   ,   I  C  i , j   ,   … ,   T  C  i , j   ,   R  U  i , j    )  ,   



(5)




where     w e     and    ϕ  (  e ; d  )     indicate the weight assigned to   e  , and the value of the potential function for   e   when data   d   is entered, respectively.    Z  (  G  D  i , j   ,   I  C  i , j   ,   … ,   T  C  i , j   ,   R  U  i , j    )     denotes a normalization function calculated as follows (we will explain the normalization function in Section 2.5):


   Z  (  G  D  i , j   ,   I  C  i , j   ,   … ,   T  C  i , j   ,   R  U  i , j    )  =   ∑   G  D  i , j       ∑   I  C  i , j     ⋯   ∑   R  U  i , j      (    ∑   k = 1  K   w k  ϕ  (   C k   )   )  .   



(6)







The estimated set of weights    w ^    satisfies following condition:


    w ^  =   argmax  w  log P  (  w | D  )  .   



(7)







Because it is almost impossible to find    w ^    which satisfies Equation (7) by analytical approach, a meta-heuristic method such as a genetic algorithm is usually adopted. We adopt a genetic algorithm in this paper. For simplicity, we assume the range of each weight is [0, 1]. After the estimation, if an estimated weight for an edge   e  ,      w ^  e     is smaller than a threshold, then we eliminate the edge from the graph. Note that the threshold is a user parameter, and if the threshold is set as high then the graph would be sparse. Otherwise, the graph would be dense.



Let   c   be a clique after the graph structure is defined. Similar to Equation (5), the log likelihood is calculated as follows:


   log P  (  w | D  )  =   ∑  d   {    ∑  c  log  (   w c  ϕ  (  c ; d  )   )   }  − M log   Z  (  G  D  i , j   ,   I  C  i , j   ,   … ,   T  C  i , j   ,   R  U  i , j    )  ,   



(8)




where     w c     and    ϕ  (  c ; d  )     denote the weight assigned to   c   and the value of the potential function for c when data d is entered, respectively. Note that a potential function for each clique may be newly defined after the structure learning, and the corresponding weights should be estimated as seen in Equation (8).




2.5. Estimating Collaboration Level


A MRF efficiently yields joint probability distribution of all variables as follows [57]:


   P  (  X = x  )  =  1 Z  exp  (    ∑  k    ∑  l   w  l , k    ϕ l   (   c k   )   )    



(9)




where     c k     is the   k  th clique in the set of all cliques   C  ,     ϕ l     denotes the   l  th potential function,     w  l , k      denotes the weight assigned to the     ϕ l     for     c k    , and   Z   is a normalization function that ensures    P  (  X = x  )     a valid probability distribution.



Based on Equation (9), we can estimate the joint probability    P  (  G  D  i , j   ,   I  C  i , j   ,   … ,   T  C  i , j   ,   R  U  i , j    )     as follows:


   P  (  G  D  i , j   ,   I  C  i , j   ,   … ,   T  C  i , j   ,   R  U  i , j    )  =  1  Z  (  G  D  i , j   ,   I  C  i , j   ,   … ,   T  C  i , j   ,   R  U  i , j    )      ∑   k = 1  K   w k  ϕ  (   C k   )  ,   



(10)




where   K   indicates the number of cliques included in the graph structure, and     C k     denotes clique   k  .



Marginalizing Equation (10), we can calculate the conditional probabilities that variables have 1 in the collaborative performance dimension given collaborative performance factors such as    P  (  Q  U  i , j   = 1 | G  D  i , j   ,   I  C  i , j   ,   … , P  E  i , j    )    ,    P  (  T  C  i , j   = R  U  i , j     = 1 | G  D  i , j   ,   I  C  i , j   ,   … , P  E  i , j    )    , and    P  (  Q  U  i , j   = T  C  i , j   = R  U  i , j   = 1 | G  D  i , j   ,   I  C  i , j   ,   … , P  E  i , j    )    . We call these conditional probabilities the collaboration levels between two enterprises in CM. As an example of the probability calculation,    P  (  T  C  i , j   = R  U  i , j     = 1 | G  D  i , j   ,   I  C  i , j   ,   … , P  E  i , j    )     is calculated as follows:


   P  (  Q  U  i , j   = T  C  i , j   =   RU   i , j   = 1 | G  D  i , j   ,   I  C  i , j   ,   … , P  E  i , j    )  =   P  (  G  D  i , j   ,   I  C  i , j   ,   … ,   P  E  i , j   ,   Q  U  i , j   = 1 ,   T  C  i , j   = 1 ,   RU   i , j   =   1  )    P  (  G  D  i , j   ,   I  C  i , j   ,   … , P  E  i , j    )    =   P  (  G  D  i , j   ,   I  C  i , j   ,   … ,   P  E  i , j   ,   Q  U  i , j   = 1 ,   T  C  i , j   = 1 ,   RU   i , j   = 1  )      ∑  Q  U  i , j   = 0  1     ∑  T  C  i , j   = 0  1     ∑  R  U  i , j   = 0  1   P  (  G  D  i , j   ,   I  C  i , j   ,   … ,   T  C  i , j   ,   R  U  i , j    )            



(11)







In addition, we can calculate conditional probabilities by marginalization even though some values are missing. For example, let the values of    M  E  i , j     ,    S  O  i , j     ,    T  E  i , j      and    P  E  i , j      be not given, and we want to calculate the probability that both enterprise   i   and   j   will improve resource utilization through collaboration between them,    P  (  R  U  i , j   = 1 | G  D  i , j   ,   I  C  i , j   ,   … , R  S  i , j    )    . It can be calculated as follows:


   P  (  R  U  i , j     = 1 | G  D  i , j   ,   I  C  i , j   ,   … , R  S  i , j    )  =   P  (  G  D  i , j   ,   I  C  i , j   ,   … , R  S  i , j   ,   R  U  i , j   = 1  )    P  (  G  D  i , j   ,   I  C  i , j   ,   … , R  S  i , j    )    =     ∑  Q  U  i , j   = 0  1     ∑  T  C  i , j   = 0  1     ∑  M  E  i , j   = 0  1     ∑  S  O  i , j   = 0  1     ∑   E  i , j   = 0  1     ∑  P  E  i , j   = 0  1  P       (  G  D  i , j   ,   I  C  i , j   ,   … ,   T  C  i , j   ,   R  U  i , j    )            ∑  Q  U  i , j   = 0  1     ∑  T  C  i , j   = 0  1     ∑  R  U  i , j   = 0  1     ∑  M  E  i , j   = 0  1     ∑  S  O  i , j   = 0  1     ∑   E  i , j   = 0  1     ∑  P  E  i , j   = 0  1  P       (  G  D  i , j   ,   I  C  i , j   ,   … ,   T  C  i , j   ,   R  U  i , j    )              



(12)









3. Illustrative Example


In this section, we provide an example to illustrate how to apply the framework in practice. In the example, we assume that 20 enterprises participate in CM and they collaborate with each other. Even though a group of    h    (  3 ≤ h ≤ 20  )     enterprises can have collaboratively produced manufacturing services, we assume the group is partitioned to     (     h     2     )     small groups whose size is 2. Namely, the number of pairs of two collaborative companies is     (      20      2     )  = 190   .



We generate data from each variable distribution we assumed. First of all, distributions of the variables in the enterprise features dimension are as follows:


    P  (  S  T i  = k  )  =  1 4  ,   for   i = 1 , 2 ,   … ,   20 ,   p = 1 ,   2 ,   3 ,   4  ,   



(13)






    P  (  G  L i  = k  )  =  1 3  ,   for   i = 1 , 2 ,   … ,   20 ,   r = 1 ,   2 ,   3  ,   



(14)






    P  (  M  R i  = k | S  T i  = k  )  = 0.8 ,   P  (  M  R i  = q | S  T i  = k  )  = 0.2 ×  1 3  ,   for   k = 1 ,   2 ,   3 ,   4  ,    q ≠ k  .   



(15)







In addition, we assume the values of factors in dimensions of information sharing, decision synchronization, incentive alignment, and capacity sharing are determined as follows:


    P  (  f a c t o  r  i , j   = 1 | I  C  i , j   = 1 ,   G  D  i , j   = 1  )  = 0.7 ,   for   i = 1 , 2 ,   … ,   19  ,    i < j    



(16)






    P  (  f a c t o  r  i , j   = 1 | I  C  i , j   = 1 ,   G  D  i , j   = 0  )  = 0.5 ,   for   i = 1 , 2 ,   … ,   19  ,    i < j    



(17)






    P  (  f a c t o  r  i , j   = 1 | I  C  i , j   = 0 ,   G  D  i , j   = 1  )  = 0.5 ,   for   i = 1 , 2 ,   … ,   19  ,    i < j    



(18)






    P  (  f a c t o  r  i , j   = 1 | I  C  i , j   = 0 ,   G  D  i , j   = 0  )  = 0.1 ,   for   i = 1 , 2 ,   … ,   19  ,    i < j    



(19)




where    f a c t o  r  i , j      indicates a factor included in these dimensions (e.g.,    I  L  i , j     ,    T  E  i , j     ).



Finally, we assume the values of factors in collaborative performance are determined as follows:


    P  (  Q  U  i , j   = 1 | I  L  i , j   + D  F  i , j   + … + P  E  i , j   = n  )  =  n  15    ,   



(20)






    P  (  T  C  i , j   = 1 | I  L  i , j   + D  F  i , j   + … + P  E  i , j   = n  )  =  n  15    ,   



(21)






    P  (  R  U  i , j   = 1 | I  L  i , j   + D  F  i , j   + … + P  E  i , j   = n  )  =  n  15    .   



(22)







We define the potential function for each edge to modify the initial graph. Since all variables, except for the variables in the enterprise features dimension, are binary, we use potential functions in the same form (i.e., 184 potential functions for each edge have the same form) as follows:


    ϕ 1   (  V  1  i , j   ,   V  2  i , j    )  =  {      2 ,     i f   V  1  i , j   = V  2  i , j   = 1       1 ,     i f   V  1  i , j   = V  2  i , j   = 0       0 ,     o t h e r w i s e         



(23)




where    V  1  i , j      and    V  2  i , j      are the two variables connected by an edge in the initial graph.



We adopt the genetic algorithm to estimate the set of weights assigned to edges, and we eliminate 138 edges whose corresponding weights are smaller than 0.8. From the elimination process, we obtain the graph structure which is given in Figure 3. Note that we omit the dimension of enterprise features in Figure 3, because the potential functions are not assigned to the edges linking the nodes in the dimension as mentioned before.



The graph presented in Figure 3 includes 27 cliques whose size is 2 or 3. For cliques whose size is 2 (i.e., cliques which include two nodes), we employ again the potential functions presented in (23), and we design the clique potential form for the cliques whose size is 3 as follows:


    ϕ 2   (  V  1  i , j   ,   V  2  i , j   ,   V  3  i , j    )  =  {          3 ,     i f   V  1  i , j   = V  2  i , j   =   V  3  i , j   = 1       2 ,     i f   V  1  i , j   = V  2  i , j   =   V  3  i , j   = 0               1 ,     i f   V  1  i , j   + V  2  i , j   +   V  3  i , j   =   2       0 ,     o t h e r w i s e             



(24)




where    V  1  i , j     ,    V  2  i , j      and    V  3  i , j      are variables included in the same clique (e.g.,    V  1  i , j     ,    V  2  i , j      and    V  3  i , j      are    I  C  i , j     ,    D  F  i , j     , and    S  D  i , j     , respectively).



We also adopt the genetic algorithm to estimate the weight of each potential function, and Table 2 shows the learning result. As seen in Table 2, the graph includes 27 cliques.



We calculate the probabilities presented in Equations (9) and (10) for every combination of two enterprises. For this example, we illustrate the calculation process for the randomly selected combination of enterprises 1 and 17. Table 3 shows the values of variables of enterprises 1 and 17.



Calculating the joint probability    P  (  G  D  1 , 17   ,   I  C  1 , 17   ,   … ,   T  C  1 , 17   ,   R  U  1 , 17    )     requires the calculation of the value of the normalization function presented in Equation (6). The value of the normalization function can be practically calculated as follows:


   Z  (  G  D  i , j   ,   I  C  i , j   ,   … ,   T  C  i , j   ,   R  U  i , j    )  =  2  18   × 4 ×   ∑    |   C k   |  = 2    w k   ϕ 1   (   C k   )  +  2  17   × 8 ×   ∑    |   C k   |  = 3    w k   ϕ 2   (   C k   )  ,   



(25)




where      ∑    |   C k   |  = 3    w k   ϕ 1   (   C k   )     and      ∑    |   C k   |  = 3    w k   ϕ 2   (   C k   )     denote the weighted sums of potential functions assigned to cliques whose size is 2 and 3, respectively. Figure 4 demonstrates the process by which Equation (25) is derived, with a small example where there are five binary variables and     V 1    ,     V 2     and     V 3     form a clique. In Figure 4, all possible values that variables in the clique can take are expressed as a box with thick line. The box appears four times and is equal to the number of all possible values that     (   V 4  ,  V 5   )     takes, while the vector is equal to the vector including all variables other than the variables in the clique. In addition, the sum of potential function values when variable values in each box are entered (i.e.,      ∑    V 1  = 1  2    ∑    V 2  = 1  2    ∑    V 3  = 1  1   ϕ 2   (   V 1  ,    V 2  ,  V 3   )    ) is 8. Thus, the value of the normalization function, which is the sum of potential values when all possible combinations of all the values variables can take, is calculated as follows:      ∑    V 1  = 1  2    ∑    V 2  = 1  2    ∑    V 3  = 1  1   ϕ 2   (   V 1  ,    V 2  ,  V 3   )  ×    number of all possible values of the vector whose elements are remaining variables can take =     2 3  × 4   . In the same way, Equation (24) can be derived. The value of the normalization function in the example with 20 companies is obtained by means of Equation (24), and it is 3914999521.



Based on the values in Table 3 and the normalization function value,    P  (  G  D  1 , 17   ,   I  C  1 , 17   ,   … ,   T  C  1 , 17   ,   R  U  1 , 17    )     is calculated as follows:


   P  (  G  D  1 , 17   ,   I  C  1 , 17   ,   … ,   T  C  1 , 17   ,   R  U  1 , 17    )  =  1  Z  (  G  D  1 , 17   ,   I  C  1 , 17   ,   … ,   T  C  1 , 17   ,   R  U  1 , 17    )      ∑   k = 1  K   w k   ϕ k   (   C k   )    =  1  3914999521    (  0.5004 × 0 + 0.9768 × 0 + 0.7800 × 3 + … + 0.9906 × 1  )  = 7.22 ×   10   − 9     



(26)







Using Equation (25), the various collaboration levels can be calculated and we present each result in Equations (26)–(28).


   P  (  Q  U  1 , 17   = 1 | G  D  1 , 17   ,   I  C  1 , 17   ,   … , P  E  1 , 17    )  =     ∑  T  C  i , j   = 0  1   ∑  R  U  i , j   = 0  1  P   (  G  D  1 , 17   ,   I  C  1 , 17     ,   … ,   T  C  1 , 17   ,   R  U  1 , 17   ,   Q  U  1 , 17   = 1  )      ∑  Q  U  i , j     =   0  1     ∑  T  C  i , j     =   0  1     ∑  R  U  i , j     =   0  1  P       (  G  D  1 , 17   ,   I  C  1 , 17   ,   … ,   T  C  1 , 17   ,   R  U  1 , 17    )    =   4.49 ×   10   − 9   + 4.97 ×   10   − 9   + 5.29 ×   10   − 9   + 5.37 ×   10   − 9     4.04 ×   10   − 8     = 0.4980 ,   



(27)






   P  (  Q  U  1 , 17   = T  C  1 , 17     = 1 | G  D  1 , 17   ,   I  C  1 , 17   ,   … , P  E  1 , 17    )  =     ∑  R  U  i , j     =   0  1  P   (  G  D  1 , 17   ,   I  C  1 , 17     ,   … ,   Q  U  1 , 17   = 1 ,   T  C  1 , 17   = 1 ,   R  U  1 , 17   ,  )      ∑  Q  U  i , j     =   0  1     ∑  T  C  i , j     =   0  1     ∑  R  U  i , j     =   0  1  P       (  G  D  1 , 17   ,   I  C  1 , 17   ,   … ,   T  C  1 , 17   ,   R  U  1 , 17    )    =   4.49 ×   10   − 9   + 4.97 ×   10   − 9     4.04 ×   10   − 8     = 0.2342 ,   



(28)






   P  (  Q  U  i , j   = T  C  i , j   =   RU   i , j   =   1 | G  D  1 , 17   ,   I  C  1 , 17   ,   … , P  E  1 , 17    )  =   P  (  G  D  1 , 17   ,   I  C  1 , 17     ,   … ,   Q  U  1 , 17   = 1 ,   T  C  1 , 17   = 1 ,   R  U  1 , 17   = 1  )      ∑  Q  U  i , j     =   0  1     ∑  T  C  i , j     =   0  1     ∑  R  U  i , j     =   0  1  P       (  G  D  1 , 17   ,   I  C  1 , 17   ,   … ,   T  C  1 , 17   ,   R  U  1 , 17    )    =   4.49 ×   10   − 9     4.04 ×   10   − 8     = 0.11.   



(29)







Figure 5 visualizes the calculation results of the conditional probabilities,    P  (  Q  U  i , j   = T  C  i , j   = R  U  i , j   =   1 | G  D  i , j   ,   I  C  i , j   ,   … , P  E  i , j    )     for all   i   and    ( i < j ,   i = 1 , 2 ,   … ,   19 ,   j = 1 ,   2 ,   … ,   20 )   . For instance,    P  (  Q  U  1 , 2   = T  C  1 , 2   = R  U  1 , 2   = 1 | G  D  1 , 2   ,   I  C  1 , 2   ,   … , P  E  1 , 2    )  > 0.5   ,    0.3 < P  (  Q  U  2 , 3   = T  C  2 , 3   = R  U  2 , 3   = 1 | G  D  2 , 3   ,   I  C  2 , 3   ,   … , P  E  2 , 3    )  < 0.5   ,    P  (  Q  U  1 , 8   = T  C  1 , 8   = R  U  1 , 8   = 1 | G  D  1 , 8   ,   I  C  1 , 8   ,   … , P  E  1 , 8    )  < 0.3   . This information can be practically applied to group enterprises in CM.




4. Conclusions


Enterprises participating in CM collaborate with each other to more efficiently produce highly customized or moderately large manufacturing services which cannot be produced solely by one enterprise. Collaboration is one of main factors which impacts the qualities of products and services, but there has been no previous research developing a method to estimate collaboration level between enterprises in CM. Accordingly, the operation issues such as task allocation in CM cannot be effectively solved, and therefore it is very important to develop a method to estimate collaboration level between enterprises in CM.



In this paper, we proposed a framework based on the PGM for estimating the collaboration level between enterprises in CM. The variables were brought from thorough literature reviews, and we categorized them into enterprise features, collaboration possibility, information sharing, decision synchronization, incentive alignment, capacity sharing, and collaborative performance. The framework efficiently yields various probabilities that two enterprises in CM will collaborate well (i.e., the probability that they will get a high collaborative performance, given other features (e.g., enterprise feature, information sharing)).



The collaboration levels obtained from the proposed framework could be used to resolve diverse operational problems in CM. The collaboration levels, for instance, would be employed as useful criteria to properly allocate tasks in CM. Concretely, the operator in CM would allocate a task to a set of enterprises with high collaboration level, since they can guarantee manufacturing services with high quality and low operational cost.



For further research, we will statistically verify the relationships among the variables with real data to overcome limitations that we had with the artificial data. As another future research project, we will apply the framework to solve task allocation problems in CM. In other words, it will be necessary to formulate a problem that maximizes the sum (or product) of collaboration levels between enterprises assigned to the task, and to develop more efficient algorithms for this type of problem.
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Figure 1. Dimensions considered and their relationships. 
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Figure 2. A part of the initial graph: collaboration possibility and decision synchronization. 
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Figure 3. Learned graph structure in the example. 
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Figure 4. Derivation process of the normalization function value. 
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Figure 5. Calculation results of the collaboration levels. 
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Table 1. Overall variables used in this paper.







Table 1. Overall variables used in this paper.







	
Dimension

	
Variable

	
Explanation

	
Values

	
References






	
Enterprise Features

	
   S  T  i     

	
Service type enterprise i provides

	
p: Type p service (p =1,2,3,4)

	
[2,42]




	
   M  R  i     

	
Manufacturing resources of enterprise i

	
q: Type resource q (q = 1,2,3,4)

	
[2,42]




	
   G  L  i     

	
Geographical location of enterprise i

	
r: Region (r = 1,2,3)

	
[2,42]




	
Collaboration Possibility

	
   I  C  i , j     

	
Interchangeability and composability of services enterprises i and j provide

	
1: Interchangeable or composable

0: Otherwise

	
-




	
   G  D  i , j     

	
Geographical distance between enterprises i and j

	
1: They are closely located

0: Otherwise

	
-




	
Information Sharing

	
   I  L  i , j     

	
Inventory level sharing between enterprises i and j

	
1: They have shared inventory level

0: Otherwise

	
[31,34,43,44,45,46,47,50]




	
   D  F  i , j     

	
Collaborative demand forecasting between enterprises i and j

	
1: They have collaboratively forecasted demand

0: Otherwise

	
[31,44,45,46]




	
   N  P  i , j     

	
New product development plan sharing between enterprises i and j

	
1: They have shared new product development plan

0: Otherwise

	
[31,35,45,48,49]




	
   M  S  i , j     

	
Manufacturing schedule sharing between enterprises i and j

	
1: They have shared manufacturing schedules

0: Otherwise

	
[35,44,48,49,50]




	
   M  A  i , j     

	
Information of manufacturing ability sharing between enterprises i and j

	
1: They have shared manufacturing ability

0: Otherwise

	
[44,45,48,50]




	
Decision Synchronization

	
   O  D  i , j     

	
Operational decision synchronization between enterprises i and j

	
1: They have collaboratively made a decision regarding operational issues

0: Otherwise

	
[31,43,49,51,52]




	
   S  D  i , j     

	
Strategic decision synchronization between enterprises i and j

	
1: They have collaboratively made a decision regarding strategic issues

0: Otherwise

	
[31,35,49,51,52]




	
   P  D  i , j     

	
Policy decision synchronization between enterprises i and j

	
1: They have collaboratively made a decision regarding policy issues

0: Otherwise

	
[34,43]




	
Incentive Alignment

	
   C  S  i , j     

	
Cost sharing between enterprises i and j

	
1: They have shared cost

0: Otherwise

	
[3]




	
   B  S  i , j     

	
Benefit sharing between enterprises i and j

	
1: They have shared benefit

0: Otherwise

	
[53]




	
   R  S  i , j     

	
Risk sharing between enterprises i and j

	
1: They have shared risk

0: Otherwise

	
[53,54]




	
Capacity Sharing

	
   M  E  i , j     

	
Manufacturing equipment sharing between enterprises i and j

	
1: They have shared manufacturing equipment

0: Otherwise

	
[25,35,41,49]




	
   S  O  i , j     

	
Storage sharing between enterprise    s   i    and   j  

	
1: They have shared storage

0: Otherwise

	
[25,35,41,49]




	
   T  E  i , j     

	
Technology sharing between enterprises   i   and   j  

	
1: They have shared technology

0: Otherwise

	
[25,35,41,49]




	
   P  E  i , j     

	
Personnel sharing between enterprises   i   and   j  

	
1: They have shared personnel

0: Otherwise

	
[41]




	
Collaborative Performance

	
   Q  U  i , j     

	
Quality improvement of both enterprises   i   and   j  

	
1: They have experienced quality improvement through collaboration

0: Otherwise

	
[33,42,56]




	
   T  C  i , j     

	
Total cost reduction of both enterprises   i   and   j  

	
1: They have experienced total cost reduction through collaboration

0: Otherwise

	
[33,45,49,56]




	
   R  U  i , j     

	
Resource utilization improvement of both enterprises   i   and   j  

	
1: They have experienced resource utilization improvement through collaboration

0: Otherwise

	
[45]
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Table 2. Clique information and learning result.







Table 2. Clique information and learning result.







	
Clique

	
Variables

	
Weight






	
    C 1    

	
   I  C  i , j   ,   I  L  i , j     

	
0.5004




	
    C 2    

	
   I  C  i , j   ,   D  F  i , j   ,   S  D  i , j     

	
0.9768




	
    C 3    

	
   I  C  i , j   ,   S  O  i , j     

	
0.8985




	
    C 4    

	
   G  D  i , j   ,   P  D  i , j   ,   R  S  i , j     

	
0.7800




	
    C 5    

	
   G  D  i , j   ,   C  S  i , j   ,   S  O  i , j     

	
0.8391




	
    C 6    

	
   G  D  i , j   ,   R  S  i , j   ,   S  O  i , j     

	
0.7346




	
    C 7    

	
   I  L  i , j   ,   M  A  i , j     

	
0.6401




	
    C 8    

	
   I  L  i , j   ,   C  S  i , j   ,   T  C  i , j     

	
0.8228




	
    C 9    

	
   D  F  i , j   ,   C  S  i , j   ,   B  S  i , j     

	
0.8540




	
    C  10     

	
   D  F  i , j   ,   C  S  i , j   ,   Q  U  i , j     

	
0.7149




	
    C  11     

	
   D  F  i , j   ,   B  S  i , j   ,   M  E  i , j     

	
0.4255




	
    C  12     

	
   N  P  i , j   ,   M  S  i , j   ,   S  D  i , j     

	
0.9206




	
    C  13     

	
   N  P  i , j   ,   M  S  i , j   ,   T  C  i , j     

	
0.8757




	
    C  14     

	
   N  P  i , j   ,   M  A  i , j     

	
0.4294




	
    C  15     

	
   N  P  i , j   ,   C  S  i , j   ,   T  C  i , j     

	
0.8521




	
    C  16     

	
   N  P  i , j   ,   M  E  i , j     

	
0.8038




	
    C  17     

	
   M  S  i , j   ,   S  D  i , j   ,   R  U  i , j     

	
0.9946




	
    C  18     

	
   M  S  i , j   ,   R  S  i , j   ,   T  C  i , j     

	
0.1193




	
    C  19     

	
   M  S  i , j   ,   Q  U  i , j     

	
0.8209




	
    C  20     

	
   M  S  i , j   ,   T  C  i , j   ,   R  U  i , j     

	
0.5309




	
    C  21     

	
   M  A  i , j   ,   P  E  i , j     

	
0.9671




	
    C  22     

	
   M  A  i , j   ,   R  U  i , j     

	
0.6952




	
    C  23     

	
   O  D  i , j   ,   R  U  i , j     

	
0.2307




	
    C  24     

	
   S  D  i , j   ,   T  E  i , j     

	
0.7174




	
    C  25     

	
   B  S  i , j   ,   M  E  i , j   ,   T  E  i , j     

	
0.6907




	
    C  26     

	
   R  S  i , j   ,   M  E  i , j   ,   T  E  i , j     

	
0.8250




	
    C  27     

	
   M  E  i , j   ,   P  E  i , j     

	
0.9906
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Table 3. Values of variables of enterprises 1 and 17.
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Variable

	
Value

	
Variable

	
Value

	
Variable

	
Value






	
     IC   i , j     

	
0

	
     OD   i , j     

	
0

	
     SO   i , j     

	
0




	
     GD   i , j     

	
1

	
     SD   i , j     

	
0

	
     TE   i , j     

	
1




	
     IL   i , j     

	
1

	
     PD   i , j     

	
1

	
     PE   i , j     

	
1




	
     DF   i , j     

	
1

	
     CS   i , j     

	
0

	
     QU   i , j     

	
1




	
     NP   i , j     

	
1

	
     BS   i , j     

	
0

	
     TC   i , j     

	
0




	
     MS   i , j     

	
0

	
     RS   i , j     

	
1

	
     RU   i , j     

	
1




	
     MA   i , j     

	
1

	
     ME   i , j     

	
1
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