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Abstract

:

Frequent landslide disasters on the Loess Plateau in northwestern China have had a serious impact on the lives and production of the people in the region due to the fragile ecological environment and severe soil erosion. The effective monitoring and management of landslide hazards is hindered by the wide range of landslide features and scales in remotely sensed imagery, coupled with the shortage of local information and technology. To address this issue, we constructed a loess landslide dataset of 11,010 images and established a landslide detection network model. Coordinate Attention (CA) is integrated into the backbone with the aid of the YOLO model to capture precise location information and remote spatial interaction data from landslide images. Furthermore, the neck includes the Convolutional Block Attention Module (CBAM), which prompts the model to prioritize focusing on legitimate landslide objectives while also filtering out background noise to extract valid feature information. To efficiently extract classification and location details from landslide images, we introduce the lightweight Decoupled Head. This enhances detection accuracy for landslide objectives without excessively increasing model parameters. Furthermore, the utilization of the SIoU loss function improves angle perception for landslide detection algorithms and reduces the deviation between the predicted box and the ground truth box. The improved model achieves landslide object detection at multiple scales with a mAP of 92.28%, an improvement of 4.01% compared to the unimproved model.
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1. Introduction


Landslides and mudslides have a significant worldwide impact, damaging various man-made structures and infrastructure from local to global scales. There is a need to prepare and manage these disasters to mitigate their effects [1]. On 22 June 2022, a 5.9 magnitude earthquake hit eastern Afghanistan, triggering landslides that claimed the lives of at least 1570 people and left nearly 6000 others injured. According to senior Taliban officials, the direct economic damage is estimated at $2 billion. On 9 April 2022, heavy rainfall persisted in eastern South Africa, causing floods and landslides that caused extensive damage to homes, bridges, and roads. Local officials reported that the floods caused 544 fatalities, 50 injuries, and over 40 missing persons. Moreover, over 40,000 people were left homeless, and over 8329 homes and more than 600 school buildings were damaged, including at least 4000 destroyed. The disaster affected some 13,556 households [2,3].



China has a varied terrain with constantly evolving geology that leads to frequent geological disasters, including landslides. These landslides have a damaging impact on local communities, affecting both their livelihoods and safety. Timely detection of landslide-prone areas can reduce the loss of life and property. Five types of landslides exist: falling, overturning, sliding, spreading, and flowing, with sizes ranging from a few hundred meters to several kilometers [4]. Accurate techniques for identifying landslides at multiple scales are critical for preventing and mitigating disasters and for monitoring and managing landslide hazards. These techniques are essential for maintaining safety and reducing the risk of geological disasters [5]. Traditional landslide identification and detection typically involve manual field surveys and judgments, which result in high labor and material costs. However, over time, remote sensing images have become a mainstream method for landslide identification. Currently, technologies for landslide identification based on remote sensing images can be categorized into the following parts: (1) Visual interpretation, in which geological professionals employ a combination of visual interpretation and manual judgment to accurately assess landslides. While this method relies on subjective experience, it produces more precise results than alternative approaches. However, this approach is time-consuming and laborious [6]. (2) The machine learning method, which covers many aspects; by extracting various relevant features of data, it requires less human involvement, but the recognition accuracy is usually lower, which has been the shortcoming of this method [7,8]. (3) In the deep learning method, which is a derivative of the machine learning method, the network model used has a more intricate and complex inherent relationship, and it can obtain more detailed information from remote sensing images during training. However, it requires a huge amount of data to support it.



Currently, researchers primarily use mainstream deep learning methods for landslide detection. Deep learning-based algorithms for object detection are usually categorized as single-stage or two-stage detection. YOLO and SSD represent single-stage detection algorithms [9,10]. The algorithms do not require generating region proposals. Instead, they directly classify and regress the extracted image features according to the object’s location and category through a specific network structure. In single-stage detection algorithms, the problem of object localization is converted into a regression problem to address, and the detection model uniformly analyses regression and classification outcomes. The two-stage detection algorithms are represented by R-CNN and Fast R-CNN, necessitating the generation of region proposals and feature extraction by CNN, followed by object classification and localization using classifiers [11,12]. Zhao et al. [13] enhanced the capability of YOLOv5 to identify remotely sensed images by integrating an extra cross-layer asymmetric transformer (CA-Trans) prediction head. The addition captures the asymmetric information between the head and others effectively, thanks to the use of a sparse local attention (SLA) module. Cheng et al. [14] utilized group convolution (Gconv) and ghost bottleneck (G-bneck) residual modules to replace the convolution components and residual modules consisting of standard convolution. The purpose was to reduce the model’s parameters, which consequently made the model less accurate. Later, the selection kernel (SK) attention mechanism was introduced to help the network model minimize the attention to background noise in remotely sensed landslide images. Niu et al. [15] integrated the attention mechanism into the Faster R-CNN network model to produce an attention-enhanced regional network model for detecting multi-scale landslides and debris flows. The study verifies that the enhanced model effectively eliminates irrelevant noise, but its larger size slightly reduces detection speed. Ju et al. [16] conducted a study on landslide object detection in the Loess Plateau region. A database of historical records data was created utilizing Google Earth images with expert manual annotation. Three object detection algorithms were then chosen for automatic landslide identification experiments, comprising the one-stage algorithms RetinaNet and YOLOv3 and the two-stage algorithm Mask R-CNN. It was ultimately confirmed that Mask R-CNN achieved the highest accuracy, offering a reference for future research. However, the major limitation is that the recognition accuracy of Mask R-CNN’s best result is still relatively low. Yu et al. [17] utilized Google Earth imagery to detect landslide patterns remotely through the use of the improved YOLOX algorithm, achieving a notable precision rate. Dynahead Yolo incorporates a unified attention mechanism that is scale-aware, space-aware, and task-aware into the YOLOv3 framework. This mechanism enables the network model to be more precise in capturing the details of variable-scale landslide images. It also provides valuable insight into the possibility of improving the detection accuracy of the model by including an attention mechanism. However, the model’s performance still requires detailed information for small-sample landslide detection [18].



Although scholars have extensively studied object detection in remotely sensed landslide images and explored challenges in solving the landslide object detection problem, the Loess Plateau region of China faces unique challenges. The scarcity of landslide imagery, along with the multiple scales and variable shapes of landslides in this region, has resulted in landslide hazards that have not been effectively managed. This motivates us to create numerous loess landslide datasets, which is a time-consuming process, and explore various models to address the challenge of loess landslide monitoring and management. This paper proposes the use of such a model for effective monitoring and management of loess landslides. Our experimentation aims to introduce an enhanced object detection model that accurately identifies loess landslide objectives with a lightweight design.




2. Materials and Methods


2.1. Data Collection


The study site is located in the northwestern part of China, in Lanzhou City and Linxia Hui Autonomous Prefecture of Gansu Province. The area is a part of the Loess Plateau, as shown in Figure 1. The natural geological environment conditions are intricate, and the geo-ecological environment is exceptionally delicate. Statistics demonstrate that landslides in the Loess Plateau region account for up to one-third of the country’s total number of landslides, varying in size and frequency [19]. These disasters cause significant harm to nearby industries, communities, and infrastructure, often resulting in the devastation of farmland, factories, villages, and transportation systems. Landslides in the Loess Plateau pose a significant threat to the safety of residents and town development. Furthermore, the climate of the Loess Plateau is highly distinctive. The monsoonal circulation has a significant impact on the precipitation in the area, resulting in evident shifts between wet and dry seasons. In the high summer and early autumn, the southeast monsoon occurs, and warm, humid marine air masses approach, precipitating the onset of the rainy season. Rainfall is concentrated from 50% to 70% in July, August, and September, with heavier downpours observed in July and August and more consistent precipitation observed in September. In the winter and spring, dry and cold polar air masses dominate, resulting in mainly sunny weather with little output of rain or snow, causing a period of drought with sparse precipitation. However, temperatures are extremely low and susceptible to frequent freezes and thaws. The topography of the region is predominantly characterized by yellow landforms, which can be classified into three primary types: loess, beam, and mount. The formation and development of the loess landforms are mainly affected by neotectonics activity, as well as external dynamic traces caused by water-based geological processes. The accumulation of loess and erosion are interconnected, influenced by both internal and external dynamics, resulting in the formation of the current gully-straddled loess plateau landscape. This geomorphic evolution fosters the development of geological hazards, dictates their regional distribution, and provides a spatial foundation for their occurrence.



The optical remote sensing images utilized in this study were gathered from Google Earth. All images had a resolution of 2000 × 2000, and a total of 1916 images were downloaded. Specifically, the remote sensing landslide images were predominantly collected in three major areas where landslides have occurred, denoted as a, b, and c in Figure 1. In this study, we identified and mapped landslide locations using visual interpretation. Arcmap 10.2 was used by the experts to identify and interpret landslides visually. The landslide objects were then manually labeled using the Labelimg tool to obtain object detection labels. To ensure quality control of the landslide labeling, the resulting landslide interpretations were cross-validated by three landslide experts.



The images were processed and randomly cropped to increase the number of landslide images. This led to the expansion of the dataset to a remote sensing image dataset consisting of 11,010 images at a resolution of 640 × 640 pixels, which can be found at https://doi.org/10.5281/zenodo.10053430 (30 October 2023). The integrity of the data was confirmed during the cropping process. Subsequently, the dataset was divided into a training set, a validation set, and a testing set in the ratios of 80%, 10%, and 10%, respectively, as shown in Figure 2.




2.2. YOLO Model


Traditional YOLO Architecture


This study utilizes YOLOv5, a single-stage detection framework proposed by Ultralytics LLC in 2020. The model comprises four units: input, backbone, neck, and output. The framework draws on the advantages of earlier YOLO versions and other detection algorithms. YOLOv5 integrates the Focus layer into the input while using DarkNet53 in the backbone to extract main image features. A feature fusion framework that includes a feature pyramid structure (FPN) and a bottom–up path aggregation network has been inserted into the neck network to augment cross-layer fusion in multi-scale features. Finally, the extracted feature maps undergo multi-scale object detection using the YOLO Head. The complete YOLOv5 structure is shown in Figure 3.



Input: The mosaic module increased the amount of data by utilizing four images for random scaling, cropping, and stitching. This greatly enhanced the background information of the images and increased the batch size. The fusion of images enriches the background information and reduces the computational burden. Additionally, the adaptive image scaling module uniformly resizes input images to 640 × 640 pixels. During network training, the network generates predicted boxes using the initial anchor boxes, compares them with ground truth boxes to determine the difference, and subsequently updates the network parameters iteratively through backward propagation.



Backbone: The CSPDaknet53 was selected as the backbone network for YOLOv5. The backbone network comprises the Focus layer, the CSPNet framework, and the Spatial Pyramid Pooling (SPPF) module. Technical terms are explained when first used. During operation, the focusing layer periodically draws pixel points from the high-resolution image and reconstructs them into a low-resolution image. The adjacent positions of the image are stacked to improve the receptive field of each point and reduce the loss of original information. The CSPNet framework constitutes the main network and elevates the characteristics of varying dimensional feature maps via residual connectivity mechanisms. The SPPF module conducts maximal pooling across four dimensions, measuring 1 × 1, 5 × 5, 9 × 9, and 13 × 13, respectively, heightening the network’s capability to differentiate feature data from images [20].



Neck: The YOLOv5 feature fusion structure is derived from YOLOv4’s Path Aggregation Feature Pyramid Network (PAFPN), which effectively fuses high-level semantic and low-level representational information. This enhances the network’s localization ability for object detection by providing greater translation equivariance and rich translation invariance for model classification. The integration of detailed and semantic features across various scales is efficiently enhanced, resulting in remarkable progress in detecting small objectives and addressing the multi-scale challenge in object detection missions. As such, numerous enhanced feature fusion designs have been integrated into the FPN foundation.



Output: The text already adheres to the principles or lacks context. Therefore, the improved version is the following: the output uses non-maximal suppression (NMS) with CIoU loss function, where NMS improves the performance of the network model in detecting overlapping objects, while CIoU consolidates the good detection performance of YOLOv5 [21].





2.3. Model Adjustment for Landslide Objectives


To enhance the network model’s feature fusion and information extraction capabilities, this paper integrates Coordinate Attention (CA) into the standard YOLOv5 backbone network. To improve the model’s ability to perceive location information, this paper merges the multi-convolutional stacking module from the neck component of the YOLOv5 with the CBAM attention mechanism. To enhance the network model’s landslide classification and location extraction capabilities, this study replaces the traditional YOLO Head with the lightweight Decoupled Head Mini. To minimize the discrepancy between the predicted box and the ground truth box, the SIoU loss function is implemented in this research paper. Finally, this paper combines the above improvement points to obtain a landslide detection method with an accuracy exceeding that of other models, as shown in Figure 4.



2.3.1. Introducing Coordinate Attention


In this paper, it is found that the backbone network has insufficient feature extraction when facing remote sensing landslide images; for example, detailed information such as edges of landslide images are lost in extraction. Therefore, the Coordinate Attention module is embedded after the first C3 module of the YOLOv5 backbone so that the network model takes into account not only channel information but also direction-related location information. Moreover, it is flexible and lightweight enough to improve the accuracy of object detection, especially for small objects, without increasing the number of model parameters excessively. The Coordinate Attention module is designed to improve the representation of the learned features of the mobile network, which can transform the output into a tensor of the same size for each intermediate feature tensor in the network [22]. The Coordinate Attention is constructed as shown in Figure 5.



First, to avoid compressing all spatial information into channels, global average pooling is not used here, and the decomposition of global average pooling is used to obtain remote spatial interactions with more precise location information, as shown in the following Equations (1) and (2). This causes the input feature maps of size   C × H × W   to be pooled in the   X   and   Y   directions to generate feature maps of size   C × H × 1   and   C × 1 × W  , respectively.


   z c h  ( h ) =  1 W   ∑  0 ≤ i < W    x c  ( h , i )  



(1)






   z c w  ( w ) =  1 H   ∑  0 ≤ j < H    x c  ( j , w )  



(2)







Next, the generated feature maps are transformed, and then the concat operation is performed, as shown in Equation (3).


  f = δ (  F 1  ( [  z h  ,  z w  ] ) )  



(3)







After the concat operation of     z   h     and     z   w    , the dimensionality reduction and activation operations are performed to generate the feature map, as shown in Equation (4).


  f ∈  R   C r  × ( H + W ) × 1    



(4)







Finally, along the spatial dimension, the split operation is performed, and then the   1 × 1   convolution is used to perform the dimension raising operation, respectively, and the final attention vector is obtained by combining the sigmoid activation function, as shown in Equations (5) and (6).


   g h  ∈  R  C × H × 1    



(5)






   g w  ∈  R  C × 1 × W    



(6)







The final output is shown in Equations (7)–(9).


   g h  = σ    F h     f h       



(7)






   g w  = σ    F w     f w       



(8)






   y c  ( i , j ) =  x c  ( i , j ) ×  g c h  ( i ) ×  g c w  ( j )  



(9)







As shown in Figure 6, the feature maps of both layers, before and after implementing the Coordinate Attention module, are presented. The introduction of the Coordinate Attention module not only prevents excessive model volume but also fully captures feature information from remotely sensed landslides. It accurately highlights areas of interest and establishes relationships between channels. This module’s main significance is highlighted in this paper.




2.3.2. C3 Module Combined with CBAM


Throughout the experiments, it was discovered that the model occasionally overlooks the detection of landslides at various scales and other circumstances. To enhance the model’s robustness and enable it to more accurately identify landslides at different scales, we should focus on the model’s contextual information and improve its ability to contextualize information. We are considering implementing the Convolutional Block Attention Module (CBAM) and combining it with the C3 module. Technical abbreviation introductions will be explained upon initial use. The CBAM is designed to weigh and scale the features in the network, thereby enhancing the network’s representational power and accuracy [23]. As shown in Figure 7, the CBAM comprises two components: channel attention and spatial attention. Channel attention weighs the feature channels and adaptively adjusts the importance of each one to improve the network’s ability to perceive specific features. Conversely, spatial attention weighs the spatial dimension of the feature map to improve the network’s ability to perceive spatial locations by adaptively adjusting the importance of each spatial location. By implementing CBAM, the network can enhance its ability to learn input data features, enabling improved differentiation between distinct objects and contexts.



The neck section of YOLOv5 commonly consists of convolutional layer stacks, termed C3 modules, which extract and fuse features from various layers. Integrating the CBAM module with the C3 module boosts the model’s performance by aiding the network in capturing features of various scales and improving feature representation through channel attention and spatial attention mechanisms, as shown in Figure 8. Furthermore, the inclusion of the CBAM module improves the model’s ability to mitigate common visual interferences found in landslide images, such as background noise and illumination variations, thereby rendering the model more resilient and adaptable for practical usage in discovering loess landslide objectives.



The impact of incorporating a CBAM module versus not incorporating one for multi-scale landslide images is shown in Figure 9. These results suggest that CBAM can improve the ability to collect contextual data and facilitate accurate recognition of multi-scale landslide objectives.




2.3.3. Replacement of Head


The detection model should output the classification and boundary location of landslide objects separately. The classification is primarily based on the object’s texture content, while the location is based on its edge information. Therefore, to enhance the efficiency of the two aforementioned aspects, the Decoupled Head approach is utilized, which separates the output classification and location into two different heads. This technique effectively augments detection accuracy and expedites convergence [24]. The structure of Decoupled Head is shown in Figure 10.



The Decoupled Head input is initially reduced to 256 channels using 1 × 1 convolution. It is then split into two branches, with each branch further reduced to 128 channels through 3 × 3 convolution. One branch is devoted to the classification task, which focuses more on identifying the category to which extracted features belong. The other branch serves the regression task and pays more attention to location data. Therefore, regression concentrates more on the coordinates of the GT Box and the adjustment of the bounding box parameters. The addition of the IoU branch to the regression task is accompanied by the decoupling of the regression task, which is separated into position and confidence-related tasks. This decoupling of the detection head effectively minimizes the prediction bias resulting from task differences, thereby enhancing the model’s detection accuracy.



In this study, we introduce the Decoupled Head Mini. The model incorporates convolution layers with a focus on information compression of the feature map without excessive convolution operations. This decreases the number of channels and, to some degree, the number of parameters needed for the network structure. It also lessens the overall computation of the network, thus furnishing necessary prerequisites for improving the detection speed and accuracy of our landslide detection model. This enables us to achieve a lightweight and precise detection of loess landslide objectives. The structure of the Decoupled Head Mini is shown in Figure 11.




2.3.4. Loss Function


Due to the multi-directional nature of remote sensing images of loess landslides, specifically, the challenges posed by overhead shooting and the uncertainty of the landslide’s direction, our detection model must address the imaging complexity resulting from both angle and direction factors. In this study, we substitute the CIoU function with the SIoU function to mitigate bias between the prediction and ground truth boxes, ultimately enhancing detection performance [25]. GIoU, DIoU, and CIoU do not consider the direction between the ground truth box and the prediction box during detection, resulting in slower convergence [26,27,28]. SIoU is a loss function that builds on the CIoU and GIoU functions to enhance object detection results in remote sensing images. By incorporating the vector angle between the prediction box and the ground truth box, it provides direction for regression and adjusts the penalty function. SIoU is a loss function that builds on the CIoU and GIoU functions to enhance object detection results in remote sensing images. The objective of SIoU is to achieve better performance and accuracy in object detection.



It works by calculating the value of the angular loss between the ground truth box and the predicted box, defined as shown in Equation (10).


  Λ = 1 − 2 ×   sin  2  ( arcsin (    c h   σ  ) −  π 4  ) = cos ( 2 × ( arcsin (    c h   σ  ) −  π 4  ) )  



(10)




where     c   h     is the height difference between the center point of the ground truth box and the prediction box,  σ  is the distance between the center point of the ground truth box and the prediction box, and, in fact,   arcsin   (     c   h     σ   )   is equal to the angle α, defined as shown in Equations (11)–(13).


     c h   σ  = sin ( α )  



(11)






  σ =     (  b   c x    g t   −  b   c x    )  2  +   (  b   c y    g t   −  b   c y    )  2     



(12)






   c h  = m a x (  b   c y    g t   ,  b   c y    ) − m i n (  b   c y    g t   ,  b   c y    )  



(13)




where   (   b     c   x     g t   ,   b     c   y     g t   )   is the ground truth box center coordinates, and   (   b     c   x     ,   b     c   y     )   is the predicted box center coordinates. The above process is shown in Figure 12.



Based on the variety of shapes and sizes of objects in remote sensing images, this project aims to enhance algorithm performance in detecting small-scale landslides in aerial remote sensing images while minimizing the discrepancy between predicted and actual bounding boxes outputted by the object detection model. The detection capability of the overall framework is improved in this paper by implementing a more accurate SIoU loss function that considers the orientation factor, replacing the original CIoU loss function. The improved object detection module produces the detection effect, as shown in Figure 13.






3. Experimental Settings


3.1. Experimental Environment


This paper’s hardware platform is founded on an Intel i9-13900K CPU and an Nvidia RTX4090 GPU with 24 GB RAM. The CUDA version is 11.2, and the Pytorch version is 1.9.0, with Anaconda 4.10.3 and Python 3.9.7 being the primary supporting software. The software platform, which executes a deep neural network model, is centered on Pytorch 1.12.1—an open-source deep learning framework that leverages the Python programming language. The software can manage tensor data and includes fundamental operation units (e.g., convolution, pooling, and full connectivity) to aid users in personalizing complex neural network architectures. It enables users to have access to both automatic tensor derivation and optimization algorithms for most model training purposes.




3.2. Training Detail


In this study, 11,010 remote sensing image datasets having a resolution of 640 × 640 pixels were randomly allocated into a training set, validation set, and a test set with ratios of 80%, 10%, and 10%, respectively. The dataset display illustration is shown in Figure 14.



The model’s primary parameters in this paper are established pre-training, and each training epoch consists of 100 iterations. During training, the optimizer employed is Stochastic Gradient Descent (SGD), with a batch size of 8, an initial learning rate of 0.01, and a weight decay coefficient of 0.0005. Following each iteration, the dataset’s order is automatically re-shuffled and re-input to decrease overfitting.




3.3. Evaluation Indicator


In this paper, we use four composite metrics—precision, recall, average accuracy, and mean average accuracy—to evaluate the performance of our landslide detection model in the dataset. These metrics are calculated as shown in Equations (14)–(17).


  P r e c i s i o n =   T P   T P + F P    



(14)







Precision indicates the model’s aptitude to differentiate negative samples, with higher precision signifying greater capability to distinguish such samples.


  R e c a l l =   T P   T P + F N    



(15)







Recall measures the model’s ability to differentiate positive samples. Higher recall signifies a stronger ability of the model to identify positive samples.


  A P =    ∫ 0 1   p ( r ) d r     



(16)






  m A P =  1 c    ∑  i = 1  c   A  P i     



(17)







The average precision (  A P  ) is the average of the highest precision values under various recall conditions, typically calculated separately for each category. The mean average precision (  m A P  ) is determined by averaging the   A P   values across all categories, serving as a standard metric for evaluating multi-category object detection performance. In this study, average accuracy is computed at an IoU threshold of 0.5. Unless otherwise specified, all   m A P   values mentioned in this thesis refer to mAP50.



  T P   is the true positive,   F P   is the false positive,   F N   is the false negative,   c   is the total number of categories detected by the object, and     P   i j     can be interpreted as the number of objects predicted to be category   j   objects in category   i  .   F P S   is the number of frames per second (how many images) that can be processed (detected) by the object network, which is simply understood as the refresh rate of the image, and the higher the   F P S   means that the object model detects faster.





4. Comparison of Experimental Results and Models


4.1. Model Comparison


To evaluate the efficacy of our landslide detection model, this study compares it with four existing advanced and classical object detection models: YOLOX, Fast R-CNN, and SSD, and the results are shown in Table 1.



Our landslide detection model extracts remote sensing landslide image features directly from the network, focusing on landslide objects and avoiding background noise information. The model’s ability to obtain landslide object feature information at different scales is enhanced by the addition of CA, C3CBAM, Decoupled Head Mini, and SIoU, which improves the model’s robustness in detecting different remote sensing landslides. Our model for detecting landslides achieved the highest detection performance when compared to each advanced detector. The   m A P   achieved was 92.28%, which is 6.2% higher than YOLOX, 14.36% higher than Fast R-CNN, and 9.9% higher than SSD. Compared to other models, our model achieves a detection speed of 81.2% FPS, which is superior. These results suggest that our landslide detection model is more appropriate for the automatic detection of landslides using remote sensing images than other models.



In this paper, we present the change curves of   m A P   and loss on the validation set for both the baseline models YOLOv5 and our landslide detection model, as illustrated in Figure 15. Through 100 epochs of training, the amplitudes of the model’s   m A P   and loss consistently decrease and stabilize, signifying successful training. Notably, the   m A P   of the validation dataset during training of our landslide detection model remains stable at 92.28%, surpassing that of YOLOv5. Our results show that our landslide detection model outperforms YOLOv5 in detecting landslides on the remote sensing dataset.



The improved network model is utilized to detect intricate landslide images sensed remotely, with the detection effect being observed. We conduct experiments on various types of landslide objects, including tiny and large ones, as well as multi-scale remote sensing images of landslides, as shown in Figure 16, Figure 17 and Figure 18. The enhanced model demonstrates superiority in extracting feature information from intricate landslide objects and produces better detection results across small, large, and multi-scale landslide datasets.




4.2. Ablation Experiment


The current study’s network model incorporates various improvement modules, and thus, this paper examines the efficacy of each module through an ablation experiment that involves Coordinate Attention, Decoupled Head Mini, C3CBAM, and SIoU loss function. The results are shown in Table 2.



The results in Table 2 show that when the baseline model adds Coordinate Attention, the network model’s ability to extract feature information of the landslide objects was enhanced, and the network model’s   m A P   is increased by 2.22%; when C3 in the neck is replaced with C3CBAM, the network model’s ability to improve the recognition of landslide object and background is enhanced, and the   m A P   is increased by 1.36%; when YOLO Head is replaced again with Decoupled Head Mini, the network model improved its ability to focus on location and classification information comprehensively, and   m A P   increased by 0.24%; when CIoU was replaced with SIoU, its network model increased its focus on the vector angle between the prediction box and the ground truth box, and   m A P   increased by 0.19%. The final   m A P   of the improved network model was 92.28%. The experiments demonstrate the practical effects of each improvement point in this paper, all of which help to improve the performance of the model.





5. Discussion


5.1. Landslide Detection Accuracy of Different Models


This study compares our loess landslide detection model with three object detection models: YOLOX and SSD, which are single-stage algorithms, and Fast R-CNN, which is a two-stage algorithm. Our model outperforms the others in all metrics, with 4.87% higher precision than YOLOX, 8.39% higher recall than SSD, 6.2% higher mAP than YOLOX, and 5% higher FPS than SSD. The improvements made in this study are closely linked to the enhanced detection capabilities of the model. By integrating CA into the backbone network, accurate location information and remote sensing spatial interaction information can be obtained from landslide images. Remote sensing images are often affected by complex background noise, but we propose using the CBAM module to filter out this noise and focus on the landslide object. Additionally, the use of a lightweight Decoupled Head can enhance the model’s ability to detect landslide objects without significantly increasing its complexity. Furthermore, we have introduced the SIoU loss function, which considers the vector angle between the ground truth frames and the predicted frames, to further improve the model’s accuracy.



The ablation experiment partially explains the effectiveness of the improvements made to the model implementation in this study. Firstly, the experiments confirmed that adding moderately different attentional mechanism modules to the trunk and neck of the model did not decrease the model’s accuracy. The model’s mAP increased by 2.22% with the addition of the CA module and by another 1.36% with the addition of the CBAM module to the neck. The location of the attention mechanism module was adjusted multiple times to enhance the model’s ability to extract landslide features by increasing its focus on landslide objects in landslide detection. However, the model’s accuracy still requires improvement. We recommend including the lightweight Decoupled Head, which improves the mAP by 0.24% despite a slight increase in model complexity. Finally, it was found that landslide objects come in various shapes and sizes. The introduction of the SIoU loss function improved the model’s mAP by 0.19%. The experiments demonstrate that these improvements enhance the model’s ability to detect landslides, resulting in a final mAP of 92.28%. The mAP is crucial in landslide detection as it determines the model’s detection accuracy, while the FPS determines the actual detection speed. The model can offer a more efficient response in real-world scenarios where faster detection speeds are necessary.




5.2. Limitations and Future Research


This study proposes a high-precision detection model for loess landslide detection in complex environments. The contribution of various improvements to achieve high-precision landslide detection is discussed and compared with other models. However, there are still some shortcomings and areas for improvement. The relatively small number of publicly available landslide datasets makes it difficult to compare our constructed dataset with previous ones. Although our manually labeled dataset has been checked and validated by experts, this still produces unavoidable bias. Furthermore, our landslide dataset only has two categories, landslide and non-landslide, which limits the ability to tailor specific responses to different types of landslides. Multi-category landslide detection would allow for targeted local monitoring and management of landslide hazards.





6. Conclusions


In conclusion, our study presents a lightweight network model for landslide recognition in disaster protection, built upon the YOLOv5 framework, Coordinate Attention, C3CBAM, SIoU loss function of YOLOv6, and Decoupled Head Mini. The proposed model effectively identifies multi-scale and small-object landslide features, achieving a notable mean average precision (mAP) of 92.28%, showcasing a significant improvement of 4.01% compared to YOLOv5. This research contributes to the ongoing trend in developing network models for landslide object detection, emphasizing the importance of lightweight models that balance accuracy and computational efficiency.



Adding Coordinate Attention enhances the robustness of the YOLO model, improving feature extraction from remote sensing landslide images and subsequently enhancing detection accuracy. The fusion of the neck’s C3 module with CBAM further augments the model’s capability to identify landslide-specific attributes and distinguish them from background noise. The incorporation of a lightweight feature enhancement module and a feature extraction model addresses the challenge of maintaining accuracy while reducing model volume, making the enhanced landslide detection model well-suited for monitoring and managing landslides. While the Decoupled Head enhances object detection model accuracy, it comes at the expense of increased computational power. Striking a balance between accuracy and computational effort is crucial, with adjustments such as a 1 × 1 dimensionality reduction operation being typical before decoupling. Recognizing the unique angles and directional features of remote sensing images of landslides, traditional object detection models may fall short. The introduction of SIoU, considering the vector angle between the ground truth box and the prediction box, proves beneficial in reducing deviation and improving the recognition performance of landslide images in object detection. Looking forward, future research in landslide detection could explore additional challenges and advancements, building upon the insights gained from this study. The developed model holds promise for applications in disaster management, remote sensing, and related domains, contributing to the ongoing efforts to enhance our understanding and mitigation of landslide risks.
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Figure 1. The study area is located in southern Gansu and eastern Qinghai, China. a, b, and c are the areas where the remote sensing of landslides was mainly acquired in this study. 
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Figure 2. The process of making a loess landslide dataset. 
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Figure 3. The structure of YOLOv5. 
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Figure 4. Improved model architecture for loess landslide detection. 
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Figure 5. The structure of Coordinate Attention. 
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Figure 6. The feature map of the two layers before and after the introduction of the Coordinate Attention module. (a) is the original remote sensing image; (b) is the feature map of the previous layer of the Coordinate Attention module; (c) is the feature map of the latter layer of the Coordinate Attention module. 
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Figure 7. Channel attention module and spatial attention module. 
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Figure 8. C3 combined with the structure of CBAM. 
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Figure 9. Comparison of detection effects before and after the introduction of the CBAM structure. (a) is the detection effect without applying CBAM, and; (b) is the detection effect after applying CBAM. 
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Figure 10. Structure of Decoupled Head. 
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Figure 11. Structure of the Decoupled Head Mini. 
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Figure 12. Calculation of the angle loss value. 
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Figure 13. Comparison of detection results using both CIoU and SIoU loss functions, where (a) is YOLOv5 detection effect, and (b) is our landslide detection model detection effect. 
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Figure 14. Partial dataset of landslides. 
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Figure 15. Variation curves of mAP and loss on the validation set during the training of YOLOv5 and our landslide detection model. (a) mAP curve; (b) loss curve. 
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Figure 16. Tiny landslide object detection effect. (a–c) are the detection effect of different images respectively. 
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Figure 17. Large landslide object detection effect. (a–c) are the detection effect of different images respectively. 
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Figure 18. Multiscale landslide object detection effect. (a–c) are the detection effect of different images respectively. 
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Table 1. Precision, recall, mAP, and FPS indicators of different object detection models.






Table 1. Precision, recall, mAP, and FPS indicators of different object detection models.





	Model
	Precision (%)
	Recall (%)
	mAP (%)
	FPS





	YOLOX
	91.58
	78.40
	86.08
	70.6



	Fast R-CNN
	90.15
	61.13
	77.92
	28.23
