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Abstract: Many electric vehicles connected to the grid will lead to problems such as poor stability
of power grid generation. The key to solving these problems is to propose an efficient, stable, and
economical valley‑filling charging scheme for electric vehicles and grid users in the vehicle network
system. Firstly, the convex optimization theory is used to make the grid achieve the optimization
effect of valley filling. On this basis, the electricity price scheme with a time‑varying coefficient as
the variable is proposed to meet the single objective optimization of EV charging cost optimization,
and its degree of influence on the grid valley‑filling effect is analyzed. Secondly, based on the com‑
petitive relationship between EV charging cost and battery life, the P2D model is simplified and an‑
alyzed, and the attenuation law of battery capacity is quantitatively described. The multi‑objective
optimization problem is established to express in a Pareto matrix. Finally, the compatibility between
the multi‑objective optimization and grid valley charging is analyzed. The simulation results show
that: (1) The convexity electricity price scheme can satisfy the requirements of various retention rates
to achieve the valley‑filling effect; (2) The filling effect is satisfied with the electricity price scheme
that minimizes the charging cost, and the key factors affecting the filling effect are analyzed; (3) The
multi‑objective optimization schemewith charging cost and battery life is compatible with the valley‑
filling effect.

Keywords: vehicle network system; valley charging; P2D model; multi‑objective optimization

1. Introduction
With the increasing global environmental pollution and the depletion of fossil fu‑

els [1], the transport sector in various countries is seeking a sustainable development
path [2–4]. Electric vehicles (EVs)with zero emissions andhigh‑efficiency conversions hold
great promise [5–7]. With the increasing penetration rate of EVs [8], the charging problems
faced have also been intensely studied [9,10]. The relevant research results prove that a
large number of users tend to charge at 19:00 based on the disorderly charging scheme [11],
superimposing the charging load based on the original load of the grid [12], resulting in
the phenomenon of “Peak on Peak” [13], which significantly affects the stability of power
grid generation [14]. The research location is a region in Guangxi, China, where the num‑
ber of electric vehicles is large [15], and most small EVs have a maximum charging power
of less than 8kW [16]. To cope with the increasing peak load demand [17], based on the
interaction of all EVs in the region with the regional grid in the state of charging [18], the
two are called “vehicle network systems”. In the system, the power grid is at the “Core
level”, and the energy obtained by EV from the grid is at the “Carrier level” [19]. Most
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of the existing research results are based on optimizing renewable energy sources [20–22],
such as photovoltaic and wind power generation [23], to reduce the peak load of the grid
or through the rational placement of fixed charging facilities for energy storage [24,25].
Habib et al. [26] proposed a method to simulate the operation effect of photovoltaic power
generation as a static synchronous compensator to alleviate the peak load of the power
grid. When the photovoltaic power generation system is connected to the power grid and
the penetration rate is less than 25%, the simulation result of the total charging load of a
day is reduced by 24.1%. Medved et al. [27] explored the impact of EV charging on the
grid system and proposed an intelligent parking scheme to reduce the grid’s peak load
pressure. Simulation results showed that the project could improve the power generation
stability of the grid. Ioakimidis et al. [28] provide scheduling EV charging and discharg‑
ing processes for valley‑filling optimization. Simulation results show that the total load of
the power grid can be reduced by 3% and 20%, respectively, when the number of EVs is
minimum and maximum. Abushnaf et al. [29] used a variety of electricity price schemes
through the HEMS algorithm to monitor and reduce the user’s power generation cost and
the grid’s total energy consumption in real time.

In the existing research results [30–32], the “Core level” valley‑filling charging scheme
to achieve the corresponding valley‑filling effect depends on the extent to which the “Car‑
rier level” gives up control of the charging curve. For “Carrier level” charging optimiza‑
tion, optimizing for multiple objectives based on the power of the charging curve is usu‑
ally required. Therefore, for the study of valley‑filling charging optimization of vehicle
network systems, there is a structural contradiction between the power grid at the “Core
level” and the electric vehicle at the “Carrier level” in the control of the charging curve,
and few researchers have conducted research and analysis on this structural contradiction.
There are also a few types of research on the influence of “Carrier level” multi‑objective
charging optimization on “Core level” filling charging optimization.

Therefore, this study attempts to conduct research from the above two perspectives,
mainly based on three aspects of analysis: (1) “Core level” grid valley‑filling charging op‑
timization. This proposes a valley‑filling charging strategy that can reduce power gener‑
ation and has independent control. Based on convex optimization theory, the electricity
price scheme is constructed to realize the effect of valley filling and charging; (2) “Car‑
rier level” single‑objective charging optimization. By analyzing the relationship between
the charging curve and the electricity price scheme, three different time‑varying coeffi‑
cients H(t) are proposed, and the best scheme is obtained by comparing and analyzing the
valley‑filling effect of the three electricity price schemes. At the same time, the degree of
influence on the “core level” valley‑filling charging effect is analyzed; (3) “Carrier‑level”
multi‑objective charging optimization. By establishing and simplifying the battery durabil‑
ity mechanismmodel, the relationship between battery capacity decay and charging curve
is quantitatively described, the charging cost and battery life are multi‑objective optimiza‑
tions, and the impact on the “Core level” filling charging optimization is also analyzed.
Based on solving the structural contradiction of charge curve control in the vehicle net‑
work system, the proposed valley‑filling charging scheme can achieve the valley‑filling
effect and achieve multi‑objective optimization in the form of a Pareto front, which pro‑
vides a reference value for the subsequent study of valley‑filling charging optimization in
the vehicle network system.

2. Numerical Approaches
2.1. Vehicle Network System Model and Definition

Figure 1, below, is a schematic diagram of the vehicle network system structure. In
the vehicle network system, a large number of electric vehicles obtain energy from the
power grid in a disorderly manner, resulting in a large number of charging loads gath‑
ering on the original load curve of the power grid in some periods, forming a peak load
area, which makes the power grid bear a significant power generation cost. Usually, the
power grid needs to coordinate and control the peak area by filling the valley to reduce the



Sustainability 2024, 16, 57 3 of 25

power generation cost and improve the power generation stability. This section introduces
and analyzes the vehicle network system model to lay the foundation for the subsequent
original load curve and power generation cost model [33].
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Figure 1. Vehicle network system structure diagram.

2.2. “Core Level” Grid Valley Charging Optimization
2.2.1. Original Load Curve and Generation Cost Model

Figure 2a is the original load curve of the regional power grid for the study, and its
calculation theory is derived in [34]. Still, it only relates to the load situation of the regional
power grid in theUnited States and is not universal. This paperwill analyze the usage char‑
acteristics and conditions of the regional power grid based on the usage load in Guangxi,
China. Figure 2b compares and examines the derivation process of the disorderly and or‑
derly charging schemes. When the unordered charging scheme is adopted, the EVs reach
their peak load at around 19:00. When the orderly charging scheme is adopted, the peak
load of EVs is about 1:00 at night. The original load curve model can be verified by analyz‑
ing charging schemes proposed in several pieces of the literature [35,36], and quantitative
research and comparison can be made for subsequent charging schemes.
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This study uses a summermonth as a case study, and the original load curve is usually
predictive. Its power generation cost is a function of instantaneous power generation [37].

Pgen.cost = Pgen.cost(P) (1)

In the above formula, Pgen.cost is the power generation cost of the grid, Pgen.cost(P) is the
instantaneous power generation cost, and P is the instantaneous power generation. Power
generation cost is one of the important indicators of power grid power generation effi‑
ciency. The higher the power generation cost, the lower the power generation efficiency,
indicating the greater the need for energy efficiency optimization. The load curve in the
figure is divided into three areas according to the size of baseload, intermediate load, and
peak load, mainly based on the operating cost of power generation facilities. The power
generation cost model is affected by fuel cost, and its convexity is also realized by the op‑
erating cost of power generation facilities, which is also the mainstream research strategy
for the optimization of valley‑filling charging. Convexity steady‑state power generation
cost is also adopted in this study, and its expression is as follows [38]:

d2Pgen.cost(P)
dP2 >0 (2)

2.2.2. Valley Charging
The “Core level” optimization goal of the vehicle network system is to control the

charging curve PEV of EVs in the region to minimize the total power generation cost in
some periods. The optimization expression is as follows:

PEV .min

∫ ts

te
Pgen. cos t(P(t))dt (3)

In the above formula, ts and te are the beginning and end moments of the research
period. Among them:

P(t) = Plc(t) + PEV.sum(t) (4)

In the above formula, P(t) is the total load of the power grid, which is the sum of
the original load of the power grid and the total charging load of electric vehicles, and
PEV.sum is the accumulation of the charging curves of all EVs. The optimization process
is often affected by the SOC state of the battery, the charging power, and the state of the
plug‑in time. Therefore, for the total charging load of m electric vehicles, the charging
load generated by electric vehicles is filled into the original load curve to minimize the
power generation cost, which is discretized in time, and its Lagrangemultiplier is obtained
as follows:

PEV.total = (θmax(m)− E(θplug−in(m))E(Pgen. cos t.bat(m)))M (5)

L(PEV.sum(t), λ, ν) =
m

∑
i=1

Pgen. cos t(Plc(t) + PEV.sum(t))∆t (6)

The above Formula (6) is simplified to:

PEV.sum = max[0, (Pgen. cos t)
−1(−ν∗)− Plc(t)] (7)

In the above formula, (Pgen. cos t)
−1 is the inverse function of the derivation of the gen‑

eration cost function Pgen.cost, so Pgen.cost is a convex function, its derivation ismonotonically
increasing, and the inverse function must exist. Therefore, valley‑filling (PVF) is:

PVF = (Pgen. cos t)
−1(−ν∗) (8)
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The optimization expression of “Core level” grid valley charging in the vehicle net‑
work system and the corresponding valley optimization diagram are obtained:

PEV.sum(t) = max(0, PVF − Plc(t)), t ∈ (ts, te) (9)

The “Core level” grid valley‑filling charging optimization solution achieved the valley‑
filling effect during the [t − te] period, as can be seen from the Figure 3 below, without in‑
creasing the power generation infrastructure, themaximumEV retention rate in the region
can be achieved by 50%. Regarding a 24% retention rate, the start time of valley filling is
0:00, the end time is 07:15, and the load power of valley filling is 2.6 × 102 MW. The best
solution PEV.sum of the “Core level” filling charging optimization problem is a unique value,
but the corresponding “Carrier level” EV charging curve combination PEV can be variable.
To achieve the effect of valley filling, the “Carrier level” is required to charge according to a
specific charging curve, which is not universal and practical. The purpose of this research
paper is to give “Carrier level” electric vehicles the control of the independent choice of
charging curve and achieve a similar valley‑filling effect:
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2.3. Research on Single Objective Optimization of Three “Carrier Level” Electricity
Price Schemes

In vehicle network systems, the goal of “Carrier level” EV single‑objective charging
optimization is to control the charging curve PEV to minimize charging costs or maximize
battery life [39]. The charging curve is mainly affected by the optimization objective, and
most current research status is based on theminimum charging cost and themaximumbat‑
tery life [40]. This study is also based on these two optimization objectives. As far as single‑
objective optimization is concerned, the charging cost optimization target with a better
valley‑filling effect of the “Core level” power system is selected for analysis. By studying
the relationship between the charging curve and the electricity price scheme, the influence
of three different electricity price schemes on the valley‑filling effect is obtained [41].

The smart electricity price scheme in the power grid is one of themost effective schemes
to optimize the charging energy efficiency [42]. It is mainly based on time‑varying electric‑
ity prices and power prices, and the electricity price adjusts the grid load according to the
charging time or charging power. In this paper, the two are integrated and unified, and a
two‑dimensional electricity price scheme varying with time t and power p is obtained, and
its expression is:

felectrovalence = felectrovalence(t, p), t ∈ (tv−s, tv−e) (10)

In the above formula, tv‑s; tv‑e is the start and end time of valley filling, respectively,
and the electricity price scheme is affected by time t and power p. Combined with the
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convexity property of the above “Core level” power grid generation cost, the convexity of
the electricity price scheme can be expressed as:

∂2 felectrovalence(t, p)
∂P

> 0, t ∈ (tv−s, tv−e) (11)

“Carrier level” electric vehicles control the charging curve to achieve the goal of min‑
imizing charging costs, and when the battery SOC is full, the expression is:

PEV.minFEV(m) =
∫ ts,m

te,m
felectrovalence(t, PEV(t, m))dt (12)

In the above formula, ts,m and te,m are the start and end charging times, respectively.
Most drivers will choose to charge in the designated area before 0:00, so this study stipu‑
lates that all‑electric vehicles are in the charging state before 0:00. After time discretization
of the above problem, the Lagrange multiplier is as follows:

L(PEV(t, m), ν) =
n

∑
i=1

felectrovalence(ti, PEV(ti, m))∆t + ν(
n

∑
i=1

PEV(ti, m)∆t − D(m)) (13)

where t1 = ts,m, t2 = te,m, D(m) is the charge battery power. And it is simplified to “constant
electrovalence gradient condition”, expressed in the form of time continuity as:

∂ felectrovalence(t1, P∗
EV(t1, m))

∂PEV(t1, m)
=

∂ felectrovalence(t2, P∗
EV(t2, m))

∂PEV(t1, m)
, t1, t2 ∈ (ts, te) (14)

In summary, Formula (14) can clearly describe the relationship between the electric
price scheme of “Carrier level” EVwith theminimum charging cost as the optimization ob‑
jective and the charging curve, laying a foundation for the subsequent comparative study
on the influence of the control electricity price scheme on the valley‑filling effect [43].

2.4. “Carrier Level” Is Based on P2D Model Comparative Study
2.4.1. Electrochemical Equation of P2D Model

In the previous section, it has been described that the charging curve can be controlled
autonomously at the “Carrier level”. At the same time, single‑objective optimization can
only be studied and analyzed from one optimization objective, which has certain limita‑
tions. This time, multiple optimization objectives, such as minimizing the charging cost
and maximizing the battery life, will be studied and analyzed. At present, a large num‑
ber of research studies indicate that the key to multi‑objective optimization of “Carrier
level” electric vehicles lies in the quantitative description of battery capacity attenuation
degree based on the P2D model of battery durability [44]. The sandwich structure of the
lithium‑ion battery P2D model is shown in Figure 4 below, consisting of a negative elec‑
trode, a positive electrode, and a diaphragm. Positive and negative electrode materials
are the “host” of lithium‑ion batteries, and lithium ions are combined and separated from
positive and negative electrode materials by embedding and de‑embedding [45]. During
the discharge of lithium‑ion batteries, only lithium ions are allowed to pass through the di‑
aphragm, so electrons pass through the external circuit from negative to positive. Lithium
ions migrate from negative to positive through the diaphragm, and the SOC of the battery
is reduced [46].

At the same time, the P2D model will be simulated and analyzed. Its mathemati‑
cal model is expressed in Table 1 below, which is mainly composed of five equations de‑
scribing the material distribution of the solid phase and liquid phase diffusion process
in the r direction [47], the potential distribution in the x direction, and the lithium‑ion
embedding/de‑embedding process on the two‑phase interface respectively [48,49].



Sustainability 2024, 16, 57 7 of 25

Sustainability 2023, 15, x FOR PEER REVIEW 7 of 27 
 

positive and negative electrode materials by embedding and de-embedding [45]. During 
the discharge of lithium-ion batteries, only lithium ions are allowed to pass through the 
diaphragm, so electrons pass through the external circuit from negative to positive. Lith-
ium ions migrate from negative to positive through the diaphragm, and the SOC of the 
battery is reduced [46]. 

 
Figure 4. Lithium-ion battery P2D model sandwich structure diagram. 

At the same time, the P2D model will be simulated and analyzed. Its mathematical 
model is expressed in Table 1 below, which is mainly composed of five equations describ-
ing the material distribution of the solid phase and liquid phase diffusion process in the r 
direction [47], the potential distribution in the x direction, and the lithium-ion embed-
ding/de-embedding process on the two-phase interface respectively [48,49]. 

Table 1. Five equations of solid-liquid two-phase model for lithium-ion battery P2D. 

Reaction Process Formula Boundary Condition 

Liquid phase potential distribu-
tion(x direction) 

1 1
1

··( ) (1 )ε +
∂ ∇= ∇ ∇ + −
∂ eff
c iD c t
t F

 
1 0 1

1 1

1 0 1,0

0= + +

= +

=

= =

= =

=

x lp ls ln

x lp lp ls

t

i i

i i I

c c

 

Liquid phase material distribu-
tion(x direction) 1 1

2 ln(1 )(1 )
ln

κ
κ φ += − ∇ + − +eff

eff
l

RT d fi t
F d c

 1 0 1

1 1

0= + +

= +

= =

= =

x lp ls ln

x lp lp ls

i i

i i I
 

Solid potential distribution 
(x direction) 

σ φ= − ∇s eff si  
0

0
= + +

= +

= =

= =

s x s lp ls ln

s x lp s lp ls

i i l

i i
 

Solid phase material distribution(r 
direction) 

2
2

1 ( )∂ ∂∂=
∂ ∂ ∂

s s
s

c cD r
t r r r

 

0

0 ,0

0

( , )

=

=

=

∂ =
∂

∂− =
∂

=

p

s
r

s
s r r

n

s t s

c
r

c R x tFD
r a

C C

 

B–V equation for solid-liquid two-
phase interface 0,( , ) ( ) ( )η η∂ ∂ = − −  

n s n
aF cFR x t i a exp exp

RT RT
  

2.4.2. Based on P2D Side Reaction Model 

Figure 4. Lithium‑ion battery P2D model sandwich structure diagram.

Table 1. Five equations of solid‑liquid two‑phase model for lithium‑ion battery P2D.

Reaction Process Formula Boundary Condition

Liquid phase potential distribution
(x direction) ε ∂c1

∂t = ∇·(De f f ∇c1) + (1 − t+)∇·i1
F

i1|x=0 = i1
∣∣∣lp+ls+ln = 0

i1
∣∣∣x=lp = i1

∣∣∣lp+ls = I
c1|t=0 = c1,0

Liquid phase material distribution
(x direction)

i1 =

−κe f f ∇ϕ1 +
2κe f f RT

F (1 − t+)(1 +
d ln f
d ln cl

)
i1|x=0 = i1

∣∣∣lp+ls+ln = 0

i1
∣∣∣x=lp = i1

∣∣∣lp+ls = I
Solid potential distribution

(x direction) is = −σe f f ∇ϕs is|x=0 = is
∣∣∣lp+ls+ln = l

is
∣∣∣x=lp = is

∣∣∣lp+ls = 0

Solid phase material distribution
(r direction)

∂cs
∂t = 1

r2
∂
∂r (Dsr2 ∂cs

∂r )
∂cs
∂r |r=0 = 0

−FDs
∂cs
∂r

∣∣∣r=rp = R(x,t)
an

Cs|t=0 = Cs,0
B–V equation for solid‑liquid

two‑phase interface
Rn(x, t) =

i0,san

[
exp( ∂aF

RT η)− exp(− ∂cF
RT η)

]

2.4.2. Based on P2D Side Reaction Model
The main cause of lithium loss in recyclable lithium‑ion batteries is mainly caused

by the lithium‑ion consumption of electrolyte interface film (SEI) and lithium precipita‑
tion. Lithium precipitation generally only occurs in overcharge, etc. At the same time, the
growth of the negative SEI film appears in the entire life cycle of the battery, which is the
key to the capacity decay of lithium‑ion batteries [50]. Therefore, it is necessary to model
and analyze the cell capacity attenuation mechanism model of negative SEI film growth.
The electrons pass through the SEI film and react at the interface between the SEI film and
the electrolyte. The side reaction can be expressed as:

Esolvent + 2Li+ + 2e− → Sproduct (15)

In the formula, Esolvent is the electrolyte solvent; the Sprouduct product of side reaction.
On the surface of anode materials, it is generally considered that the side reaction is irre‑
versible, so the side reaction rate is expressed by the Tafel equation:

Rs(x, t) = −i0,san exp
[
−αc,nF

HgT
(ϕs(x, t)− ϕc(x, t)− Ure f

s − U f ilm(x, t))
]

(16)
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In the above equation, Rs(x,t) is the side reaction rate, i0,s is the equilibrium exchange
current, andUre f

s is the equilibrium potential, which can be seen to be similar to the expres‑
sion of the main reaction overpotential. After the side reaction rate is obtained, the side
reaction equation is as follows: ∫ Ln

0
Rs(x, t)Adx =

αQ
αt

(17)

In the above equation, Q is the total amount of recyclable lithium ions. This study
mainly analyzes battery capacity attenuation. Recyclable lithium ion Q can be used to
quantitatively characterize battery life status, and side reaction current density Rs(x, t) can
be used to quantitatively characterize battery life attenuation speed [51].

2.4.3. Comparative Analysis Based on P2D Model Simplification and Improvement
In the simulation process, the distribution and evolution process of various parame‑

ters inside the battery can be accurately explained by describing the electrochemical equa‑
tion, and the battery attenuation mechanism and side reaction model of SEI film growth
can be expressed in the form of the P2Dmodel. However, it should be noted that the over‑
all calculation is too large, and it is necessary to simplify the P2Dmodel before the “Carrier
level” multi‑objective charging optimization. Based on the similarity of principal and sec‑
ondary reactions in overpotential, the growth model of the P2D model can be simplified
from a system of partial differential equations to a 0‑dimensional algebraic model [52].
However, a large number of current studies show that the 0‑dimensional algebraic model
still has two major limitations: (1) Assuming that the distribution of matter in the poten‑
tial distribution is uniform, which is a simplification based on the initial state, additional
errors will be generated after the distribution of matter in the potential distribution is es‑
tablished; (2) The regional error of the larger equilibrium potential gradient of the negative
active material also increases. To solve the above problems, this section will introduce the
0‑dimensional algebraic model of resumes and put forward the method to improve it. It
lays a foundation for subsequent comparative study and analysis of the P2D model, the
0‑dimensional algebraic model, and the improved model.

The simplification of the 0‑dimensional algebraic model mainly includes two simplifi‑
cation conditions: (1) The main reaction current density is independent of the x direction:

Rn(x, t) = Rn =
−i

Ln A
0 < x<Ln (18)

In the above formula, Rn is the main reaction average current density, which can also
be expressed when the charging current is i. Then, the expression of overpotential is ob‑
tained through the B–V equation of the main reaction. Based on the similarity of the prin‑
cipal and secondary reactions in overpotential, the following is obtained:

The core of the condition is that the side reaction current density is expressed as a func‑
tion of the main reaction current density by an algebraic equation. The second simplified
condition is as follows: (2) The concentration distribution of lithium ions in the solid phase
is independent of the x direction, that is Cs(x, t) = Cs, and Cs is the average concentration
of lithium ions in the solid phase. The main reaction equilibrium potential Ure f

n (θn(x, t))
is a function of solid lithium ion concentration, then:

Rs(x, t) = −i0,san exp

(
−Ure f

s − F(Ure f
n (θn(x, t)))

2RgT

)
exp

(
−asinh(

−i/ALn

2ani0
)

)
(19)

where the side reaction rate Rs(x, t) is expressed as a function of the average SOC state θ
of lithium‑ion concentration and the charging current i:

Because of the limitations of the 0‑dimensional algebraic model mentioned above, an
improved model is proposed. The first hypothesis in the 0‑dimensional algebraic model,
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that is, the main reaction rate is independent of x, is retained in the model, but the distribu‑
tion of Ure f

n (θn(x, t)) in the second hypothesis is studied, to achieve the purpose of model
optimization. The liquid phase material distribution equation is expressed in the form of
a non‑homogeneous heat conduction equation to obtain the electrolyte concentration dis‑
tribution. When other electrochemical parameters inside the battery remain constant, the
lithium‑ion concentration in the electrolyte also tends to a steady state. The equilibrium
potential expression of themain reaction can be obtained, and finally, the improvedmodel
of the 0‑dimensional algebraic model can be obtained:

Rs(x, t) = −i0,san exp

−Ure f .s − F(Ure f
n (θ))

2RgT

 exp
(
−asinh(

−i/ALn

2ani0
)

)
(20)

The 0‑dimensional algebraic model and its improved model represent the side reac‑
tion model as a function of battery charging state θ and charging current i, which lays a
foundation for the subsequent comparison of the performance of the three models and the
multi‑objective optimization of electric vehicles.

2.5. Research on Multi‑Objective Optimization of “Carrier Level” eVs
Based on time t andpower p, the two‑dimensional scheme felectrovalence of “constant elec‑

tricity price gradient” is constructed with the optimal charging cost as a single objective
optimization. The charging cost ofm electric vehicles is obtained by substituting the charg‑
ing curve into the electricity price scheme. For the optimal battery life optimization goal, it
is necessary to obtain a quantitative description of the capacity attenuation of lithium‑ion
batteries, and the charging curve is also obtained after substituting the battery attenua‑
tion characteristics [53]. The core of “Carrier level” electric vehicles is to optimize the best
charging cost and the best battery life while optimizing the charging curve. There is a cer‑
tain relationship between battery SOC and charging current, and the optimization of the
charging current is also the optimization of the charging curve. The relationship between
SOC and charging current is expressed as follows:

dθ

dt
=

i(t)
Q

(21)

When the “Carrier level” electric vehicle takes into account the charging cost and bat‑
tery life, it needs to optimize two or more objectives, which is called multi‑objective charg‑
ing optimization:

min
PEV(t,m)

(∫ te

ts
Rs,avg(θ(t), PEV(t, m))dt,

∫ te

ts
felectrovalence(t, PEV(t, m))dt

)
(22)

∫ te

ts
PEV(t, m)dt = D(m) (23)

The optimization of battery life and charging cost in the expression of multi‑objective
optimization is realized by controlling the optimization variable PEV(t, m). Traditional
multi‑objective optimization needs to convert two objectives into a single objective opti‑
mization by weighted method, but there are some limitations. In this study, the unit in‑
consistency between charging cost and battery life cannot be solved in aweightedway. The
competitive relationship between battery life and charging cost can be clearly expressed
through the Pareto front, and multiple Pareto optimal solutions can be obtained at the
same time, which is convenient for users to intuitively make charging decisions. The defi‑
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nition of the Pareto optimal solution is as follows: First, two objective functions of charging
optimization will be proposed:

P1(PEV(t, m)) =
∫ te

ts
feletrovalence(t, PEV(t, m))dt

P2(PEV(t, m)) =
∫ te

ts
Rs,avg(θ(t), PEV(t, m))dt

(24)

For a feasible solution PEV ∗ (t, m), if no other feasible solution PEV(t, m) exists, the fol‑
lowing inequality is also true, the above formula, PEV ∗ (t, m) is the Pareto optimal solution
in the multi‑objective optimization problem.{

Pi(PEV ∗ (t, m)) ≥ Pi(PEV(t, m)) i ∈ 1, 2
Pi(PEV ∗ (t, m))>Pi(PEV(t, m)) i ∈ 1, 2

(25)

The methods of solving multi‑objective optimization problems include genetic algo‑
rithms, ant colony algorithms, and particle swarm algorithms. In this study, a genetic algo‑
rithm, which is mature both in theory and application, is used to solve the multi‑objective
charging optimization problem. The algorithm flow is shown in the Figure 5 below:
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3. Result and Discussion
3.1. Comparative Analysis of Three Electricity Price Schemes

For electric vehicles in the “Carrier level” of the vehicle network system, the previ‑
ous section studied and analyzed the single objective charging optimization with the best
charging cost and obtained the relationship between the charging curve and the electric‑
ity price scheme. This section constructs three different electricity price schemes based on
this research, aiming to achieve a valley‑filling charging effect through all “Carrier level”
electric vehicles under corresponding charging curves. First, the electricity price curve is
constructed based on instantaneous power generation cost Pgen.cost (P) curve:

felectrovalence(t, P) = H(t)Pgen. cos t(
P

H(t)
), t ∈ (tv−s, tv−e) (26)
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In the above equation, H(t) is a time‑varying coefficient, and the value is not constant.
After substituting the electricity price scheme into the “constant electricity price gradient”
of Formula (14):

∂ felectrovalence(
P∗

EV (tx ,m)
H(tx)

)

∂( PEV (tx ,m)
H(tx)

)
=

∂ felectrovalence(
P∗

EV (ty ,m)

H(ty)
)

∂(
PEV (ty ,m)

H(ty)
)

, tx, ty ∈ (ts,m, te,m) (27)

It is not difficult to find that the design difference of different electricity price schemes
lies in the construction of different time‑varying coefficients H(t). This study will design
three different H(t) schemes to study their influence on the valley‑filling effect, and the
time‑varying coefficient H(t) should have the same trend as PEV.SUM(t), which can ensure
that at the bottom of the valley, “Carrier level” electric vehicles can be charged at higher
power. The specific three schemes are shown in Table 2 below, and the valley‑filling effect
under differentH(t) schemes is shown in the figure below. Based on the total charging load
PEV.total of all‑electric vehicles, the valley‑filling effect is superimposed onto the original
load curve Plc to observe.

Table 2. Three electricity price schemes.

Option: Formula Distinction

H1(t) H1(t) =
PEV.sum(t)

Pv f ×m All vehicles

H2(t) H2(t) =
PEV.sum(t)

Pv f ×mEV (t)
At the time t for the charging state of the vehicle

H3(t) H3(t) =
P∗

EV.sum(t)
∫ t

tv−s
H3(t)dτ∫ t

tv−s
P∗

EV.sum(t)dτ−(m−mEV (t))EEV.total /m

Ignore the power demand of the vehicle leaving
home early (m − mEV(t)) at time t

Firstly, the H1(t) scheme is constructed, which is relatively easy to construct. All
“Carrier level” eVs in the vehicle network system in this region can obtain corresponding
charging curves according to the condition of “constant electricity price gradient”. In this
scheme, all the charging loads generated by the “Carrier level” will be superimposed on
the original load of the grid. The influence on the “Core level” filling effect is shown by the
yellow line in Figure 6. From the local perspective, it can be seen that the load floating error
is 14.9% compared with the full‑filling effect. The reason for this phenomenon is that some
electric vehicles will finish charging earlier or later than the expected setting time. These
electric vehicles that end the charging state earlier than expected or delay arriving at the
charging state will charge with a larger charging power to ensure that the electricity meets
the demand of the day. Still, this result leads to a larger fluctuation in the valley‑filling
effect, which is poor. To obtain a better valley‑filling effect, the second scheme, H2(t), is
proposed, which replaces all‑electric vehicles with vehicles that still maintain the charg‑
ing state at time t to better accurately study the range of objects and reduce the impact of
some electric vehicles ending the charging state in advance or reaching the charging state
in delay, resulting in a poor valley‑filling effect. The effect of this scheme on the “Core
level” filling effect is shown by the green line in Figure 6. From a local perspective, it can
be seen that the load floating error is reduced to 2.3% compared with the full‑filling effect.
Compared with the first scheme, it is optimized, but there is still a gap with the effect of
full valley filling. At 4:00 and 6:00, there is a small range of fluctuations in the power grid.
Themain reason for this phenomenon is that the total charging demand of electric vehicles
(m − mEV(t)) that end or delay to reach the charging state is in the total charging load, al‑
though the electric vehicles that end or delay to reach the charging state are ignored. The
third scheme,H3(t), is proposed. After deducting the electricity demandof the electric vehi‑
cle (m−mEV(t)) that ends early or reaches the charging state late, the optimalH3(t) scheme
is formed based on the analysis of the electric vehicle (mEV(t)) that is still in the charging
state based on the new charging curve. The effect of this scheme on the “Core level” filling
effect is shown by the blue line in Figure 6. From a local perspective, it can be seen that the
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load floating error is further reduced to 0.89% compared with the full‑filling effect. Com‑
pared with the previous two schemes, the valley‑filling effect is better. Although there are
fluctuations in some moments, it meets the grid’s valley‑filling requirements.
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To describe the factors affecting the valley‑filling effect more intuitively, this section
constructs a platform model composed of only three electric vehicles to simulate the elec‑
tric vehicles in the entire vehicle network system. The valley‑filling effect of the system
composed of three electric vehicles is shown in the figure below. The time of the start
and end charging states of the three electric vehicles is set at 0:00 and 8:00, respectively, to
achieve the full valley‑filling effect, as shown in Figure 7a. However, due to the delay of
electric vehicle #3 reaching the charging state, the incomplete valley‑filling effect, as shown
in Figure 7b, or because electric vehicle #3 ends the charging state in advance, the incom‑
plete valley‑filling effect, as shown in Figure 7d. Figure 7c,e, respectively, remove electric
vehicles that arrive late or end charging in advance based on the method of the third elec‑
tricity price scheme to improve the effect of grid valley filling. Figure 7f shows the effect
diagram of grain filling based on the third electricity price scheme after electric vehicle #3
reaches the charging state late and ends the charging state in advance. After deducting the
total charging demand of the electric vehicle in the non‑charging state at the corresponding
time, a new original load curve is constructed, thus achieving the effect of nearly complete
grain filling, as shown by the blue line in Figure 6.
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Figure 7. Three electric vehicles simulate three kinds of electricity price scheme grain filling effect:
(a) full grain filling effect; (b) H1(t) electric vehicle #3 delay in reaching the charging state diagram;
(c) H3(t) solution remove #3 delay after the grain filling effect; (d) H1(t) electric vehicle #3 early end
charging state diagram; (e) H3(t) plan to remove #3 after the early end of the grain filling effect;
(f) grain filling effect of H3(t) scheme.

3.2. Analysis of the Influence of “Carrier Level” Single Objective Optimization
The above research analyzes the optimization of valley‑filling charging in the “Core

level” power grid in the vehicle network system. It optimizes the charging cost through
the single‑objective optimization method of designing the electricity price scheme. To ver‑
ify the stability of the proposed valley filling charging scheme, this section will conduct
research and analysis from two dimensions, respectively: (1) There may be certain predic‑
tion errors between the original load curve and the charging state of electric vehicles in the
“Core level” power grid system; (2) There may be errors in the execution ability of “Carrier
level” electric vehicles for the three electricity price schemes formulated.

3.2.1. “Core Level” Grid Prediction Error
When there are original load curve prediction errors in the “Core level” or the “Carrier

level” EV quantity m prediction errors in the vehicle network system, it will have a certain
impact on the valley‑filling charging effect. This research on the stability of the power grid
systemwill be analyzed from three aspects: the deviation of the original load curve for 1 h,
and the overestimation and underestimation of the number of electric vehicles m.

Figure 8 below shows the simulation result after predicting the deviation of the orig‑
inal load curve for one hour. The deviation of the original load curve will lead to the
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deviation between the actual charging time of the electric vehicle and the charging time of
the optimal filling effect, resulting in an incomplete filling effect.
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Figure 8. Prediction deviation diagram of the original load curve of the power grid.

Figure 9 below is the effect diagramof incomplete grain filling caused by the deviation
of the predicted number of electric vehicles,m. Figure 9a shows that the number of electric
vehicles m in the vehicle network system is underestimated by 30% of the true number
(m1 = 0.7 m). The assembly load generated by the actual number of electric vehicles in
the power grid system will be 60% higher than the theoretical charging load. Compared
with the full valley‑filling effect, the charging load of some EVs will move from the two
sides to the middle region, increasing the new peak load area by 19.6% based on the full
valley‑filling effect and further reducing the valley‑filling time area. Figure 9b shows that
the number of electric vehicles in the vehicle network system m is overestimated by 25%
of the true number (m2 = 1.25 m). The charging load generated by the actual number of
electric vehicles in the system is 20% lower than the theoretical charging load. Compared
with the full grain filling effect, the charging load of some EVs will move from the middle
region to the two sides, reducing the new grain value load area by 11% based on the full
grain filling effect and further extending the grain filling time area.
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Figure 9. Prediction error chart of the number of electric vehicles in the vehicle network system.
(a) Underestimating the number of electric vehicles m; (b) Overestimating the number of electric
vehicles m.
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Table 3 below provides a quantitative analysis of the influence of the “Core level” pre‑
diction error on the valley‑filling effect. First, the valley‑filling charging scheme proposed
in this paper is compared with the disorderly charging and orderly charging schemes pro‑
posed in [11,31]. Compared with the disorderly charging scheme, the generation cost of
the valley filling charging scheme proposed in this paper is reduced by 30.7%, which ef‑
fectively alleviates the problem of excessive peak load of the grid. At the same time, in
terms of the “Core level” prediction error of the valley‑filling charging scheme, it can be
seen that the prediction error of the original load curve of the grid and the number of elec‑
tric vehicles will increase the power generation cost and reduce the total profit of the grid,
among which the original load curve error of the grid is the most obvious, the total profit
of the grid is reduced by 10.2%, and the power generation cost is increased by 1.01%. In
the case that the charging cost of electric vehicle users remains unchanged, the increased
power generation costs are all borne by the grid. Therefore, in the long run, the power
grid, as the “Core level” of the vehicle network system, should be improved in terms of
the prediction accuracy of the number of electric vehicles and the prediction accuracy of
the original load curve.

Table 3. Quantitative analysis of “Core level” prediction error on filling effect.

Total Cost of Evs
Generation Load (￥)

Total Charging Cost
of EVs (￥) Total Grid Profit (￥)

Unordered Charging 9.5819 × 104 ‑ ‑
Ordered Charging 6.8783 × 104 ‑ ‑

Valley‑Filling Charging Effect (Article) 6.7428 × 104 7.5121 × 104 0.7690 × 104
Prediction Error 1 Hour (Figure 8) 6.8208 × 104 7.5121 × 104 0.6911 × 104

Underestimating the Number of EVs (Figure 9a) 6.7541 × 104 7.5188 × 104 0.7646 × 104
Overestimating the Number of EVs (Figure 9b) 6.7617 × 104 7.4876 × 104 0.7259 × 104

3.2.2. ”Carrier Level” Electric Vehicle Execution Capability Error
There are errors in the execution ability of “Carrier level” electric vehicles in the ve‑

hicle network system for the three tariff schemes. Because the optimal charging curve of
electric vehicles may be charged in a way that exceeds the maximum charging power in
some periods, the effect of valley filling will be analyzed from the perspective of charging
power difference.

Under daily circumstances, most of the electric vehicles in the grid system need to
charge a large amountwhen they return to the charging facility, and the charging state ends
late. However, in special cases, such as when the car needs a large amount of charging but
the charging start time is early, the corresponding optimal charging curve may be charged
with highpower at somemoments, which has anunstable impact on the valley‑filling effect.
The following figure is a simulation analysis of the impact of themaximumcharging power
of electric vehicles on the grid valley charging optimization. The difference is made based
on the maximum charging power value. The results are shown in Figure 10 below. It is
concluded that the greater the charging power, the smaller the impact on the grid valley
charging optimization.

Table 4 below provides a quantitative analysis of the impact of the “Carrier level” ex‑
ecution capacity error on the valley‑filling effect. It can be seen that although the power
restriction leads to a fluctuation in the valley‑filling effect and adds additional power gen‑
eration costs to the grid, the variation is negligible. Under the three power limits, the total
charging cost increased by 0.69%, 4.64%, and 23.07%, respectively, and the increase in grid
profit was mainly borne by the total charging cost of electric vehicle users. Therefore, in
the long run, “Carrier level” electric vehicles do not need to take corresponding measures
from the error of their execution capacity.
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Table 4. Quantitative analysis of the effect of “Carrier level” execution ability error on the valley‑
filling effect.

Total Cost of Evs Generation
Load (￥)

Total Charging Cost of EVs
(￥) Total Grid Profit (￥)

No Power Limit Required
Effect 6.7428 × 104 7.5121 × 104 0.7690 × 104

6.6 kW 6.7436 × 104 7.5638 × 104 0.8290 × 104
4.4 kW 6.7450 × 104 7.8603 × 104 1.1152 × 104
2.2 kW 6.7492 × 104 9.2455 × 104 2.4963 × 104

3.3. Comparative Analysis of the P2D Model and Improved Model Simulation
3.3.1. P2D Model Simulation Analysis

This study’s P2D model of the lithium‑ion battery is expressed mathematically based
on the partial differential equation in Table 1. In this section, the P2D model of the partial
differential equations is first simulated and solved, laying the foundation for simplifying
and improving the subsequent model.

The commonly used methods to solve this type of problem include the following:
(1) Symbolic languages Map, Mathematica, GNU Octave, and MathCAD; (2) Compiled
languages FORTRAN and C++; (3) Finite element simulation software such as Comsol
6.1, Ansys 2023R1, and Battery Design Studio v11.04. The advantage of using symbolic
languages and compiled languages to simulate the P2D model is that the programming
freedom is high, and the P2D model can be modified, or the algorithm can be improved
to improve the solving efficiency. But the disadvantage is also obvious: it needs to invest
a lot of time in learning programming methods and solving methods of partial differen‑
tial equations. Commercial software has integrated the lithium‑ion battery P2D model
library, which can be used directly and can be co‑simulated with MATLAB R2022a soft‑
ware. Therefore, COMSOL was chosen as the simulation tool. The simulation parameters
of lithium‑ion batteries are shown in Table 5.

Figure 11 is based on COMSOL 6.1 software to describe the five equations of the P2D
model of lithium‑ion batteries under typical working conditions and the main and side
reaction current density distribution diagram, solid phase, and liquid phase potential and
material distribution diagram under the Tafel equation. In the whole charging process,
five moments (the 2000s, 2500s, 3000s, 3500s, and 4000s) were selected. Figure 11a,b shows
the distribution of primary and secondary reaction current density in the x direction. As
shown in Figure 11a, the simulation was under constant current charging conditions, so
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the main reaction current density was constant in the x direction. In the 2000s, the main
reaction rate of the outer side was significantly higher than that of the inner side, while in
the 3000s, the main reaction rate of the inner side was higher than that of the outer side.
Unlike the main reaction rate, the side reaction rate showed a certain regularity. As shown
in Figure 11b, the inner side reaction rate was always higher than the outer side reaction
rate at any time, and the side reaction rate everywhere increased with the increase of SOC.
Figure 11c shows the cross‑section of the distribution of the negative solid phase material
in the x direction. It can be seen from the figure that the concentration of lithium ions in all
parts of the solid phase increases with the passage of charging time, and the concentration
on the outside is higher than that on the inside. As shown in Figure 11d, the solid phase
potential also has the same properties as the trend of solid phase substance concentration.
Due to the large solid phase conductivity, there is little difference between different elec‑
tric potentials. As shown in Figure 11e,f, the material distribution and potential of ternary
lithium‑ion batteries in the liquid phase are more stable. The difference is smaller, and the
ion concentration increases with the charging time, and the concentration on the outside
is greater than that on the inside. It also lays a foundation for the simplified and improved
comparative analysis of the P2D model based on liquid phase material and potential dis‑
tribution in the following section.

Table 5. P2D model simulation parameters.

Parameter Name Negative Electrode Positive Electrode Diaphragm Unit

Active material Graphite NCA(LiNi0.8Co0.15Al0.05O2) LiPF6 ‑
L 5.5 × 10−5 4 × 10−5 3 × 10−5 m
Rp 2.5 × 10−6 2.5 × 10−7 ‑ m

ε
brugg
s 0.384 0.42 ‑ ‑

ε
brugg
l

0.444 0.41 ‑ ‑
Brugg 1.5 ‑
cs 30,555 48,000 ‑ mol/m3

cl 1200 1200 1200 mol/m3

Ds 3.8 × 10−15 1.0 × 10−15 ‑ m2/s
Dl 7.6 × 10−10 7.6 × 10−10 7.6 × 10−10 m2/s
κs 100 ‑ 100 S/m
t+ 0.365 ‑
R 8.314 Jmol−1K−1

T 298.15 K
F 9.6486 × 104 C/mol

aa, ac 0.5 0.5 ‑ ‑

3.3.2. Comparative Analysis Based on P2D Model, 0‑Dimensional Algebraic Model, and
Improved Model

At a specific temperature T, 31 constant‑current charging simulationswere performed
between 0–3 C at step size 0.1 C to charge the battery SOC from 20% to 90%. The total time
of the P2D model is 1.267 × 104 s, with an average of 408 s each time. The 31‑time sim‑
ulation analysis on the 0‑dimensional algebraic model based on Matlab only takes 0.32 s,
which greatly improves the running speed. Meanwhile, the 31‑time simulation analysis
on the proposed improved model also takes 44 s, which reduces the operational perfor‑
mance compared with the 0‑dimensional algebraic model. However, for P2D models, the
computational performance is also greatly improved. It is worth noting that although the
0‑dimensional algebraic model meets the operational performance, some regions of the
equilibrium potential will be in the “platform region” during simulation, resulting in a
decline in the accuracy of the model.
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Figure 12 below compares the accuracy of the three models under 1C typical charg‑
ing conditions. The figure shows that the improved model’s average side reaction current
density is consistent with that of the P2D model. When θ is near 0.5 and 0.8, the error fluc‑
tuation of simulation results of the 0‑dimensional algebraic model and P2Dmodel reaches
22%, while the error of the improved model is only 8%. The main reason is that there are
two “platform regions” in the graphite negative equilibrium potential. The battery SOC
state variable θ is a variable used to express the concentration of lithium ions in solid parti‑
cles. Figure 13 shows the equilibrium potential diagram of graphite and hard carbon, and
it can be seen that there is an obvious “Platform area” for graphite, and the equilibrium
potential change in this region is not obvious. Compared with graphite, hard carbon does
not have a “Platform area”, and the equilibrium potential changes significantly.
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Under the operation mechanism of the 0‑dimensional algebraic model, the average
side reaction current density is determined by both the average equilibrium potential and
the charging current. Under the constant current charging condition, the average SOC
of the negative electrode is in the “Platform area” of the equilibrium potential curve, re‑
sulting in errors. When the P2D model and the improved model are carried out under the
condition of constant charging current, the electrolyte substance and potential distribution
region are in a certain steady state. The equilibrium potential distribution caused by the
distribution of solid lithium ion concentration in the x direction must have an opposite
trend to the potential distribution so that the equilibrium potential distribution avoids the
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“Platform region”. This is why there is no “Platform region” for P2D models and their
improved models.

To sum up, this section mainly simplified and improved the SEI film growth mecha‑
nism model based on the P2D model for comparative analysis, ensuring the accuracy re‑
quirements of themodel and improving its operational performance so that it can achieve a
quantitative description of the battery capacity, laying the foundation for solving the “Car‑
rier level” multi‑objective optimization problem in the next section. Compared with the
traditional P2D model and 0‑dimensional algebraic model, the proposed improved P2D
model has better precision and computational performance.

3.4. Multi‑Objective Optimization of “Carrier Level” and Influence Analysis on “Core Level”
Valley Filling Charging

The multi‑objective optimization problem has been explained in detail in Section 2.5.
Themulti‑objective optimization problem of “Carrier level” in this section, as the extended
part of the optimization of “Core level” valley filling and charging, is solved using a multi‑
objective genetic algorithm based on Matlab 6.1 software. The time step is 1 h, the popula‑
tion size is 100, and the Pareto optimization front is obtained after 37 iterations. As shown
in Figure 14 below. Each point of the initial population and Pareto array corresponds to
a different charging curve. The x‑axis is the charging cost, and the y‑axis is the added
value of the equivalent resistance of the SEI film, which can more intuitively express the
minimum charging cost and the best charging life performance. Each point corresponds
to the degree of competition between the two, and when one optimization objective is
improved, the other optimization objective must be weakened. The electric vehicle with
charge control can choose the most favorable charging curve on the Pareto array based
on its requirements. As shown in the figure below, Pareto#a represents the best charging
cost and the worst battery life, and the degree of optimization of charging cost is slightly
greater than that of single objective optimization. Theoretically, the optimization results of
the two should be the same, and the main difference is that the simulation time of the two
is different. The optimal solution of single‑objective optimization is a subset of Pareto’s
optimal solution of multi‑objective optimization. Pareto#b represents a balance between
charging cost and battery life, and Pareto#c represents the best battery life and the worst
charging cost. The charging curves of the three are expressed in Figure 14. In Figure 14b,
the charging curvewith the best charging cost focuses on high‑power charging in the valley
period from 01:00–05:00, while the charging power is small in other periods. In Figure 14c,
the charging curve with the best battery life moves backward, focusing on the valley time
of 03:00–05:00 for high‑power charging to achieve a lower SOC state of the battery and re‑
duce the degree of battery attenuation. In Figure 14d, the charging curve, which takes into
account charging cost and battery life, is somewhere in between.

“Carrier level” EV adopts multi‑objective charging optimization, and after selecting
the charging curve in the Pareto front, it is similar to single‑objective optimization. There
are certain errors in the execution ability of the electricity price scheme, which has an
impact on the “Core level” grid valley‑filling charging. As shown by the yellow line in
Figure 15 below, compared with the theoretical effect of full valley filling, to reduce bat‑
tery capacity attenuation, part of the electric vehicle load is moved from the left side of
the valley to the right side. Although the “Carrier level” has caused an incomplete valley‑
filling effect and lower power generation efficiency, the increased cost is almost borne by
the electric vehicle users themselves, and the total profit of the grid has not been reduced. It
also shows that the “Core level” valley‑filling charging can be effectively compatible with
the “Carrier level” multi‑objective charging optimization and better balance the conflict of
interest between the “Core level” and “Carrier level” in the vehicle network system.

Table 6 below provides a quantitative analysis of the impact of “Carrier level” multi‑
objective charging optimization on the valley‑filling effect. Although the multi‑objective
charging optimization results in an incomplete valley‑filling effect, the increased power
generation cost is negligible, the grid profit is increased, and most of the increase is borne
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by EV users. At the same time, it also shows that the “Carrier level” multi‑objective op‑
timization charging can be compatible with the “Core level” valley filling charging opti‑
mization.
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Table 6. Quantitative analysis of the effect of “Carrier level” multi‑objective charging optimization
on valley filling.

Total Cost of Ev Generation
Load (￥)

Total Charging Cost of EV
(￥) Total Grid Profit (￥)

Unordered Charging 9.5819 × 104 ‑ ‑
Single Objective Optimization 6.7428 × 104 7.5121 × 104 0.7690 × 104
Multi‑Objective Optimization 6.7553 × 104 8.7271 × 104 1.8835 × 104

4. Conclusions
Based on the phenomenon that a large number of electric vehicles are unordered and

connected to the grid for charging, the research is carried out from twodimensions of “Core
level” valley‑filling assessing optimization and “Carrier level”multi‑objective charging op‑
timization to solve the problem of affecting the power generation stability after the forma‑
tion of peak load period. The proposed valley‑filling charging scheme solves the structural
contradiction of charge curve control in vehicle network systems. For the “Core level”,
the cost of the charging load is reduced by 30.7% compared with the disorderly charg‑
ing, which meets the valley‑filling effect. For the “Carrier level”, the scheme enables the
user to control the charging curve and realizes the multi‑objective optimization of charg‑
ing cost and battery life through the Pareto matrix based on the quantitative description
of the battery capacity decay degree. In addition, the feasibility and compatibility of each
optimization scheme are quantitatively analyzed based on the three indexes of total power
generation cost of the grid, total profit of the grid, and total charging cost of electric vehi‑
cles, and the following conclusions are obtained:

(1) The “Core level” is based on the convex optimization theory to achieve the valley‑
filling effect of electric vehicles under different retention rates. According to the law be‑
tween the charging curve and the electricity price scheme, the electricity price scheme
with the change of time coefficient H(t) is constructed. Based on meeting the minimum
charging cost at the “Carrier level” the valley‑filling charging effect at the “Core level” is
also achieved.

(2) In the case of the valley‑filling charging scheme, the feasibility is analyzed from
two aspects: prediction error and execution ability error. The simulation results show that
the former increases the total power generation cost by 1.01%, and total profits were down
10.2%, the grid bears the increased cost of generating electricity. Therefore, optimizing
the prediction accuracy of EV numbers and the total charging load of the power grid is
necessary in the long run. The latter increased the charging cost by 0.69%, 4.64%, and
23.07%, respectively, under different power constraints, but total grid profits are up. It
shows that the user bears the total cost of power generation, so there is no need to optimize
it in the long run.

(3) “Carrier level” by establishing a P2Dmodel for the quantitative description of bat‑
tery capacity attenuation, the proposed optimization model is 14%more accurate than the
0‑dimensional algebraic model. Based on the genetic algorithm, the battery life and charg‑
ing cost were solved bymulti‑objective optimization, and the multi‑objective optimization
charging scheme was quantitatively analyzed. The simulation results show that although
the scheme leads to an incomplete valley‑filling effect and increases the total power gener‑
ation cost, its profit does not decrease. Therefore, the increased cost is mainly borne by the
user, showing that the proposed multi‑objective optimization scheme is feasible based on
charging facilities and is compatible with the “core level” valley‑filling charging scheme.

(4) The “Core level” filling charging optimization and “Carrier level” multi‑objective
charging optimization jointly constitute the filling charging optimization system of the
vehicle network system. In the follow‑up study, we will continue to improve the factors
affecting the effect of valley filling and improve the prediction accuracy of EV holdings
and total power grid load in the study area for the “Core level”. For the “Carrier level”,
the prediction accuracy of the battery capacity attenuation quantitative analysis model will
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continue to be improved. The grid valley‑filling effect can achieve the best result based on
EV users’ independent selection of charging optimization objectives.
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Nomenclature

B–V Butler–Volmer
D(m) Total Power to be Charged
EV Electric Vehicle
Esolvent Electrolyte Solvent
f electrovalence Electrovalence Scheme
HEMS Home Energy Management System
H(t) Time‑varying coefficient
i0,s Equilibrium Exchange Current
L Electrode length
m Number of electric vehicles
Pgen.cost Grid Generation Cost
Pgen.cost(P) Instantaneous Cost of Grid Generation
PEV Charging Curve
PEV.sum Sum of Charge Curves
PVF Valley‑Filling Charge Curve
P2D Particle‑to‑Distributed
Q Total amount of recycled lithium ions
Rn(x,t) Main Reaction Rate
Rs(x,t) Side Reaction Rate
SEI Solid Electrolyte Interface
ts/te Study start/end
tv‑s/tv‑e Start/end of Valley Filling
ts.m/te.m Charging start/end
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