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Abstract

:

The present study was carried out using artificial neural network (ANN) model for predicting the sodium hazardness, i.e., sodium adsorption ratio (SAR), percent sodium (%Na) residual, Kelly’s ratio (KR), and residual sodium carbonate (RSC) in the groundwater of the Pratapgarh district of Southern Rajasthan, India. This study focuses on verifying the suitability of water for irrigational purpose, wherein more groundwater decline coupled with water quality problems compared to the other areas are observed. The southern part of the Rajasthan State is more populated as compared to the rest of the parts. The southern part of the Rajasthan is more populated as compared to the rest of the Rajasthan, which leads to the industrialization, urbanization, and evolutionary changes in the agricultural production in the southern region. Therefore, it is necessary to propose innovative methods for analyzing and predicting the water quality (WQ) for agricultural use. The study aims to develop an optimized artificial neural network (ANN) model to predict the sodium hazardness of groundwater for irrigation purposes. The ANN model was developed using ‘nntool’ in MATLAB software. The ANN model was trained and validated for ten years (2010–2020) of water quality data. An L-M 3-layer back propagation technique was adopted in ANN architecture to develop a reliable and accurate model for predicting the suitability of groundwater for irrigation. Furthermore, statistical performance indicators, such as RMSE, IA, R, and MBE, were used to check the consistency of ANN prediction results. The developed ANN model, i.e., ANN4 (3-12-1), ANN4 (4-15-1), ANN1 (4-5-1), and ANN4 (3-12-1), were found best suited for SAR, %Na, RSC, and KR water quality indicators for the Pratapgarh district. The performance analysis of the developed model (3-12-1) led to a correlation coefficient = 1, IA = 1, RMS = 0.14, and MBE = 0.0050. Hence, the proposed model provides a satisfactory match to the empirically generated datasets in the observed wells. This development of water quality modeling using an ANN model may help to useful for the planning of sustainable management and groundwater resources with crop suitability plans as per water quality.
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1. Introduction


Groundwater represents a major source of water for irrigation, domestic, and household activities, as well as for industrial purposes, mainly in arid and sub-humid areas of Rajasthan, India. However, the over extraction of groundwater in these area leads to the deterioration of water quality, aquifer compaction, and major declines in water levels. In Rajasthan, approximately 68% of groundwater is utilized for irrigation and 85% for domestic purpose. Meanwhile, the surface water contribution in irrigation shrunk from 59% to 31% between 1950 and the 2000s [1]. Geochemical and physical analysis is an assessment of groundwater quality characteristics in relation to drinking and irrigation requirements [2,3]. The primary factor that affects the groundwater quality is geogenic activity, i.e., mixing of host rock, rock and water interaction, climatic effect, as well as the hydrogeological influence, e.g., high water level, soil composition, and anthropogenic factors, covering the human, agricultural and industrial activities [4,5,6]. It is crucial to evaluate the quality of groundwater focused on its physical, chemical, and biological properties in relation to its effects on human health and its intended uses [7]. Therefore, it is essential to assess water quality in order to effectively manage the existing water resources and establish alternative treatment approaches in the relevant places.



The quality of groundwater for irrigation is significantly influenced by the ratio of cations and anions, as well as the concentration of salts in the groundwater. The different irrigation suitability parameters, i.e., sodium adsorption ratio, residual sodium carbonate, Kelly’s ratio, and percent sodium, play an important function affecting the decisions concerning groundwater quality for agricultural practices [8,9]. The assessment of irrigation water quality must emphasize salt concentration, which causes soil salinity and influences soil fertility and agricultural yield [10].



Chen et al. [11] performed a thorough research on three aspects, including forward, recurrent, and hybrid architectures, based on ANN water quality predictions. The variables were mainly acquired through the sensor and monitored by specific instruments, such as a UV-visible photometer. The analysis of the results showed the efficacy of the different models in predicting the groundwater, river water and waste water qualities; and also in irrigation suitability. Yilma et al. [12] generated an ANN network and highlighted its suitability for forecasting water quality index (WQI) in Ethiopia’s Akaki region. Moreover, Wagh et al. [13] used an ANN model to measure and characterize the physicochemical parameters of drinking water. In general, ML models are less interested in intricate process processes and more focused on the connection of mapping between a system’s inputs and results [10,14]. With or without prior knowledge, the examined system’s extremely nonlinear relations can be accurately calculated by gaining information from a huge quantity of historical datasets containing the dynamic evolutionary process. For predicting crop growth and similar to irrigation water for agriculture puprosesa, a perform water quality assessment using a variety of machine learning algorithms, i.e., artificial neural network, have been created successfully (ANN) and used in irrigation water quality [10].



The sodium adsorption ratio (SAR) measures the hazardness of Na (Sodium) in irrigation water. In heavy soils, the high sodium content of irrigation water may have a negative effect on soil physical properties and impact the hydraulic characteristics. The concentration of sodium that will be absorbed by a soil depends on the proportion of sodium to divalent ions (Ca and Mg), which is explained by the sodium adsorption ratio (SAR) [15]. As a result, it is advised to avoid using water with a SAR > 10 (mmolesl−1) 0.5. The variation in the concentration of irrigation water quality parameters may be a reflection of the area’s various agricultural activities [16].



The southern part of the Rajasthan State is more populated as compared to remaining parts, which leads to the industrialization, urbanization, and evolutionary changes in the agricultural production in the southern region [7,13]. In addition, the excess application of fertilizers on the opium crop deteriorates the surface, sub-surface soil, and water in the region [17]. Consequently, an evaluation of WQ is essential for the better use of available water resources and the development of various techniques for remediation in the southern part of Rajasthan [18]. Therefore, it is necessary to propose innovative methods for analyzing and predicting the water quality (WQ) for agricultural use [19]. Keeping this in view, the focus of the work aims to develop an optimized artificial neural network (ANN) model to predict the sodium hazardness of groundwater for irrigation purposes. This is important because high levels of sodium in irrigation water can lead to soil degradation and reduced crop yields. To accurately predict sodium hazardness, several physicochemical parameters were identified, including SAR (sodium adsorption ratio), RSC (residual sodium carbonate), KR (Kelly’s ratio), and %Na (percentage of sodium).



The ANN model uses the feed-forward backpropagation algorithm, which is a common technique used in machine learning for training artificial neural networks. The model was optimized by selecting the appropriate number of hidden layers, neurons in each layer, and activation functions. The results of the study showed that the optimized ANN model had a high degree of accuracy in predicting the sodium hazardness of groundwater for irrigation purposes. This suggests that the model can be used as a valuable tool for farmers and policymakers to assess the suitability of groundwater for irrigation and to make informed decisions about crop selection and irrigation management practices. Overall, the study highlights the importance of using advanced techniques, such as artificial neural networks, to address complex environmental problems. By leveraging the power of machine learning, researchers and practitioners can gain a deeper understanding of the complex relationships between environmental variables and make more informed decisions about resource management.



This study will help to assess the pattern of irrigation water quality mainly in arid and sub-humid climates within a limited time period [3,19,20]. The main objectives of this research are: (1) to explore the ability of ML models, namely the ANN model: (2) to achieve the predication of input and output water quality layers, such as Ca, Mg, Na, K, CO3, and HCO3, as well as sodium absorption ratio (SAR), residual sodium carbonate (RSC), percentage sodium (%Na) and Kelly’s ratio (KR); (3) to obtain results of statistical performance evaluation of ANN Model.



The importance of conducting this research lies in the fact that water quality is an essential factor in determining the suitability of water for various purposes, including agricultural, industrial, and domestic use. The ability to accurately predict water quality parameters, such as Ca, Mg, Na, K, CO3, HCO3, SAR, RSC, %Na, and KR, using machine learning models such as ANN can help in better managing and utilizing the available water resources. Furthermore, the accurate prediction of water quality parameters can also aid in mitigating potential health hazards associated with consuming contaminated water, which is a significant concern in many parts of the world. By accurately predicting water quality parameters, stakeholders can take appropriate measures to prevent or minimize the impact of potential contamination, such as identifying and addressing pollution sources. Conducting this research in the study area is necessary because water quality can vary significantly depending on the specific location, climate, and other factors. Therefore, it is crucial to develop models that are tailored to the unique characteristics of the study area to achieve accurate predictions. Moreover, the study area may have specific water quality concerns that need to be addressed, which can be identified through the statistical performance evaluation of the ANN model.




2. Materials and Methods


2.1. Study Area


The Pratapgarh district is located in the southern part of Rajasthan State. It stretches between 23°24′00″ to 24°36′00″ north latitude and 74°00′ to 75°22′30″ east longitude covering an area of 4400.7 km2 (Figure 1). The area encompasses a diverse range of geographical and physical characteristics, ranging from thick jungle to mountainous terrain. The Pratapgarh area experiences a sub-humid to semi-arid climatic condition and receives the rainfall (700 mm) mainly from the south-westerly monsoon [17,18]. It comes under the humid southern plain agro-climatic zones, in which temperature ranges from 11.8 to 43.2 °C during January and May, respectively [17,21].



Five types of geological formation (phyllite–schist, gneiss, granite, and basalt) including hillocks are present in the district. The upper part of the Pratapgarh district is covered by the meta-sedimentary rocks of the ‘Aravalli’, ‘Bhilwara’, and ‘Vindhayan’ Super group. The phyllite, quartzite, dolomite and shale, slates, limestone, and dolomitic marble cover junks of subsurface area in the district [20]. The limestone formation occupies the northern to eastern part of the district in Chhoti Sadri and Pratapgarh blocks. The granite formation covers large areas in central parts of Pratapgarh and Dhariwad blocks [22].



The basaltic formation spans over southern part of the district and covers a majority of the villages [18]. These kinds of rock formations are not regarded as reliable sources of groundwater. Within the contact surface of basalt and other lithological units, there is a significant prospect for groundwater. According to recent drilling operations, it the hard rock aquifer in the area is made up of basalt, granite/gneiss, phyllite, and other minerals [23].



The area under investigation has major production of opium crop followed by wheat, barley, maize, groundnut, mustard, and soybean. The total crop water requirement of the district is 795.56 MCM, and the projected crop water demand will be 1047 MCM in 2025 [24].




2.2. Methodology


The application of ANN technique was used to predict the irrigation water quality parameters in 76 wells of the study area during pre- and post-monsoon season for 15 years (2005–2020). Some data were collected through manual survey of study area and remaining data were collected from the Rajasthan Groundwater Department, Jaipur. The collected data required normalization before the processing. MATLAB software was employed for the ANN analysis. On the basis of analytical results and their analysis in the developed model, the suitability of groundwater in the study area for irrigation use will be discussed and recommended.



2.2.1. Development of ANN Model


To develop an accurate artificial neural network (ANN) models, it is essential to divide the data into training and testing sets. The training data are utilized to determine the relationship between observed and predicted outputs. In the present study, ten years of data (2010–2020) were collected for prediction modeling. To achieve desirable forecasting results, several ANN architectures with varying numbers of hidden neurons were developed. The training process is carefully monitored by cross-validation techniques, and the network’s performance is evaluated using the test datasets. In this study, various training algorithms and functions were applied using the ‘nntool’ of MATLAB 2018a software. The choice of algorithm and function depends on the nature of the problem and the dataset [25]. The performance of the ANN models was assessed based on various metrics, such as mean squared error, root mean squared error, mean absolute error, and correlation coefficient. The results showed that the models with higher numbers of hidden neurons and appropriate training algorithms and functions had better prediction accuracy. This dataset was divided into two parts, training and testing sets, which is crucial for the perfect development of ANN models for the predication of sodium hazard for irrigation water quality. The choice of algorithm and function should be based on the nature of the problem and the dataset. By carefully monitoring the training process and evaluating the performance of the models using appropriate metrics, we can develop ANN models with high prediction accuracy.




2.2.2. Selection of Input and Output Layer


When developing a neural network model for predicting irrigation water quality parameters, the selection of input layers is critical and depends on the desired output layers. In a recent study all six water quality parameters, including Ca, Mg, Na, K, CO3, and HCO3, were selected as input parameters for predicting the sodium absorption ratio (SAR), residual sodium carbonate (RSC), percentage sodium (%Na), and Kelly’s ratio (KR) parameters. These four parameters represent the sodium hazardness of irrigation water. The SAR is an important parameter used to assess the suitability of water for irrigation purposes. It is calculated as the ratio of the concentration of sodium ions to the sum of the concentration of calcium and magnesium ions in the water. A high SAR value indicates that the water may cause soil degradation and negatively impact crop growth. The RSC is another parameter that reflects the water’s potential to generate alkalinity when used for irrigation. A high RSC value indicates that the water contains a high concentration of bicarbonate ions and may cause soil salinization. The %Na parameter is the percentage of sodium ions in the water relative to the total cation concentration. It is an important indicator of the water’s potential to cause soil degradation and negatively impact crop growth. Kelly’s ratio (KR) is a comprehensive parameter that considers the SAR, RSC, and %Na parameters. It is a useful tool for assessing the suitability of irrigation water for agricultural purposes. In this study, the six water quality parameters were selected as input, and SAR, RSC, %Na, and KR (Table 1) were chosen as output parameters to represent the sodium hazardness of irrigation water. These parameters provide valuable information for assessing the suitability of water for agricultural purposes and can help farmers make informed decisions about irrigation practices.




2.2.3. Hidden Layers


Determination of hidden layer and node is a trial-and-error task in artificial neural network modelling. There is a rule of thumb for the selection of hidden layer, according to which number of samples in the training set should be greater than number of synaptic weight [26]. After ensuring that all of the other parameters for the output variables are constant, the number of neurons is optimized. As a result, the error rate dropped for the dataset that possessed the ideal number of hidden neurons. The common structure of an ANN model is illustrated (Figure 2).



Some suggested reviews for the selection of the number of hidden neurons in an ANN model are listed in Table 2. In Figure 3, the operational working of an ANN model is represented.




2.2.4. Data Normalization


It is necessary to normalize data before their application to the ANN model as input. Data normalization helps to reduce the time of process and to get more improved, reliable output. The normalized data are in the range of 0–1. The normalization of data ensures that all the input parameters receive equal attention during training phase of modeling [31]. The following Equation (1) shows the normalization of data [13].


   X norm  =    X 0     −   X    min      X  max      − X    min      



(1)




where Xnorm = normalized data, Xmin = maximum, minimum value in data series, and X0 = original data.



The division of normalized data could have an important impact on the model output [32]. Hence, the normalized data were divided in to three subsets, i.e., training (70%) and cross validation (30%). Based on this approach, 15-year datasets were split in to training (798 samples) and cross validation (342 samples).



Further, the renormalization of data to original values is carried out by restoring Equation (2):


X0 = Xnorm × (Xmax − Xmin) + Xmin



(2)








2.2.5. Training and Testing of Data


The training procedure is carried out by providing randomly selected samples to the ANN network [33]. Back-propagation training and Levenberg–Marquardt optimization algorithm, which is the most commonly used neural network method, was used in this analysis. The training was carried out by feeding the network with 70% (seven years of data) for training datasets, and the remaining 30% (three years of data) data were used as testing datasets [34,35].




2.2.6. Statistical Performance Evaluation of ANN Model


A model can be tested by contrasting its forecasting with the values actually measured in the over fitting test set after it has been trained on the training set. Using R, RMSE, MBE, and IA statistical indicators, as well as goodness of curve fit metrics, the simulation of training and testing datasets was analyzed [36,37,38].



Correlation Coefficient (R)


The coefficient of correlation (R) describes the degree of linear relationship between the observed and predicted values. It shows how closely predicted values follow actual observed values in terms of trend.


  R =   ∑ P O −   ∑ P ∑ O  N        ∑  P 2  −       ∑ P    2   N      ∑  O 2  −       ∑ O    2   N         



(3)




where, N is total number of observations in the dataset, P is a predicted value, and O is an observed value.




Root Mean Square Error (RMSE)


The root mean square error (RMSE) indicator attempts to measure the degree of error between two data sets. It compares a predicted value with an observed value, to be more precise. Predicted and observed values are closer together when the RMSE is smaller. The magnitude of the errors is estimated by the RMSE. It is a measure of accuracy that is used to compare prediction error from different estimators for a specific variable, but not among variables, because this indicator is scale-dependent [39].





  RMSE =    1 N      ∑   i = 1  n    (  P i  −  O i  )  2   



(4)




where N is the total number of observations in the data set, Pi is a predicted value, and Oi is an observed value.




Mean Bias Error (MBE)


Mean bias error is commonly used to determine the mean bias in the model and to determine whether any actions are required to correct the bias. The MBE evaluates the mean bias in a prediction [40]. A variable with a positive bias or error indicates that the data from the datasets are overstated and simultaneously.





  MBE =  1 N    ∑   i = 1  n     P i  −  O i     



(5)




where N is total number of observations in the data set, Pi is a predicted values, and Oi is an observed value.




Index of Agreement (IA)


The ratio of mean square error to potential error is represented by the agreement index, which ranges from 0 to 1, where a value of 1 indicates a perfect match, while a value of 0 indicates no accord at all [41].


  d = 1 −       ∑   i = 1  N      P i − O i    2      ∑   i = 1  N  .   (    P i ′    − |  O  i  ′  | )  2        d ≤ 1   



(6)




where Oi = observed value, Pi = Predicted value, Ō = Mean observed value, and N = number of observations.







3. Result and Discussions


To evaluate and predict the groundwater suitability for irrigation purposes, some parameters, as listed in the Table 3, are used as an input layer with the different hidden neurons in the ANN model.



3.1. Prediction of Irrigation Water Quality Parameters


The ANN prediction models for irrigation water quality parameters, including Kelly’s ratio (KR), percent sodium (%Na), residual sodium carbonate (RSC), and sodium absorption ratio (SAR) were developed using MATLAB’s ‘nntool’. The selection of model parameters, i.e., input, output, and model structure, was an essential task for ANN modeling. Multilayer feed forward back propagation (MLFBP) with a ‘Tansig’ transfer function was used to develop the ANN model. An artificial neural network (ANN) model can be used to predict the quality of irrigation water. The model takes into account various parameters, such as pH, electrical conductivity (EC), sodium adsorption ratio (SAR), total dissolved solids (TDS), and bicarbonate (HCO3−) concentration. The ANN model is trained using a dataset of historical water quality parameters and corresponding irrigation suitability classifications. The trained model can then be used to predict the suitability of irrigation water based on input parameters.



The accuracy of the ANN model’s predictions can be evaluated by comparing the predicted irrigation suitability classifications with actual classifications determined through the physical analysis of water samples. The model’s accuracy can be improved by adjusting the model’s hyper parameters and optimizing the training process. Overall, an ANN model can be a useful tool for predicting irrigation water quality parameters and ensuring that water is suitable for irrigation purposes.



3.1.1. Performance Evaluation of Sodium Absorption Ratio (SAR)


The ANN structure 3-12-1 (ANN4) was found to be the best performing model with the value of R, RMSE, IA, and MBE of 1, 0.18, 1, and 0.0117, respectively, for the training phase and 1, 0.16, 1, and 0.0137 for the testing phase. In Table 4, it is clear that ANN model 4 demonstrates good performance in the training and testing datasets as compared to the other three models. The developed graphs of the optimized model are displayed in Figure 4 in the form of time series plots, which represent a best fit between the observed and predicted SAR value (Figure 5).



Tuna et al. [42] applied the back propagation algorithm to predict groundwater quality and found satisfactory performance of the model with five input variables (EC, pH, and TDS, Cl, and total hardness), 12 hidden neurons and output variable of SAR value. This study states that a greater number of input variables and hidden layer may influence and improve the prediction values. The performance indicators, i.e., mean squared error (MSE), correlation coefficient (R), RMSE (root mean square error), IA (index of agreement), and MBE (mean biased error) of training and testing datasets of SAR parameter are presented in the Table 4.




3.1.2. Performance Evaluation of % Na


The artificial neural network (ANN) model with a structure of 4-15-1 (referred to as ANN4) was tested on training and testing datasets. The evaluation metrics used for measuring the model’s performance are R, RMSE, IA, and MBE. According to Table 4, the results show that ANN4 outperformed the other three models with a value of 1.00 for R and IA and a value of 1.80 for RMSE during the training period. Similarly, during the testing period, the values of R and IA were 1.00, RMSE was 0.72, and MBE was 0.019. These metrics indicate that the ANN4 model performed well in predicting the % Na. It is important to note that the model’s performance may vary depending on the dataset used and the specific problem being addressed. Therefore, it is crucial to validate the model’s performance using various metrics and datasets to ensure its accuracy and reliability (Figure 6 and Figure 7).




3.1.3. Performance Evaluation of Residual Sodium Carbonate (RSC)


The residual sodium carbonate (RSC) index of groundwater indicates the alkalinity risk posed by it and determines the suitability of groundwater for irrigation purposes. For crop use purposes, RSC index values should preferably be less than 1.25. The ANN model 1 was found to be the best performing model with the value of R, RMSE, IA, and MBE of 1.00, 0.38, 0.99, and 0.0253, respectively, for the training period and 1, 0.21. 0.99, and 0.0137 for the testing period. As shown in Figure 8, some positive RSC values indicate the possibility of sodium built, which may influence the soil physical properties and its permeability [19]. From Table 4, it is clear that the ANN1 (4-5-1) model demonstrates good performance in respect of training and testing datasets as compared to the other three models. Figure 8 shows the graphical form of time series plots, which represents a best fit between the observed and predicted KR ratio (Figure 9). The best performing ANN model structure of RSC is depicted. Similar results were observed by Wagh et al. [13]. The results of the model were measured using an MS excel based ANN model and the R and RMSE values of the predicted RSC model in training phase were 0.20 and 1.00, while for testing phase, 0.99 and 0.15, respectively.




3.1.4. Performance Evaluation of Kelly’s Ratio (KR)


The input variables Na, Ca, and Mg were used in the input layer with a combination of four hidden neurons (3, 6, 9, and 12), and the output variable indicates KR ratio. It was observed that a change in the number of hidden neurons moderately affects the performance of model. Moreover, the performance indicators, i.e., R, RMSE, IA, and MBE, in training and testing periods change with the number of hidden neurons. Among all the models, the best model found for the present study was ANN4 (3-12-1), with R, RMSE, IA, and MBE values of 1.00, 0.17, 0.99 and 0.0012, respectively, for the training period and 1, 0.04, 1 and 0.0050 for the testing period. The graphical results of best performing model are displayed in Figure 10 in the form of time series plots, which represents a best fit between the observed and predicted KR ratio (Figure 11).



The performance of ANNs is generally precise and reliable, as shown in Table 4. The high coefficient of determination contributes to the proposed models high accuracy. Different hidden neurons (12, 5, 15, 12) were observed to show the smallest error rate for predicting the groundwater suitability for irrigation.



The architecture of the best performing ANN model for estimating sodium adsorption ratio (SAR), Percentage Sodium (% Na), Residual Sodium Carbonate (RSC) and Kelly’s Ratio (KR) are depicted in Figure 12a, Figure 12b, Figure 13a and Figure 13b respectively.






4. Discussion


Irrigation water quality is a crucial factor for the growth and yield of crops. Poor quality water can cause adverse effects on crops, including stunted growth, reduced yield, and even plant death. Therefore, predicting the quality of irrigation water is essential for farmers to optimize crop production and avoid losses [43]. An artificial neural network (ANN) model can be an effective tool for predicting water quality parameters relevant to irrigation [44,45]. ANN models can identify complex relationships between input parameters and output variables, making them well-suited for predicting water quality parameters based on multiple input variables [46].



In the case of predicting irrigation water quality of study area, the ANN model is trained using historical data of water quality parameters and corresponding irrigation suitability classifications. The input parameters for the model include pH, electrical conductivity (EC), sodium adsorption ratio (SAR), total dissolved solids (TDS), and bicarbonate (HCO3−) concentration. The output variable is the irrigation suitability classification of the water sample [43]. After training, the ANN model can then be used to predict the irrigation suitability classification of new water samples based on their input parameters. The accuracy of the model’s predictions can be evaluated by comparing the predicted irrigation suitability classification with the actual classification determined through the physical analysis of water samples [47]. The use of ANN models for predicting irrigation water quality can save time and resources by providing quick and accurate predictions of irrigation suitability without the need for extensive laboratory testing. It can also help farmers make informed decisions about crop management, including crop selection, irrigation scheduling, and fertilizer management [43,47,48,49]. However, there are also limitations to using ANN models for predicting irrigation water quality. The accuracy of the model depends on the quality and quantity of the training data used. Additionally, the model’s accuracy may decrease when applied to water samples with significant differences from the training dataset [43]. Various studies are available on the irrigation water quality modeling, however the ANN modeling are not widely attempted in India. Hence authors have the present models applied for predicting the irrigation water quality in agriculture purpose. The development of perfect models with the most accurate values helped in predicting the irrigation water quality parameters in the study area. As compared to other studies, the present work stands alone with a novel approach having significant value. In conclusion, ANN modeling has proved as a valuable tool for predicting irrigation water quality parameters and ensuring that the water is suitable for crop production. However, the model’s limitations must be considered when interpreting its results. Hence, the results of this study should be used as a complement to traditional laboratory testing rather than a replacement.




5. Conclusions


In this study, artificial neural networks models were used to predict the concentration irrigation water quality parameters in the hard rock area of Pratapgarh District. The ANN models were developed using time series data of water quality parameters as an input layer. The models were trained and validated for Na, Mg, K, CaCO3, and HCO3 concentration. Existence of a good relation in between observed and predicted outcomes was observed in the statistical performance test. In order to collect significant and reliable data on water quality parameters, the use of ANN can be an alternative model that can help significantly in water quality prediction. Furthermore, statistical performance indicators, such as, RMSE, IA, R, and MBE, were applied to assess the consistency of the development of ANN model outputs. The developed ANN models, i.e., ANN4 (3-12-1), ANN4 (4-15-1), ANN1 (4-5-1), and ANN4 (3-12-1) were found best suited for SAR, %Na, RSC, and KR water quality indicators for the study area. Based on the predicted values of RMSE, R, MBE, and IA indicators, RSC and % Na were determined to be more reliable than SAR and KR quality parameters. The proposed model provided a good fit to the empirically collected dataset in the 76 observation wells. Therefore, the developed model may be applicable to predict the groundwater suitability of ground water for irrigation in an easy manner. However, when the WQ input parameters are uncertain, as happened in the WQ datasets, ANN models may not be able to present the non-linear relationship concealed in the dataset. This model may help to develop a sustainable management plan for groundwater resources for drinking and agriculture use by responsible authorities. Furthermore, spatial maps can be developed for the proposed ANN model for greater clarity in the obtained results. This ANN model can be adopted for the early detection of WQ contamination by the local authorities. Firstly, the study only used time series data of water quality parameters as input, and the ANN models were developed based on these inputs. This means that the accuracy and reliability of the models are dependent on the quality and quantity of the input data. Therefore, the models may not be generalizable to other regions or situations where different water quality parameters or sources are present. Secondly, while the study proposed the use of the developed ANN models for the early detection of water quality contamination by local authorities, it did not address the practical implications of such a system, including the necessary resources and infrastructure required for such monitoring and detection systems.
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Figure 1. Location map of study area. 
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Figure 2. General structure of ANN network. 
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Figure 3. Operational Flowchart for ANN Modelling. 
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Figure 4. Comparison of Observed and Predicted SAR Value. 
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Figure 5. Scatter plot of Observed and Predicted SAR ratio for ANN4 (3-12-1) (a) Training (b) Testing. 
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Figure 6. Comparison of Observed and Predicted %Na Value. 
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Figure 7. Scatter Plot of Observed and Predicted % Na Values for ANN4 (4-15-1) (a) Training (b) Testing. 






Figure 7. Scatter Plot of Observed and Predicted % Na Values for ANN4 (4-15-1) (a) Training (b) Testing.



[image: Sustainability 15 07593 g007]







[image: Sustainability 15 07593 g008 550] 





Figure 8. Comparison of Observed and Predicted RSC value. 
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Figure 9. Scatter plot of Observed and predicted RSC values for ANN1 (4-5-1) (a) Training (b) Testing. 
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Figure 10. Comparison of Observed and Predicted KR value. 
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Figure 11. Scatter plot of Observed and Predicted KR ratio for ANN4 (3-12-1) (a) Training (b) Testing. 
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Figure 12. Optimized ANN Network Structure for (a) SAR and (b) %Na parameter. 
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Figure 13. Optimized ANN Network Structure for (a) RSC and (b) KR parameter. 
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Table 1. Selected water quality parameters for input and output layers.
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	S.No.
	Input Layer Parameter
	Output Layer Parameter





	1.
	Na+, Ca2+, Mg2+
	Sodium Absorption Ratio (SAR)



	2.
	Ca2+, Mg2+, CO32−, HCO3−
	Residual Sodium Carbonate (RSC)



	3.
	Na+, K+, Ca2+, Mg2+
	Percentage Sodium (%Na)



	4.
	Na+, Ca2+, Mg2+, HCO3−
	Permeability Index (PI)



	5.
	Na+, Ca2+, Mg2+
	Kelly’s Ratio (KR)










[image: Table] 





Table 2. Suggested methods for Selection of Number of Hidden Neurons.
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	S.No.
	Methods
	Formulas





	1.
	Wang et al. [27]
	2 (I/3)



	2.
	Piramuthu et al. [28]
	0.5 (I + O)



	3.
	Lenard et al. [29]
	0.75 I



	4.
	Kanellopoulos and Wilkinson [30]
	2 I







Where, I is a no. of input parameters, O is output parameters.
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Table 3. Statistics of Water quality parameters used in the analysis.
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	Parameters
	Mean
	Maximum
	Minimum
	Recommend BIS/WHO Limits





	pH
	8.17
	8.47
	8.01
	6.5–8.5



	EC
	864
	1834
	526
	500



	Na
	3.19
	5.84
	0.94
	200



	K
	0.17
	0.73
	0.06
	10



	Ca
	2.92
	5.58
	1.84
	75



	Mg
	2.96
	5.85
	1.90
	50



	HOC3
	3.60
	4.79
	2.63
	200



	CO3
	0.22
	0.63
	0.03
	-







All parameter values are expressed in mg/L; EC is in μS/cm and pH on scale.
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Table 4. Optimized (best fit) ANN model for irrigation water quality parameter.
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S.No.

	
WQ Parameter

	
ANN Model & Architecture

	
Training

	
Testing




	
R

	
RMSE

	
IA

	
MBE

	
R

	
RMSE

	
IA

	
MBE






	
1

	
SAR

	
ANN4 (3-12-1)

	
1

	
0.18

	
1

	
0.0117

	
1

	
0.16

	
1

	
0.0137




	
2

	
%Na

	
ANN4 (4-15-1)

	
1

	
1.80

	
1

	
0.012

	
1

	
0.72

	
1

	
0.019




	
3

	
RSC

	
ANN1 (4-5-1)

	
1

	
0.38

	
0.99

	
0.0253

	
1

	
0.21

	
0.99

	
0.0137




	
4

	
KR

	
ANN4 (3-12-1)

	
1

	
0.17

	
0.99

	
0.0012

	
1

	
0.04

	
1

	
0.0050
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