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Abstract: This article focuses on the Assembled Structure (AS) state recognition method based on
vibration data. The difficulty of AS state recognition is mainly the extraction of effective classification
features and pattern classification. This paper presents an integrated method based on Convolutional
Neural Networks (CNNs) and data fusion for AS state recognition. The method takes the wavelet
transform time-frequency images of the denoised vibration signal as input, uses CNNs to supervise
and learn the data, extracts the deep data structure layer by layer, and improves the classification
results through data fusion technology. The method is tested on an assembly concrete shear wall
using shake-table testing, and the results show that it has a good overall identification accuracy (IA)
of 94.7%, indicating that it is robust and capable of accurately recognizing very small changes in AS
state recognition.

Keywords: assembled structure (AS); state recognition; continuous wavelet transform (CWT);
convolutional neural networks (CNNs); data fusion

1. Introduction

Assembled Structures (ASs) have gained popularity in the construction industry due to
their energy efficiency and promotion of building industrialization [1]. However, structural
degradation can occur over time due to various factors, including material deterioration,
overloads, and environmental corrosion. This degradation can reduce the resistance capac-
ity of ASs and potentially lead to catastrophes under extreme conditions [2,3]. Therefore,
the health monitoring and state recognition of ASs have become crucial issues.

Vibration-based damage detection techniques have been developed and used in struc-
tural health monitoring (SHM) systems to assess the state of AS and make decisions about
their health [4–8]. These techniques can be classified into parametric [9] and nonparametric
techniques [10], both of which have been used with machine learning methods to achieve
reliable levels of performance for damage detection [11–14].

Deep learning algorithms, such as Convolutional Neural Networks (CNNs), Condi-
tional Random Fields (CRFs), and Long Short-Term Memory (LSTM) recurrent networks,
have been extensively studied and applied in various fields [15–24]. Arnab et al. [21] pro-
posed a hybrid model that combines CRFs and CNNs for semantic segmentation, achieving
state-of-the-art results. Kerdvibulvech et al. [22] introduced a novel method for fingertip
detection in guitar playing, using a combination of neural networks and image processing
techniques. Gers et al. [23] demonstrated the capability of LSTM networks in learning
context-free and context-sensitive languages. Klapper-Rybicka et al. [23] proposed an
unsupervised learning algorithm for LSTM networks, which can learn long-term depen-
dencies in temporal sequences without any explicit supervision. In the field of SHM,
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deep learning methods have been applied for damage detection and localization, with a
particular focus on improving feature extraction and classification accuracy. For instance,
Abdeljaber et al. [10] and Zhang et al. [25] presented a fast and accurate structural damage
detection system using a 1D CNN that can extract features and classify data in a single,
compact learning body. Khodabandehlou et al. [26] presented a vibration-based structural
health monitoring approach using a 2D CNN. While both 1D and 2D CNNs can detect the
occurrence of damage, they cannot locate the location of damage. To address this issue,
Xu et al. [27] proposed a modified faster Region-based Convolutional Neural Network
(faster R-CNN) model that can detect the occurrence and location of multi-damage using
images from damaged reinforced concrete columns. Tang et al. [28] proposed a new frac-
ture trunk thinning algorithm and width measurement scheme, which can improve the
detection automation and has potential engineering application value. These examples
show that deep learning can not only extract features from large datasets, but also detect
the occurrence and location of damage. However, the use of these methods can be limited
in SHM applications due to the computational expense of feature extraction.

To overcome this limitation, decision-level data fusion methods have been developed,
which involve combining data from multiple sources to improve accuracy and reliability in
damage detection [10]. For instance, Dempster-Shafer (DS) evidence theory, a common tool
in data fusion, has been applied in detecting aircraft structures [29], traffic incidents [30],
and structural damage detection and fault diagnosis [31–33]. In general, data fusion can
be achieved at various levels of fusion depending on the task being performed. The three
commonly used levels of data fusion are data-level, feature-level, and decision-level [34].
In this article, the authors present a novel three-stage state recognition method for AS that
involves data preprocessing, CNNs decision, and fusion computation, verified using data
obtained from shaking table testing of an AS model.

Overall, the authors recognize the importance of developing efficient state recognition
methods for ASs and demonstrate the potential of deep learning and data fusion methods in
improving accuracy and reliability in SHM applications. The rest of the paper is organized
as follows: Section 2 presents the principles of the state recognition method for ASs,
Section 3 provides experimental validation of the method, and Section 4 draws some
conclusions and makes some final remarks.

2. Methods

This paper presents a new method for recognizing the state of ASs using a three−stage
approach that consists of data preprocessing, CNN decision, and fusion computation, as
described in Figure 1. The method is explained in detail as follows:

1. The original acceleration signals are denoised using a median filtering method and
are separated into segments. Then, the acceleration signal segments are processed
through the Continuous Wavelet Transform (CWT) to generate Time-Frequency (T-F)
images. These T-F images are stored as grayscale images and are labeled based on
their dominant graphical features.

2. The T-F images are used as input feature maps for CNNs to recognize the state of ASs.
3. The final decision is obtained by fusing the preliminary recognition results using D-S

evidence theory.

This paper describes this method in more detail, including the steps and methods
used in each stage, in the rest of the paper.
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Figure 1. Schematic diagram of the proposed method.

2.1. Data Preprocessing

Measured acceleration signals typically include three types of noise: environmental
noise, electrical noise, and mechanical noise. To extract the useful signal, the measured
acceleration signals must be denoised in the data preprocessing stage. The authors use the
median filtering method to reduce noise in this paper, and after denoising, the acceleration
signals are separated into multiple segments for further processing.

The state recognition of ASs requires a feature vector that represents the acceleration
signal segments. The success of the state recognition system depends on the features
chosen to represent the acceleration signals in such a way that the differences among the
acceleration waveforms are suppressed for waveforms of the same type, but emphasized for
waveforms belonging to different types of states. In this paper, the authors propose using
the CWT to perform the state recognition process of ASs on the acceleration signal segments,
because the CWT can provide a useful representation or description of the signals.

The CWT of a signal f (x) in L2(R) space is defined as:

CWTf (a, τ) =
1√
a

∫
f (t)ϕ∗

(
t− τ

a

)
dt = 〈 f (t)ϕα,τ(t)〉 (1)

where <·> is an inner product operator; ϕα,τ(t) = 1√
a ϕ
( t−τ

a
)
, α, τ ∈ R, a > 0 is the dilation

of a basis wavelet ϕ(t) by the expansion scale factor α and the contraction scale factor τ. It
is known that the CWT is well suited for analyzing non-stationary signals, and the Discrete
Wavelet Transform (DWT) can perform an adaptive time-frequency decomposition of a
signal. The multiresolution representation allows for describing the signal structure using
only a few coefficients in the wavelet domain [35].

This paper describes the use of the wavelet toolbox function of Matlab to perform the
CWT on the acceleration signals. The Morse wavelets are selected as the basis function
for their good regularity and tight support. The acceleration signals are segmented and
processed using the Morse (3, 60) wavelet, resulting in T-F images that are then compressed
to a size of 100 × 100 and converted to grayscale images. This process is shown in
Figures 2 and 3.
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Figure 2. T-F image.

Figure 3. T-F grayscale image.

2.2. CNN Decision

This section interprets the architecture of the designed CNNs models and introduces
the functions of each layer in the CNN models. CNNs are a type of artificial neural network
that are designed to process data with a grid-like topology, such as an image. They are
inspired by the visual cortex of animals and have been widely used in tasks such as object
detection and classification in images and videos [36].

A typical CNN architecture consists of several layers including an input layer, one
or more convolutional layers, a max pooling layer, one or more fully connected layers,
and a softmax output layer. The convolutional layers are responsible for identifying and
extracting features from the input data, while the max pooling layers are used to reduce the
spatial dimensions of the feature maps in order to increase the network’s ability to detect
features at different scales. The fully connected layers are used to analyze the features
and make a prediction, and the softmax output layer is used to produce a probability
distribution over the possible classes of the input data.

2.2.1. Architecture of the CNN Models

The architecture of the proposed CNN models is illustrated in Figure 4. The structure
of the model is tailored to the specific task at hand, taking into account factors such as the
number of sensors, data lengths, and number of prediction categories. This dictates the
shape of the input and output layers. The main architecture of the inner layers is common
to each CNN model.
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Figure 4. Architecture of the proposed CNN models.

The input to the network is a T-F grayscale image of size 100 × 100 × 6. The first
layer is an input layer of the same size. The C1 convolutional layer applies 20 filters to
the input image, generating 20 feature maps. Each filter produces a channel of the feature
maps by sliding over the input image and computing a dot product between the filter
and the local image patch. The resulting feature maps have a size of 55 × 55 × 20 (width,
height, number of channels). The S1 max pooling layer performs max pooling with a
pooling size of 3 × 3 and a stride size of 2 on each of the 20 feature maps generated by
the previous layer. This downsamples each feature map by a factor of 2 along the width
and height dimensions, resulting in 96 feature maps of size 27 × 27 × 20. The output of
the S1 layer is flattened and fed into the N1 fully connected layer. This layer applies a
linear transformation to the input followed by a nonlinear activation function (e.g., ReLU),
producing a high-level representation of the input data. Finally, the output of the N1 layer
is fed into the N2 softmax output layer, which produces a probability distribution over the
possible classes of the input data. The predicted class is the one with the highest probability.

2.2.2. Illustration of CNNs

A CNN model has a special structural layer that is used to extract local features from
the training data, which is called a convolutional layer. In this research, the input layer is
convolved with learnable filters to form intermediate feature maps as follows:

Xl
j = f

(
I

∑
i=1

xl−1
i ∗ Fl

ij + bl
j

)
, j ∈ [1, J] (2)

where Xl
j represents the jth channel of layer l; Fl

ij represents the ith channel of filter j in

layer l; bl
j is a bias for filter j of layer l; I and J are the channel amounts of layer l-1 and l,

respectively; f (·) denotes the activation function. Note that the feature maps acquired from
the convolutional layer encode the local features, and their dimensions depend on those of
the input data and convolutional kernels.

Pooling is a technique used in convolutional neural networks to reduce the spatial
dimension of the feature maps, while retaining the most important information. This helps
to reduce the computational complexity of the network and make it more robust to small
changes in the input image. Common types of pooling include max pooling, which selects
the maximum value from each pooling window, and average pooling, which computes the
average value of the elements in each window.

After the inputs pass through the convolutional layers and max-pooling layers, a
fixed-size feature representation is obtained. The next layers in the network are typically
fully connected layers, which are used to transform the feature maps into a 1D layer and
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are fully connected to all the activations in the previous layer. The operations performed in
the fully connected layer are represented by:

xl
j = f

(
Height

∑
i1=1

Width

∑
i2=1

Channel

∑
i3=1

xl−1
i1i2i3

W l
i1i2i3 + bl

j

)
, jε[1, J] (3)

where xl
j is the jth neuron in full connection layer l, and J is the layer size. xl−1

i1i2i3
is a neuron

in the previous 3D feature map l-1 (whether the feature map is the output of convolution or
a pooling operation), with i1, i2, and i3 indicating positions in height, width, and channel,
respectively. W l

i1i2i3
is the corresponding weight with xl−1

i1i2i3
between layer l-1 and layer l; bl

j

is a bias in the input of xl
j; f (·) denotes an activation function.

In the conventional CNN, the last layer is often a softmax layer, which is used to trans-
form the output of the fully connected layer into a probability distribution, representing
the likelihood of each class. The class with the highest probability is then selected as the
output of the network.

2.3. Data Fusion

To improve the ability to process non-deterministic data and make use of large amounts
of measurement data in recognizing the state of AS, three CNN models are constructed
in Section 2.2. These models are used to obtain primary results, which are then input into
a data fusion center. The flowchart in Figure 5 shows the data fusion process for state
recognition. The key aspect of data fusion is the fusion algorithm, which can include
methods such as the weighted average, Bayesian inference, and D-S evidence theory. In
this specific paper, the authors use D-S evidence theory for the fusion computation [37].

Figure 5. Data fusion for state recognition.

D-S evidence theory is based on a finite and non-empty set called the frame of dis-
cernment, which contains n mutually exclusive and exhaustive hypotheses. The set is
represented by:

Θ = {A1, A2, . . . , An} (4)

where n is the number of hypotheses in the system, and Ai (i = 1, 2, . . . , n) represents the
ith hypothesis that reflects the ith possible recognition result.

In order to describe the support degree for hypotheses, a basic probability assignment,
also called the mass function, is introduced based on 2Θ. The mass function is a function m:
2Θ → [0, 1] , which satisfies the following equations:

m(φ) = 0
∑

A⊂Θ
m(A) = 1

}
(5)

where m(A) is the basic support degree of evidence m to proposition A. If m(A) > 0, A is
called the focal set.

Based on the mass function, the belief function (Bel) and plausibility function (Pl) on
2Θ can be defined, respectively, as:

Bel(A) = ∑
B⊆A

m(B) (6)
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Pl(A) = ∑
B⊆A

m(B) (7)

For ∀A ⊆ Θ, when two independent and reliable pieces of evidence m1 and m2 are
separately obtained from two classifiers, the D-S combination rule can be defined as:

m1 ⊕m2(A) =
1
K ∑

B∩C=A
m1(B)·m2(C) (8)

where K is the conflict factor that reflects the conflict degree of the two pieces of evidence
m1 and m2, and it is given by:

K = ∑B∩C 6=φ
m1(B)·m2(C) = 1−∑B∩C=φ

m1(B)·m2(C) (9)

Similarly, the combination rule of multiple evidence m1, m2, . . . , mn can be deduced as:

(m1 ⊕m2 ⊕ . . .⊕mn)(A) =
1
K ∑

A1∩A2∩...∩An=A
m1(A1)·m2(A2) . . . mn(An) (10)

where K is given by:

K = ∑A1∩A2∩...∩An 6=φ
m1(A1)·m2(A2) . . . ·mn(An) = 1−∑A1∩A2 ...An=φ

m2(A2) . . . ·mn(An) (11)

In general, m(A) is the key element and difficulty, which directly affects the accuracy
and effectiveness of the fusion decision result, but it is not given directly. Gray correlation
analysis and fuzzy mathematics are employed to determine the correlation system and
calculate the closeness [32]. This paper use closeness to construct and acquire the general
form of m(A) [38], and the reasoning process of D-S evidence theory consists of three steps:

Step 1, calculation of closeness.
The closeness between the system’s frame (Θ) and the recognition result (outi) of each

of the M classifiers is calculated using the formula:

ti,j = 1−
di,j

Di
(12)

where di,j is the distance between outi and Aj, and Di is the sum of distances.
Step 2, calculation of m(A).
mi(Aj) is given by: {

mi
(

Aj
)
=

ti,j
n−1βi,j

mi(Θ) = 1− βi,j
(13)

Step 3, calculation of fusion results.
The fusion result is calculated by the basic mass function and the basic belief function

using the Dempster synthesis rule. The maximum value satisfying the equation is:

max
{

mi
(

Aj
)}
≥ δ i = 1, 2, . . . , p; j = 1, 2, . . . , n (14)

where δ is a preset threshold. The output category is determined by this maximum value.

3. Experimental Verification
3.1. Example and Condition Description

The proposed method was verified using shaking table vibration data from a three−story
AS at Fuzhou University, as shown in Figure 6. The structure model was subjected to earth-
quakes with different wave patterns, including El−Centro, Taft, and Shanghai artificial
(SHW2) waves [39,40]. The responses of the floors were recorded using 10 accelerometers,
with 3 sensors assigned to each floor and 1 sensor assigned to the shaking table, as show in
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Figure 7. The recordings were made in both the south–north (X direction) and east–west (Y
direction) of the structural model.

The AS was subjected to both random white noise for ambient vibration response
recording and 9 levels of earthquake excitations with different intensities (0.1 g, 0.15 g, 0.2
g, 0.31 g, 0.4 g, 0.51 g, 0.62 g, 0.7 g, and 0.8 g). After each excitation, the structure model
was visually monitored and classified into one of the three patterns: no damage, moderate
damage, and large damage. The test schedule is summarized in Table 1.

Figure 6. The three-story AS in Fuzhou University. (a) Load direction; (b) Front elevation; (c) Front
elevation; (d) Front elevation.

Figure 7. The layout of acceleration sensors.
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Table 1. Damage cases/patterns and description.

ID Description Peak Table
Acceleration (g) Damage Pattern

A1-W White noise 0.05 g

No damage

A1 El-Centro 0.1 g
A2 Taft 0.1 g
A3 SHW2 0.1 g

B1-W White noise 0.05 g
B1 El-Centro 0.15 g
B2 Taft 0.15 g
B3 SHW2 0.15 g

C1-W White noise 0.05 g
C1 El-Centro 0.2 g
C2 Taft 0.2 g
C3 SHW2 0.2 g

D1-W White noise 0.05 g

Moderate damage

D1 El-Centro 0.31 g
D2 Taft 0.31 g
D3 SHW2 0.31 g

E1-W White noise 0.05 g
E1 El-Centro 0.4 g
E2 Taft 0.4 g
E3 SHW2 0.4 g

F1-W White noise 0.05 g
F1 El-Centro 0.51 g
F2 Taft 0.51 g
F3 SHW2 0.51 g

G1-W White noise 0.05 g

Large damage

G1 El-Centro 0.62 g
G2 Taft 0.62 g

H1-W White noise 0.05 g
H1 El-Centro 0.7 g
H2 Taft 0.7 g

I1-W White noise 0.05 g
I1 El-Centro 0.8 g

3.2. Pattern Recognition of AS
3.2.1. Signal Acquisition

The signal was acquired with a sampling frequency of 500 Hz. Figure 8 shows the time
series signal of the AS under three different damage patterns. While there are differences
in the signals for each damage pattern, it is not possible to directly identify the damage
pattern from the time series signal alone.

Figure 8. The time series signal by a18 sensor.
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3.2.2. Data Processing

The data processing was carried out using MATLAB. The collected acceleration signals
were first denoised using the median filtering method and then divided into segments. Next,
the acceleration signal segments were processed using the CWT to generate T-F images.
The T-F images were then stored as grayscale images and labeled based on their dominant
graphical features, as outlined in Section 2.1. For the purposes of this example, three signals
from Figure 8 were selected and each T-F image was transformed into a grayscale image
for simplicity. The T-F images were then compressed and resized to 100 × 100 for ease of
analysis, as shown in Figure 9. In total, 807 sets of T-F images were generated, with 538 sets
being used as the training set and the remaining 269 sets being used as the testing set.

Figure 9. Compressed T-F image for different patterns. If there are multiple panels, they should be
listed as: (a) No damage; (b) Moderate; (c) Large.

3.2.3. Single CNN Model

In this study, a CNN model was constructed based on the specific parameters described
in Section 2.2. The training samples were used to train the CNN model and the model was
finalized when it fell within the specified tolerance or after reaching the specified number
of iteration steps. The data from each floor were used as input for the single CNN model to
create CNN-1, CNN-2, and CNN-3. The trained CNN model was then tested using the test
samples, and the final decision results were obtained.

3.2.4. Data Fusion

The outputs from the three single CNN models were then fed into a data fusion center
for combining. As described in Section 2.3, the D-S evidence theory was used to fuse the
outputs from the three CNN models to make the final decision on damage detection.

3.3. Results and Discussion
3.3.1. Single CNN Decision Results

The results of the single CNN decision for the AS are presented in the form of confusion
matrices in Figures 10–12. The matrices show the predicted patterns (as predicted by the
trained CNN) versus the actual patterns for the test cases. The diagonal cells indicate
correctly identified patterns. Each cell shows the total number and percentage of predicted
patterns compared to the total number of test/validation patterns. The off-diagonal cells
represent misclassified test cases. The far-right column of the matrix displays the true and
false prediction rates in percentage. The bottom row lists, for each pattern, the percentage
of correctly and incorrectly predicted patterns. The overall identification accuracy (IA) of
the test is indicated in the lower-right-hand corner cell of the matrix. It is important to note
that the results are based on the respective training and test samples for each CNN model.
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Figure 10. Confusion matrices with CNN-1. (a) Confusion matrix for training samples; (b) Confusion
matrix test samples.

Figure 11. Confusion matrices with CNN-2. (a) Confusion matrix for training samples; (b) Confusion
matrix test samples.
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Figure 12. Confusion matrices with CNN-3. (a) Confusion matrix for training samples; (b) Confusion
matrix test samples.

The results of this study show that among the three single CNN models, CNN-3
has the highest overall IA of 96.3% for training samples and 94.0% for test samples, as
shown in Figure 12. CNN-2 has an overall IA of 96.1% for training samples and 93.3% for
test samples, as shown in Figure 11, while CNN-1 has an overall IA of 95.5% for training
samples and 92.9% for test samples, as shown in Figure 10. These results indicate that the
single CNN model has a strong ability to recognize damage patterns.

3.3.2. Fusion Decision Results

The overall IA of the fusion methods is shown in Figure 13 based on the results from
Section 3.2.4. The following conclusions can be drawn from the findings:

1. The pattern recognition ability of the fusion methods is significantly improved com-
pared to the single CNN decision. The overall IA is not less than 93.3% for all four
fusion methods, which is much better than the overall IA of CNN-1 (92.9%). This
demonstrates that the data fusion method has a higher IA than any single CNN
model.

2. The overall IA for the combination of CNN-1 and CNN-2, and the combination of
CNN-1 and CNN-3, is 93.3% and 93.7%, respectively, which is lower than the overall
IA for the combination of CNN-2 and CNN-3. This is due to the lower overall IA of
single CNN-1 compared to CNN-2 and CNN-3, which results in a lower overall IA
after data fusion.

3. The overall IA for the combination of all three CNN models (CNN-1 + CNN-2 + CNN-
3) is 2%, 1.6%, and 0.8% higher compared to CNN-1, CNN-2, and CNN-3, respectively.
This indicates that multi-sensor data fusion has a better pattern recognition capacity
than any single CNN model.
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Figure 13. Confusion matrices for testing samples with different methods. (a) CNN-1 + CNN-2;
(b) CNN-1 + CNN-3; (c) CNN-2 + CNN-3; (d) CNN-1 + CNN-2 + CNN-3.

4. Discussion

The method proposed in this paper has been tested with a small sample size due to
the limited shaking table test data of ASs and the lack of actual engineering data. Therefore,
the generalizability of our proposed method to other datasets may be limited. To validate
the robustness and effectiveness of our approach, we plan to conduct further experiments
on larger datasets in the future. Additionally, it should be noted that our method relies on
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preprocessing techniques such as denoising and the wavelet transform, which may not be
applicable to all datasets or scenarios.

In the current experimental data, our proposed method has demonstrated a signif-
icantly improved recognition ability compared to the 1D CNN model in two aspects:
recognition ability with different input images of the same patterns and recognition ability
with similar T-F images from different patterns. Compare as follows:

4.1. Comparison with Other Methods

For comparison purposes, a one-dimensional (1D) CNN model was also developed
and tested. The 1D CNN model was designed to directly recognize the time series accel-
eration data, and its development process was similar to that of the AS state recognition
model, except that the CWT was not included. The recognition results of the 1D and AS
state recognition models are presented in Figure 14.

Figure 14. Identification accuracy for test samples with different methods.

4.2. Recognition Ability with Different Input Images of the Same Patterns

The T-F images of the same patterns can be largely different when the structure is
subjected to different earthquake excitations. Therefore, it is necessary to evaluate the ability
of the CNN to identify the difference in the same patterns and to assess its generalization
ability. As shown in Figure 15, the position and intensity of the T-F images are different
for no damage under three earthquake excitations: El-Centro, Taft, and SHW2. The results
show that the proposed method can identify the no-damage patterns with a recognition
accuracy of 94.3%, 91.7%, and 92.5%, respectively. This indicates that the proposed method
has good generalization abilities.

Figure 15. T-F images in no damage under different earthquake excitations. (a) El-Centro wave;
(b) Taft wave; (c) SHW2 wave.
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4.3. Recognition Ability with Similar T-F Images from Different Patterns

In order to evaluate the CNN’s ability to identify different patterns by using similar
T-F images and assess its feature extraction capability, the T-F images were compared
between no damage, moderate, and extensive patterns under SHW2 earthquake excita-
tions, as shown in Figure 16. The results show that the proposed method can identify no
damage, moderate, and extensive patterns with recognition accuracies of 92.5%, 90.4%,
and 89.9%, respectively. This indicates that the proposed method has strong feature
extraction capabilities.

Figure 16. Different patterns in similar T-F images. (a) No damage; (b) Moderate; (c) Large.

5. Conclusions

This paper proposed a three−stage state recognition method for Assembled Structures
(ASs) using Convolutional Neural Networks (CNNs) and data fusion. The method was
evaluated on shaking table vibration data from a three-story AS subjected to different wave
patterns and earthquake excitations. The experimental results demonstrate the effectiveness
and generalization capability of the proposed method, with CNN-3 achieving the highest
overall identification accuracy (IA) of 96.3% for training samples and 94.0% for test samples.

The proposed method has the potential to significantly improve the safety and mainte-
nance of assembly structures by accurately identifying their state and facilitating informed
decision−making. However, further research is required to fully validate its effectiveness
under different conditions and in real-world scenarios. Future studies should focus on
testing the method on various types of ASs under different environmental conditions, while
also comparing its performance to other existing methods. By doing so, we can better
understand the overall accuracy, reliability, and efficiency of the approach and its potential
for practical implementation.
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