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Abstract: The total electricity consumption in China includes almost all the electricity consumption
from all fields, which can reflect the overall situation of China’s electricity consumption, and it is
of great significance to forecast it. This paper develops a novel grey Holt-Winters model based on
the new information priority cycle accumulation operator, known as the NCGHW model for short,
in order to effectively forecast the total electricity consumption in China. First of all, this paper
proposes the new information priority cycle accumulation operator to mine the internal law of data
while maintaining periodicity in the accumulated data. Then, based on the one-order accumulation
sequence generated by the new operator, the framework of the Holt-Winters model is used to build a
new model. Finally, according to the characteristics of the data itself, the LBFGS algorithm is used
to find the most suitable parameters for the model. In order to model and analyze the fine-grained
measurement of the total electricity consumption in China, we study the monthly and quarterly data,
respectively. The new model and the contrast models are applied to the two sequences for simulation
and prediction. The performance of the model is discussed through relevant evaluation criteria. The
results show that the new model has sufficient capacity to forecast the monthly and quarterly total
electricity consumption. It is the best choice for the total electricity consumption in China.

Keywords: the new information priority cycle accumulation operator; LBFGS algorithm; the total
electricity consumption; NCGHW model

1. Introduction

As a positive factor driving economic growth [1], electricity plays an essential role
in China’s energy consumption. According to data released by the National Bureau of
Statistics, China’s electricity consumption has been increasing year after year, and the role of
electricity has been fully played. Then, the electricity industry has been rapidly expanding.
The phenomenon of “electricity shortage” has arisen in many places in China [2,3] as a
result of the issue of an imbalance between power demand and supply, causing not only
inconvenience to people’s lives but also immense economic losses. On the other hand,
the «14th Five-Year Plan of Modern Energy System» issued by China in 2022 points out
that it is necessary to develop electric energy replacement and improve the electrification
level of end-use energy in industrial production, agricultural production and other aspects,
so as to promote energy conservation and emission reduction. This indicates that China,
as a major consumer of electricity, will confront a more severe demand issue. The total
electricity consumption in China comprises nearly the electricity consumption from all
fields, reflecting the overall state of China’s electricity consumption. Therefore, it is of great
significance to forecast the total electricity consumption in China. Accurate forecasting may
provide information assurance for the future electricity development trend, and it is a vital
instrument for ensuring the smooth advancement of people’s production and lives.

The annual form of the total electricity consumption mainly shows an upward trend
with less data regularity, while the series expressed in the form of monthly or quarterly
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has more obvious seasonal, nonlinear and periodic characteristics. These characteristics
play a significant role in exploring the development of the total electricity consumption in
China. However, how to handle these complex features is a difficult problem. Additionally,
uncertainties such as industry types, climate change, raw material prices, and the COVID-
19 pandemic have led to the complexity of monthly and quarterly data. This disrupts their
internal characteristics and makes it difficult to forecast. As a result, a novel approach
is suggested to address the aforementioned issues, which aids in the advancement of
electricity forecasting.

2. Literature Review

As an indispensable energy in daily life, electricity has become the focus of many
people’s attention, and the prediction of electricity has also become the research object of
many scholars. At present, the main methods of electricity forecasting are concentrated in
the following three categories: statistical econometric models, artificial intelligence models
and grey prediction models. Table 1 summarizes some of the representative technologies in
each of the three models.

2.1. The Research of Electricity Forecasting

In statistical economic models, the ARMA (AutoRegressive Moving Average) model
has grown in popularity as a method for predicting electricity [4]. To improve the accuracy,
Zhu et al. used particle swarm optimization to seek the order p and the moving average
q in the ARMA model and used support vector machine to correct the residual sequence
after prediction [5]. ARIMA (Auto Regressive Integrated Moving Average), as a generalized
model of ARMA, makes the time series in the simulation and prediction stages stationary,
which improves performance [6]. As a result, the ARIMA model can also be applied to
electricity prediction [7,8]. Considering the non-constant mean, variance and multiple
seasonality of daily peak electricity data, Sigauke and Chikobvu used GARCH modeling
method to propose the Reg-SARIMA-GARCH model [9]. Elamin et al. also took the
interaction (cross) effects of SARIMAX model into account when predicting power load,
and empirically showed that the accuracy could be improved [10]. The above models have
benefits such as convenience and easy understanding, but they also have some drawbacks.
Some single models in the above models belong to linear time series models [11], and their
ability to deal with nonlinear sequences needs to be improved. The improvement and
extension of these single models can indeed improve the accuracy of the model. However,
statistical econometric models use a large number of samples to obtain high accuracy [12].
It is worth noting that the series of the total electricity consumption in China exhibits
obvious nonlinear characteristics. If the above method is used to forecast the total electricity
consumption, it may produce unacceptable forecast results. Furthermore, due to the
influence of holiday effect, time and other factors, the acquisition of electricity consumption
data may not be complete and comprehensive, affecting the prediction results.

Different from the above models, artificial intelligence models have certain advantages
in dealing with nonlinear problems [13], and the value created can be reflected in different
fields [14,15]. Machine learning is a subset widely used in artificial intelligence models,
which can integrate multiple advantages and select the most appropriate solution according
to the problem [16]. This advantage provides a way to solve the electricity forecasting prob-
lem with nonlinear and complex characteristics. Yuan et al. used artificial neural network
(ANN) models to predict the seasonal hourly electricity consumption of a campus [17].
Khwaja et al. improved a new Bag-BoostNN model and tested the accuracy of the model
in short-term electricity load forecasting [18]. The effect of the combined model is often
better than that of the single model. Jnr et al. combined Discrete Wavelet Transform (DWT),
Particle Swarm Optimization (PSO) and Radial Basis Function Neural Network (RBFNN)
into a new model and proved the performance of the new model by comparing with the
effect of the comparison model [19]. Different from artificial neural networks, support
vector machine (SVM) can avoid defects such as data overfitting and local minima and
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other defects [20,21]. Luo et al. constructed a robust support vector regression (SVR) model
for predicting electricity demand to improve the accuracy of prediction results [22]. At the
same time, LSSVM (Least Squares Support Vector Machine) also has strong performance
for complex nonlinear problems [23]. Therefore, this kind of model and its extension are
also used in electricity forecasting [24,25]. The above model can indeed bring good results
in prediction, but the premise is a large amount of training data [26]. Similarly, for the
series of the total electricity consumption in China, the integrity and comprehensiveness
of the data cannot be guaranteed. Therefore, artificial intelligence models may not be the
most suitable choice to predict the total electricity consumption in China.

The sample size and the generation of uncertain factors greatly restrict the above two
types of models [27]. For this reason, Julong Deng put forward the grey prediction model
in 1982, which can deal with the problems of insufficient information and insufficient
data [28,29]. In addition, this kind of model also has the advantages of simple modeling
and excellent effect. Grey accumulation operator is a tool to process sequences, which can
effectively improve the stability of sequences. The Accumulative Generation Operator
(AGO) in grey prediction can effectively mine the inherent law of sequence. However,
the accumulation operator is actually a tool for weighted summation of sequences [30].
Based on this, in order to further improve the ability of processing sequences, different
improvements are made to the traditional accumulation operator, including damping
accumulation [31], complex order accumulation [32], opposite-direction accumulation [33],
etc. Each kind of accumulation operator improves the performance of the model, but with
the deepening of research, scholars find that the new information always plays a greater
role than the old information. Therefore, Wu et al. proposed the concept of fractional order
accumulation operator [34] and extended the order of the accumulation operator to positive
fractions [35]. Liu et al. combined time power term and fractional order accumulation
operator to improve the utility of grey model [36]. Furthermore, Zhou et al. proposed a new
information priority accumulation operator with parameter form, which fully reflected the
weight of new information [37]. The accumulation operator based on the principle of new
information priority certainly captures the role of new information and extends the scope
of application of the grey model effectively. However, these operators ignore the periodicity
of the series, and the monthly and quarterly series have obvious seasonal periodicity. Based
on this, this paper improves the accumulation operator of Ref. [37]. In this paper, the new
information priority cycle accumulation operator is proposed. We believe that each period
has its own characteristics, and using new operators to accumulate within the cycle can
effectively preserve the periodicity of the cumulative sequence.

It is the basis of modeling to process the sequence by the accumulation operator, and
the model is the method to obtain the prediction results. In order to predict the annual
electricity consumption, Xie et al. established a new conformable fractional grey model
in opposite direction, and the empirical results showed that the new model had the best
effect [38]. Zhou et al. introduced the discrete idea into the traditional Verhulst model
and realized the transformation of sequence from continuous form to discrete form. By
establishing fractional discrete Verhulst model, the prediction of electricity consumption
is completed [39]. Considering the relationship between electricity and relevant factors,
Wu et al. constructed a multivariate grey prediction model and applied it in the case of
electricity consumption in Shandong Province [40]. However, the annual electricity series
cannot reveal the seasonal and nonlinear characteristics hidden in the series. Based on this,
scholars have improved the model in different ways to describe these features. In order
to eliminate the seasonal fluctuation of the series, Wang et al. proposed dynamic seasonal
adjustment factors [41] and data grouping approach [42], established new grey models,
and further improved the applicability of the model. Zhou et al. incorporated seasonal
dummy variables into the model structure to enable the new model to adapt to multiple
series with seasonal fluctuations [43]. Ding et al. built a new seasonal model combined
with data-restacking technique, and applied the model to the actual prediction case, and
finally obtained good prediction results [44]. In order to improve the accuracy of the model,
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Zhou et al. added seasonal factors and cultural algorithms into the model and proposed
the SNGBM(1,1) model (a novel grey seasonal model) and SWBGM(1,1) model (a novel
seasonal Weibull Bernoulli grey model) [45,46]. Based on the FANGBM(1,1) model (a novel
nonlinear grey Bernoulli model with fractional order accumulation), Şahin et al. proposed
the SFANGBM(1,1) model (a genetic algorithm (GA)-based seasonal fractional nonlinear
grey Bernoulli model) by combining the seasonal fluctuation method and genetic algorithm.
The results show that the new model can effectively improve the prediction effect [47].

2.2. Summary and Contribution of This Work

The current grey prediction models do, to a certain extent, increase model accuracy
and offer several benefits. However, the seasonality, nonlinearity, and periodicity of the
total electricity consumption in China are presented simultaneously, and the preceding grey
prediction models may not be able to adequately describe these complex characteristics.
Therefore, the previous models may not be able to adapt to the total electricity consumption
series. For the prediction of this series, a model that can more effectively describe these
characteristics is needed. Based on this, the NCGHW model, which achieves the prediction
of the total electricity consumption series, is a novel grey Holt-Winters model based on
the new information priority cycle accumulation operator. The new model is composed
of three parts, including the new information priority cycle accumulation operator, the
Holt-Winters model’s framework, and the LBFGS algorithm, which combines the benefits
of each component. In general, the following are the paper’s primary contributions:

(1) The proposed model combines the new information priority cycle accumulation
operator, the LBFGS algorithm, and the Holt-Winters model’s framework, maximizing
the benefits of each component. The new model can comprehensively deal with the
total electricity consumption series in monthly or quarterly form. It also effectively
describes the significant seasonality, nonlinearity, and periodicity of the series.

(2) In the new model, the new operator can make full use of the latest information
and preserve the periodicity of the accumulation sequence. To solve the problem of
parameters, the model uses the LBFGS algorithm to optimize the parameters in the
model, which raises the model’s prediction accuracy even higher.

(3) In the empirical analysis, to comprehensively study the total electricity consumption
series, this series is presented in the form of monthly and quarterly to verify the
new model’s performance. The benefits of the new model are further confirmed
by comparing it with the typical models of statistical econometric models, artificial
intelligence models, and grey prediction models.

The overall framework of this paper is shown below. Section 3 introduces the mod-
eling process of the NCGHW model, the LBFGS algorithm, and some evaluation criteria.
Section 4 is the application section. Firstly, the design of the entire empirical analysis is
described, including data sources, data division, and a series of representative models
selected. Then, the parameters setting of the new model and the comparison model are
described. Subsequently, all models are applied to the cases and analyzed. Finally, China’s
electricity consumption is also forecast for the next two years. Section 5 is the summary of
the whole paper.

Table 1. Representative techniques of electricity forecasting.

Category Authors Methods Cases Horizons Performance

Statistical
econometric
models

Zhu et al. [5] PSO-ARMA-SVR Historical electricity load of
a community. Weekly The prediction error of the new

model drops to 0.03%.

Jamil [8] ARIMA
Hydroelectricity
consumption in Pakistan
from 2001 to 2010.

Annually
The forecast error is within the
range of ±1.6%, with an average
difference of 1.23%.

Elamin et al. [10] Interaction-
SARIMAX

Electricity generation from
1 January 2012 to 31
December 2015.

Hourly
MAPE, MAE and RMSE
decreased to 0.7%, 21.7% and
31.6%, respectively.
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Table 1. Cont.

Category Authors Methods Cases Horizons Performance

Artificial
intelligence
models

Yuan et al. [17] ANN

Seasonal hourly electricity
consumption in three areas
of a university campus in
Japan.

Hourly

In the training stage, the
correlation coefficient was
between 0.96–0.99. In the testing
stage, the correlation coefficient
was between 0.95–0.99.

Jnr et al. [19] DWT-PSO-RBFNN
Daily average electrical
load data provided by
Ghana Grid Company.

Day

In the test phase, MAPE, MAD
and NRMSE were 2.4222%,
48.9647 and 0.0322, respectively.
In the verification phase, MAPE,
MAD and NRMSE were 2.7428%,
52.1464 and 0.0401, respectively.

Yang et al. [23] AS-GCLSSVM

Electricity load demand
data of New South Wales
(NSW), Victoria (VIC) and
Queensland (QLD) in
Australia.

Half an hour

Compared with nine competing
models, the proposed model can
predict short-term electricity load
effectively.

Grey
prediction
models

Xie et al. [38]

A novel
conformable
fractional grey
model in opposite
direction
(CFGOM(1,1))

Monthly power load,
hourly power load and
electricity consumption of
Beijing, Fujian and
Shandong.

Monthly,
Hourly and
Annually

The proposed model is suitable
for annual electricity
consumption forecast and proves
that the new model is superior to
the comparison models.

Ding et al. [44]

A novel seasonal
model combined
with the
data-restacking
technique
(DR-SFGM)

Renewable energy
consumption of commercial
sector and industrial solar
in American.

Monthly In two cases, MAPE are less than
20% and RMSE are less than 2.

Şahin et al. [47] SFANGBM(1,1)
Electricity generation from
renewable and
non-renewable sources.

Monthly

The new model proved to be
useful for the study of monthly
energy generation, providing a
valuable technique for energy
prediction.

3. Method

Based on some defects of the previous models, this paper proposes a novel grey Holt-
Winters model based on the new information priority cycle accumulation operator, namely
the NCGHW model. The new model is composed of the new information priority cycle
accumulation operator, the framework of the Holt-Winters model, and the LBFGS algorithm,
which gives full play to the advantages of each part, thus improving the model’s prediction
ability. This section will elaborate on the NCGHW model, including the following details.
The first part introduces the modeling and solving process of the NCGHW model. The
second part describes the optimization process of the LBFGS algorithm. The third part
introduces several evaluation criteria to test the models’ performance.

3.1. Definition

Definition 1. Assume that X(0) =
(

x(0)(1), x(0)(2), . . . , x(0)(n)
)

is a non-negative sequence
with seasonal, nonlinear, and periodic characteristics, and n is the amount of data in the se-
quence. Subsequently, by using the new information priority accumulation operator with parameter
form [37], the raw sequence can be written as Y(1) =

(
y(1)(1), y(1)(2), . . . , y(1)(n)

)
. Additionally,

the calculation formula can be expressed as: Y(1)(t) =
t

∑
i=1

ξt−iy(0)(i), t = 1, 2, . . . , n , where

ξ ∈ (0, 1). The ξ is the cumulative generated parameter which is used to adjust the weight of old
and new information.
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Then, the reduction formula can be expressed as follows:

y(0)(t) =

{
y(1)(t)− ξy(1)(t− 1), t = 2, 3, . . . n
y(1)(1), t = 1

(1)

In order to fully demonstrate the process of accumulation and reduction, we substitute
the data into the formula for calculation.

y(1)(1) = y(0)(1)
y(1)(2) = ξy(0)(1) + y(0)(2)
y(1)(3) = ξ2y(0)(1) + ξy(0)(2) + y(0)(3)

...
y(1)(n− 1) = ξn−2y(0)(1) + ξn−3y(0)(2) + · · ·+ y(0)(n− 1)
y(1)(n) = ξn−1y(0)(1) + ξn−2y(0)(2) + · · ·+ y(0)(n)

(2)

Then, through the reduction formula, the following can be obtained:

y(0)(1) = y(1)(1)
y(0)(2) = y(1)(2)− ξy(1)(1)

= ξy(0)(1) + y(0)(2)− ξy(1)(1)
= y(0)(2)

y(0)(3) = y(1)(3)− ξy(1)(2)
= ξ2y(0)(1) + ξy(0)(2) + y(0)(3)− ξ

(
ξy(0)(1) + y(0)(2)

)
= y(0)(3)
...

y(0)(n) = y(1)(n)− ξy(1)(n− 1)
= ξn−1y(0)(1) + ξn−2y(0)(2) + · · ·+ y(0)(n)
−ξ
(

ξn−2y(0)(1) + ξn−3y(0)(2) + · · ·+ y(0)(n− 1)
)

= y(0)(n)

(3)

Definition 2. Based on the new information priority accumulation operator with parameter form,
we design the new information priority cycle accumulation operator. The operator in Definition 1 is
an accumulation of the whole sequence of data, while the new operator is an accumulation within
each period and has periodicity. Then, the original sequence can be transformed into a one-order
accumulation sequence: X(1) =

(
x(1)(1), x(1)(2), . . . , x(1)(n)

)
. The calculation process can be

expressed as: x(1)(t) =
t

∑
i=(dt/ee−1)e+1

µt−ix(0)(i), t = 1, 2, . . . n where dt/ee represents an integer

not less than t/e, µ is the cumulative generated parameter ranging from (0, 1), e is the is the cycle
of the sequence.

In addition, to further demonstrate the internal mechanism of the new information
priority cycle accumulation operator, we take the sequence with period 4 (e = 4) as an
example. Meanwhile, we assume that the amount of data in the sequence is 8 (n = 8).
Through the new operator, we can obtain:
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x(1)(1) =
1
∑

i=(d1/4e−1)4+1
µ1−ix(0)(i) = x(0)(1)

x(1)(2) =
2
∑

i=(d2/4e−1)4+1
µ2−ix(0)(i) = µx(0)(1) + x(0)(2)

x(1)(3) =
3
∑

i=(d3/4e−1)4+1
µ3−ix(0)(i) = µ2x(0)(1) + µx(0)(2) + x(0)(3)

x(1)(4) =
4
∑

i=(d4/4e−1)4+1
µ4−ix(0)(i) = µ3x(0)(1) + µ2x(0)(2) + µx(0)(3) + x(0)(4)

x(1)(5) =
5
∑

i=(d5/4e−1)4+1
µ5−ix(0)(i) = x(0)(5)

x(1)(6) =
6
∑

i=(d6/4e−1)4+1
µ6−ix(0)(i) = µx(0)(5) + x(0)(6)

x(1)(7) =
7
∑

i=(d7/4e−1)4+1
µ7−ix(0)(i) = µ2x(0)(5) + µx(0)(6) + x(0)(7)

x(1)(8) =
8
∑

i=(d8/4e−1)4+1
µ8−ix(0)(i) = µ3x(0)(5) + µ2x(0)(6) + µx(0)(7) + x(0)(8)

(4)

Accordingly, the reduction formula can be expressed as:

x(0)(t) =

{
x(1)(t) tmode = 1

x(1)(t)− µx(1)(t− 1) tmode 6= 1
(5)

Compared with the traditional one-order accumulation operator, the new information
priority cycle accumulation operator pays more attention to the role of the latest information,
enlarging the weight of the use of the latest information, while the period accumulation
makes the accumulated sequence still periodic. Adding new operators into the model
improves the ability to mine the sequence’s intrinsic laws, laying a foundation for the
subsequent model prediction.

Definition 3. Based on the one-order accumulation sequence, the NCGHW model is constructed.

St = η1
x(1)(t)
Ct−e

+ (1− η1)(St−1 + bt−1), 0 < η1 < 1
bt = η2(St − St−1) + (1− η2)bt−1, 0 < η2 < 1, t = e + 1, e + 2, . . . , n

Ct = η3
x(1)(t)

St
+ (1− η3)Ct−e, 0 < η3 < 1

(6)

Preset the initial values in the model:

Se = x(1)(e)

Ct =
x(1)(t)(

e
∑

i=1
x(1)(i)

)
/e

, t = 1, 2, . . . , e

be =
1
e

(
x(1)(e+1)−x(1)(1)+x(1)(e+2)−x(1)(2)+···+x(1)(e+e)−x(1)(e)

e

) (7)

This section is the main structure of the NCGHW model, including three aspects.
S represents the level, and the corresponding η1 represents data smoothing factor; b repre-
sents the trend, and the corresponding η2 represents trend smoothing factor; C represents
seasonality, and the corresponding η3 represents seasonal changes smoothing factor. Based
on Definitions 2 and 3, the new model has sufficient capacity to deal with sequences with
significantly complex features.

According to the above model structure, the new model has four parameters. In
order to seek the optimal parameters of the model, the LBFGS algorithm was used in
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this paper for parameter optimization (described in detail in Section 3.2), and parameters
Q̂ = [µ̂, η̂1, η̂2, η̂3] could be obtained. The prediction formula of the NCGHW model is:

x̂(1)(t + j) = (St + jbt)Ct−e+1+(j−1)mode (8)

where j is the number of recursions.
By reducing the above prediction formula, we can obtain:

x̂(0)(t + j) =

{
x̂(1)(t + j) (t + j)mode = 1
x̂(1)(t + j)− µ̂x̂(1)(t + j− 1) (t + j)mode 6= 1

(9)

3.2. Parameter Optimization
3.2.1. The Process of Parameter Optimization

In this paper, the original data sequence is divided into two parts, namely the training
set and the testing set. The training set is used to seek optimal parameters, and the
testing set is used to analyze the predictive ability of the model. The modeling process
in Section 3.1 shows that the first e data are not regarded as the data of the training set,
that is, the range of the training set starts from e + 1. Because of the different expressions,
this paper divides the optimization process into two stages in the process of parameter
optimization. The first stage is [e + 1, e + e], and the second stage is [2e + 1, (p + 1)e + q],
where p ∈ [1, the number o f training set data

e − 2], q ∈ [1, e]. The reason for different expressions
is that the C used in the two stages is different. The C in the first stage is directly calculated
from the initial value, while C in the second stage needs to be derived into a known value
through the formula in Section 3.1 for calculation. The specific expressions of the two stages
are as follows:

The first stage:

x̂(1)(e + y) =
(
Se+y−1 + be+y−1

)
Cy

= (1 + η2)η1x(1)(e + y− 1) Cy
Cy−1

+
[
(1− η1 − η1η2)Se+y−2 + (2− η1 − η1η2)be+y−2

]
Cy

where y ∈ [1, e].
The second stage:
When q = 1,

x̂(1)(e + pe + q)
= x̂(1)(e + pe + 1)

= (1 + η2)η1x(1)(e + pe)
Cpe+1

Cpe
+
[
(1− η1 − η1η2)Se+pe−1 + (2− η1 − η1η2)be+pe−1

]
Cpe+1

= (1 + η2)η1x(1)(e + pe)
(1−η3)

pC1+η3

p
∑

i=1
(1−η3)

p−i x(1)(ie+1)
Sie+1

(1−η3)
p−1Cs+η3

p
∑

i=2
(1−η3)

p−i x(1)(ie)
Sie

+
[
(1− η1 − η1η2)Se+pe−1 + (2− η1 − η1η2)be+pe−1

][
(1− η3)

pC1 + η3

p
∑

i=1
(1− η3)

p−i x(1)(ie+1)
Sie+1

]
When q 6= 1,

x̂(1)(e + pe + q)
= (1 + η2)η1x(1)(e + pe + q− 1) Cpe+q

Cpe+q−1
+
[
(1− η1 − η1η2)Se+pe+q−2 + (2− η1 − η1η2)be+pe+q−2

]
Cpe+q

= (1 + η2)η1x(1)(e + pe + q− 1)
(1−η3)

pCq+η3

p
∑

i=1
(1−η3)

p−i x(1)(ie+q)
Sie+q

(1−η3)
p−1Cq−1+η3

p
∑

i=1
(1−η3)

p−i x(1)(ie+q−1)
Sie+q−1

+
[
(1− η1 − η1η2)Se+pe+q−2 + (2− η1 − η1η2)be+pe+q−2

][
(1− η3)

pCq + η3

p
∑

i=1
(1− η3)

p−i x(1)(ie+q)
Sie+q

]
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3.2.2. Steps of the LBFGS Algorithm

The LBFGS algorithm belongs to the quasi-Newton method, which is a widely used
method [48,49] and effectively deals with nonlinear problems. The most important feature
of this algorithm is that after setting the memory size, the generated result will be constantly
updated to save storage space and reduce the complexity of calculation. This part shows
the main steps of the algorithm:

First, set the initial value X0 of the algorithm, the memory size M, and the maximum
number of iterations Imax, I = 0.

Second, calculate the gradient value g0 and the search direction h0.
Third, based on the value obtained in the second step, the step size alpha is calculated

according to the strong wolfe condition.
Fourth, update the initial value X1 = X0 + alpha ∗ h0.
Fifth, if I > M, keep the new results and delete the corresponding old results.
Sixth, I = I + 1, and go to the second step for the next calculation.
In order to further understand the LBFGS algorithm, we demonstrate it through a flow

chart, as shown in Figure 1.
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3.3. Evaluation Criteria

Evaluation criteria are a method to compare the merits and demerits of models, which
can show the performance of models intuitively. To further evaluate the results of the new
model and a series of comparison models, the following evaluation criteria are selected.

APE(t) =

∣∣∣∣∣ x̂(0)(t)− x(0)(t)
x(0)(t)

∣∣∣∣∣ ∗ 100%, t = 1, 2, 3, . . . , u + v;

MAPES =
1
u

u

∑
t=1

APE(t), MAPEP =
1
v

u+v

∑
t=u+1

APE(t);

RMRSES =

√
1
u

u
∑

t=1

[
(x̂(0)(t)− x(0)(t))/x(0)(t)

]2,

RMRSEP =

√
1
v

u+v
∑

t=u+1

[
(x̂(0)(t)− x(0)(t))/x(0)(t)

]2;

where u represents the amount of data in the training set and v represents the number of
data in the testing set.

4. Predict the Total Electricity Consumption in China with NCGHW Model

In order to thoroughly verify the application ability of the new model to the total
electricity consumption, we provide data and different comparison models in this part. The
specific structure is shown below. Section 4.1 describes the experimental design. Section 4.2
describes the model’s parameters, and Section 4.3 is a comprehensive analysis of the
simulation and prediction results. Section 4.4 makes predictions for 2022–2023.

4.1. The Design of Experiment

In recent years, electricity terminal products have been increasing gradually. Electricity
consumption is increasing year by year, but there is often a shortage of electricity. In China,
the total electricity consumption can basically reflect the electricity consumption of the
whole country. It is of great significance to forecast the total electricity consumption in
China to ensure the life of residents and industrial production. This series often shows
obvious seasonal, nonlinear, and periodic characteristics. The previous grey prediction
models mainly focus on studying a certain feature, and few study the series with these
characteristics at the same time. Based on this, this paper presents the total electricity
consumption in the form of monthly and quarterly and deeply studies the total electricity
consumption. While verifying the capability of the new model, it also studies the situation
of China’s electricity consumption.

The data of China’s total electricity consumption is obtained from the China Economic
Network Statistical database (https://db.cei.cn/, accessed on 6 February 2023). For the
monthly series, due to the Spring Festival holiday factor in China, this paper combines
January and February each year into one value, and the period also changes from 12 to 11.
We selected data from 2012 to 2021 to train and test the new model, in which data from 2012
to 2019 are used as the training set to verify the simulation capability of the model. Data
from 2020 to 2021 are selected as a testing set to test the prediction ability of the model. The
first dataset is the simulation stage and the second is the prediction stage. For the quarterly
series, the period is four. Data from 2013 to 2021 are selected for training and testing, in
which data from 2013 to 2020 is the training set and data in 2021 is the testing set. The
dataset also has two stages.

In order to show the performance of the new model effectively, this paper selects
some representative models to compare the simulation and prediction results with the new
model. Among the comparison models, our selection covers three categories of models
mentioned in the previous literature review, including statistical econometric model, artifi-
cial intelligence model, and the grey prediction model. Among them, statistical econometric

https://db.cei.cn/
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model includes SARIMA (Seasonal Autoregressive Integrated Moving Average) [50]. The
artificial intelligence model includes LSSVR (Least squares support vector regression) [51]
and BPNN (Back Propagation Neural Network) [52]. The grey prediction model includes
NOFGHW [53] and SNGBM [45]. As we know, the SARIMA model is very capable of
handling seasonal sequences. Artificial intelligence model can effectively deal with the
nonlinear problem of sequence, so we choose LSSVR and BPNN as two representative
models. For the grey prediction model, both NOFGHW and SNGBM consider the seasonal-
ity and nonlinearity of the series. Based on this, these models are used to fully prove the
advantages of the new model. The overall experimental design is shown in Figure 2.
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4.2. The Solution of Parameters

This section summarizes the parameters that appear during the operation of the
new model and the comparison models. In the new model (NCGHW), we use the new
information priority cycle accumulation operator to process the sequence and use the
LBFGS algorithm to optimize the parameters in the model. Subsequently, we can obtain
the four parameters µ̂, η̂1, η̂2, η̂3. In the NOFGHW model, the LBFGS algorithm is also used
for optimization, but the difference is that fractional periodic accumulation operator is
added to the model. Therefore, this model also has four parameters, namely α̂, β̂, γ̂, r̂. In the
SNGBM model, the most important is the seasonal fluctuation index fs, which is obtained
by the average method, and its number is equal to the number of cycles. The parameter A
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contained in the model itself is calculated by the ordinary least square. The grey power
term λ in the model is optimized by the cultural algorithm. SARIMA model is manipulated
in the Eviews software. Considering the characteristics of multi-dimensional input, LSSVR
and BPNN models need phase space transformation during operation. Therefore, the
embedding dimension and delay time need to be set. We show the parameters of the
monthly series in Table 2 and the parameters of quarterly case show in the Appendix A.

Table 2. All parameters of the monthly sequence case.

Models Parameters

NCGHW µ̂ = 0.5751, η̂1 = 0.3082, η̂2 = 0.0306, η̂3 = 0.3867
NOFGHW α̂ = 0.3993, β̂ = 0.0130, γ̂ = 0.2394, r̂ = 0.1888

SNGBM f̂s(1) = 1.6411, f̂s(2) = 0.8763, f̂s(3) = 0.8455, f̂s(4) = 0.8748, f̂s(5)0.9072,
f̂s(6) = 1.0143, f̂s(7) = 1.0205, f̂s(8) = 0.9066, f̂s(9) = 0.8835,
f̂s(10) = 0.9107, f̂s(11) = 1.1196, Â = [−0.0070, 11457.4735], λ̂ = −0.0900

SARIMA SARIMA(1,0,2)(0,1,0)11, AR(1) = −0.8363 ***, MA(2) = −0.7574 ***, AIC = −3.3005,
Log L = 128.4203

LSSVR Embedding dimensions = 11, time lag = 1, linear kernel,
γ ∈ [0.0131,42923.1813], the optimal γ = 1.9487, α1 = 0.0996, α2 = −0.1653, . . . , α77 = −0.1075, b = −7.3990 × 10−17

BPNN Optimal embedding dimensions = 11, optimal time lag = 1, number of neurons = 13, learning rate = 0.01, iterative
number = 1000, error goal = 0.05.

Note: (***) represent the significance levels of the coefficients of 10%, 5% and 1%, respectively.

4.3. Result Analysis

This paper presents the total electricity consumption in the form of monthly and
quarterly. In the two cases, the total electricity consumption sequence, the simulation and
prediction graphs of six models are displayed together, as shown in Figures 3 and 4. In
the figure, the blue dashed lines represent the original curves, and the solid lines with
different colors represent the curves of the six models. Through the visual comparison,
the fitting degree of the simulated values, predicted values, and observation values can be
visually displayed. To further exhibit the prediction performance of each model, Tables 3
and 4 list the prediction results, APE, MAPE, and RMRSE values for the six models. In
order to reduce the error, all the values in the table retain two and four decimal places after
the calculation is completed. MAPE and RMRSE are evaluation criteria that can measure
the overall effect of the model. Moreover, the overall effectiveness of all models in the
simulation and prediction stages is shown intuitively in Figures 5 and 6.
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Table 3. Forecasted values, APE (%), MAPE (%), and RMRSE of the monthly sequence.

Month Actual NCGHW APE NOFGHW APE SNGBM APE SARIMA APE LSSVR APE BPNN APE

2020-M2 10,203.30 11,465.92 12.37 11,412.03 11.85 11,332.06 11.06 11,720.31 14.87 11,610.58 13.79 11,478.39 12.50
2020-M3 5492.70 6009.47 9.41 6041.66 9.99 6089.62 10.87 6076.15 10.62 6090.98 10.89 6393.85 16.41
2020-M4 5571.90 5823.37 4.51 5842.72 4.86 5912.89 6.12 5863.37 5.23 5886.52 5.65 6053.10 8.64
2020-M5 5926.00 6062.52 2.30 6102.61 2.98 6156.93 3.90 6004.64 1.33 6004.88 1.33 5836.41 1.51
2020-M6 6350.00 6340.11 0.16 6359.44 0.15 6425.10 1.18 6343.76 0.10 6365.26 0.24 6317.13 0.52
2020-M7 6824.00 7141.53 4.65 7137.71 4.60 7229.59 5.94 7071.30 3.62 7119.11 4.32 6567.38 3.76
2020-M8 7294.00 7180.94 1.55 7153.38 1.93 7320.42 0.36 7174.18 1.64 7245.21 0.67 6400.61 12.25
2020-M9 6454.00 6352.84 1.57 6355.37 1.53 6545.05 1.41 6379.89 1.15 6415.01 0.60 5960.17 7.65

2020-M10 6172.00 6161.46 0.17 6224.38 0.85 6419.05 4.00 6135.83 0.59 6132.16 0.65 5716.04 7.39
2020-M11 6467.00 6378.93 1.36 6480.72 0.21 6659.27 2.97 6265.78 3.11 6261.60 3.18 5732.51 11.36
2020-M12 8442.00 7918.80 6.20 7866.03 6.82 8239.64 2.40 8168.16 3.24 8331.08 1.31 8337.35 1.24
2021-M2 12,588.00 12,106.89 3.82 12,057.18 4.22 12,154.82 3.44 12,421.23 1.32 12,198.37 3.10 10,879.40 13.57
2021-M3 6631.00 6352.35 4.20 6366.11 3.99 6532.40 1.49 6438.99 2.90 6484.68 2.21 7379.07 11.28
2021-M4 6361.00 6154.64 3.24 6159.18 3.17 6343.42 0.28 6213.94 2.31 6271.61 1.41 6394.42 0.53
2021-M5 6724.00 6408.70 4.69 6437.21 4.27 6605.86 1.76 6363.29 5.36 6375.89 5.18 5644.01 16.06
2021-M6 7033.00 6703.68 4.68 6711.43 4.57 6894.22 1.97 6722.98 4.41 6778.39 3.62 5829.24 17.12
2021-M7 7758.00 7555.82 2.61 7539.12 2.82 7758.14 0.00 7493.71 3.41 7609.05 1.92 5122.65 33.97
2021-M8 7607.00 7597.75 0.12 7556.96 0.66 7856.30 3.28 7603.00 0.05 7762.22 2.04 5325.81 29.99
2021-M9 6947.00 6716.62 3.32 6710.26 3.41 7024.78 1.12 6761.04 2.68 6845.83 1.46 5503.30 20.78

2021-M10 6603.00 6512.93 1.36 6571.86 0.47 6890.12 4.35 6502.55 1.52 6503.13 1.51 5307.65 19.62
2021-M11 6718.00 6744.04 0.39 6844.71 1.89 7148.57 6.41 6640.14 1.16 6649.69 1.02 4527.16 32.61
2021-M12 8156.00 8381.78 2.77 8317.30 1.98 8845.78 8.46 8656.32 6.13 9004.23 10.40 8514.27 4.39
MAPES 2.0865 2.2355 3.1727 3.0825 2.9737 4.4944
RMRSES 0.0363 0.0390 0.0436 0.0442 0.0430 0.0579
MAPEP 3.4300 3.5096 3.7622 3.4890 3.4767 12.8697
RMRSEP 0.0451 0.0456 0.0490 0.0488 0.0501 0.1613

Table 4. Forecasted values, APE (%), MAPE (%), and RMRSE of the quarterly sequence.

Quarter Actual NCGHW APE NOFGHW APE SNGBM APE SARIMA APE LSSVR APE BPNN APE

2021-Q1 19,219.00 17,842.06 7.16 16,739.06 12.90 18,286.64 4.85 17,793.48 7.42 16,850.37 12.32 18,349.79 4.52
2021-Q2 20,118.00 19,089.35 5.11 19,027.30 5.42 19,705.09 2.05 20,365.46 1.23 18,447.40 8.30 18,205.48 9.51
2021-Q3 22,312.00 21,924.72 1.74 21,878.57 1.94 22,657.79 1.55 23,601.93 5.78 21,837.06 2.13 19,145.46 14.19
2021-Q4 21,477.00 21,522.45 0.21 22,246.96 3.59 23,037.56 7.27 23,884.45 11.21 22,133.97 3.06 17,474.29 18.64
MAPES 2.4559 2.5792 3.3115 2.9857 2.7693 5.0347
RMRSES 0.0350 0.0358 0.0413 0.0420 0.0378 0.0735
MAPEP 3.5562 5.9632 3.9299 6.4095 6.4540 11.7146
RMRSEP 0.0449 0.0729 0.0455 0.0734 0.0766 0.1284
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4.3.1. The Total Electricity Consumption Series in Monthly Form

The total electricity consumption series in monthly form shows a rising trend with
seasonality, nonlinearity, and periodicity. As shown in Figure 3, the curves of the NCGHW
and NOFGHW model basically match the real one and have a similar development trend
with the original curve, which indicates that the two models can effectively cope with the
total electricity consumption series with complex characteristics. The SNGBM, SARIMA,
and LSSVR model have a relatively small gap with the observations, whereas several
simulated values deviate far from the actual values in the simulation period. The SNGBM
model, for example, had some distance between the low points and the true values from
2012 to 2015. In addition, the last predicted point of these three models all deviate far from
the actual one. Unlike the other five competitors, the BPNN model can generally fit the
variation trend of the original sequences in the simulation stage, while it works a little bit
poorly in the prediction stage. Especially for the data points of 2021, the BPNN model
produces a large error without accurately grasping the overall development trend of the
real value.

The NCGHW model has the lowest MAPE value and RMRSE value among all models
in both the simulation and prediction stages, as seen in Table 3. This clearly illustrates
the new model’s superior forecasting performance, which is also demonstrated visually
in Figure 5. The aforementioned phenomenon proves that the combination of the new
information priority cycle accumulation operator, the Holt-winters model’s framework,
and the LBFGS algorithm can significantly enhance the prediction precision. In contrast,
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the BPNN model provides inferior forecasting performance both in the simulation and
prediction stages and delivers the highest error index among all listed models. The reason
for the phenomenon mainly lies in the insufficient sample size, which indirectly reflects
that BPNN may not be suitable for predicting the monthly series of the total electricity
consumption. However, the LSSVR model, which is also an artificial intelligence model,
performs slightly better than BPNN, possibly because LSSVR is good at dealing with
nonlinear sequences. Two grey models, which are NOFGHW and SNGBM, have slightly
worse prediction effect in comparison with the new model. However, the error indexes
of these two models are not far from the new model, suggesting that the improvements
made by NOFGHW and SNGBM models are helpful in predicting complex time series.
Additionally, the SARIMA model as a statistical econometric model is more suitable for the
time series with seasonal fluctuations, obtaining acceptable modeling results. In addition,
as shown in Table 3, the APE value of the NCGHW model fluctuates slightly at partial data
points but is relatively stable on the whole with small deviation from the actual value.

Generally speaking, the fitted results and error criteria illustrated above demonstrate
the stability and reliability of the new model in predicting the total electricity consumption
in monthly form. Herein, the NCGHW model is a promising and worth-development tool
for forecasting the complex time series.

4.3.2. The Total Electricity Consumption Series in Quarterly Form

The quarterly series of the total electricity consumption likewise has complicated
characteristics. The quarterly case exhibits a more pronounced increasing tendency than
the monthly case. As shown in Figure 4, the overall trend of the six curves generally
matches the original sequence, which can basically describe the three major features of
the sequence, including seasonality, nonlinearity, and periodicity, respectively. Through
visual comparison, the NCGHW model can fit the original sequence well, indicating that
the NCGHW model is a practical technique to predict the total electricity consumption in
quarterly form combined with the merit of each component. Compared with the NCGHW
model, the NOFGHW model has a slightly worse prediction performance, which has a
larger deviation from the actual value at several low data points. As for SNGBM, SARIMA,
and LSSVR model, they still produce a certain error from the real observations in the
simulation stage, but the fitting degree of some points are acceptable. It is worth noting
that in Figure 4 the last data point of the observation depicted in the dotted blue line shows
a downward trend, while the prediction models of NOFGHW, SNGBM, SARIMA and
LSSVR show an upward trend, which is opposite to the trend of the actual sequence. In this
respect, the effect of the new model is indirectly proved, and the new information priority
cycle accumulation operator can better capture the new information so as to explore the
law of the sequence. Additionally, the BPNN model is basically consistent with the actual
value in the early stage, while the deviation gradually increases in the later stage.

The calculation results of the evaluation criteria are represented in Table 4, and Figure 6
shows the ranking of the evaluation results more visually. To be specific, the NCGHW
model obtains the smallest MAPES of 2.4559 and RMRSES of 0.0350 in the simulation
period. Moreover, in the prediction stage, the NCGHW model still has the smallest MAPEP
of 3.5562 and RMRSEP of 0.0449. These results all justify the superiority and robustness
of the newly established model both in the simulation and prediction stages. In addition,
although the prediction values of the new model deviate slightly from the actual value,
the overall deviation degree is within an acceptable range. Like the monthly case, BPNN
has the highest error index among all listed models, which is mainly because insufficient
historical information restricts the model to achieve ideal prediction results. As for the two
grey models, namely NOFGHW and SNGBM, the NOFGHW model obtains the suboptimal
simulation performance followed by the proposed model, indicating its good simulation
capability, and the SNGBM model shows superior performance in the prediction stage
with the second smallest error index. Although the comprehensive effect of these two grey
models is not the best, they prove the grey model in addressing sequences with insufficient
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information and uncertain factors. Additionally, for SARIMA and LSSVR models, their
simulation performance is not bad, reflecting the seasonal advantage of SARIMA and the
nonlinear advantage of LSSVR.

In general, in the quarterly case, the new model once again shows excellent prediction
performance, which further verifies its effectiveness. The conclusion also proves the out-
standing ability of the new information priority cycle accumulation operator to preprocess
sequences and the LBFGS algorithm to optimize parameters.

4.3.3. Comparative Analysis of Monthly Series and Quarterly Series

As seen in Figures 3 and 4, the total electricity consumption is displayed in monthly
and quarterly forms, respectively. The quarterly series is rising quickly, while the monthly
series is often rising slowly. These two forms of sequences share complex features, which
are seasonality, nonlinearity, and periodicity, but there are also differences. In this paper,
the monthly case and quarterly case are represented as a complete cycle (monthly cycle: 11;
quarterly cycle: 4), as shown in Figure 7. In Section 4.1, the first data point of the monthly
series is the sum of January and February, so its value is usually the largest in a year. In
a complete cycle, the monthly sequence represents a trend of declining initially and then
fluctuating, and the gap between the values of each year is not large. At the same time,
the quarterly sequences are in an upward trend with a bigger numerical distance than
the monthly one. Faced with the total electricity consumption with diverse development
trends, the NCGHW model can better describe the feature of the sequence by the lowest
error indexes in two cases, with MAPE < 2.5 and RMRSE < 0.04 in the simulation phase
and MAPE < 4 and RMRSE < 0.05 in the prediction phase. In two cases, the new model
is always optimal among all competing models, despite the fact that the error indices
in the prediction stage are always higher than those in the simulation stage. This fully
demonstrates that the NCGHW model is the best model for predicting the total electricity
consumption. In cases with different development trends, the new model exhibits superior
prediction ability.
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4.4. Forecast of the Total Electricity Consumption in the Next Two Years

The results of the result analysis in Section 4.3 show that NCGHW model has good
predictive ability for the series of the total electricity consumption. Based on this, the
NCGHW model is used in this section to forecast China’s total electricity consumption in
the next two years, including monthly and quarterly series. In the monthly series, we use
2012–2021 as the training set and make projections for 2022–2023. In the quarterly series,
2013–2021 is selected as the training set, and 2022–2023 is also the forecast data. Using
LBFGS algorithm, parameters of the two sequences can be obtained, respectively, as shown
in Table 5. In the two sequences, we directly display the forecast data from 2022 to 2023, as
shown in Tables 6 and 7.
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Table 5. The parameters of the two sequences.

Sequence Parameters

Month µ̂ = 0.6283, η̂1 = 0.6405, η̂2 = 0.0041, η̂3 = 0.2982
Quarter µ̂ = 0.0016, η̂1 = 0.3499, η̂2 = 0.0003, η̂3 = 0.0752

Table 6. The forecasted value of the monthly sequence.

Month Forecasted Values Month Forecasted Values

2022-M2 12,395.22 2023-M2 13,148.32
2022-M3 6741.11 2023-M3 7165.48
2022-M4 6631.99 2023-M4 7049.63
2022-M5 6962.94 2023-M5 7403.56
2022-M6 7249.02 2023-M6 7709.52
2022-M7 8033.50 2023-M7 8548.80
2022-M8 8061.73 2023-M8 8579.04
2022-M9 7145.90 2023-M9 7598.55

2022-M10 6957.63 2023-M10 7396.84
2022-M11 7267.24 2023-M11 7727.91
2022-M12 8840.20 2023-M12 9411.14

Table 7. The forecasted value of the quarterly sequence.

Quarter Forecasted Values Quarter Forecasted Values

2022-Q1 19,253.28 2023-Q1 20,303.69
2022-Q2 20,530.65 2023-Q2 21,656.87
2022-Q3 23,512.54 2023-Q3 24,818.63
2022-Q4 23,129.65 2023-Q4 24,410.56

The forecast values for the next two years are shown in Tables 6 and 7. Through
observation, it can be found that the two sequences are still seasonal, nonlinear and
periodic characteristics. The growth of monthly series is slow, while that of quarterly
series is relatively fast. In the sequence of two different periods, we find that electricity
consumption in 2022 will exceed 800 million kWh and that in 2023 will exceed 900 million
kWh. Therefore, in the future, China’s total electricity consumption will continue to increase.
In other words, China’s electricity will be fully utilized. In general, China needs to expand
electricity production to supply more electricity in the next two years.

5. Conclusions

To deeply analyze the total electricity consumption, this paper presents the sequence
in the form of monthly and quarterly. As for the seasonality, nonlinearity, and periodicity
in sequences, this paper proposes a novel grey Holt-Winters model based on the new
information priority cycle accumulation operator. The new model hybridizes the benefits
of the new information priority cycle accumulation generation operator, the Holt-Winters
model’s framework, and the LBFGS algorithm. Then, the new method is employed to
predict monthly and quarterly series to explore the future development of China’s electricity
consumption. Finally, we use the new model to predict China’s electricity consumption over
the next two years. Through the above analysis, the following conclusions can be drawn:

(1) The total electricity consumption series has various features as a result of the influence
of numerous uncertain factors. The NCGHW model showed reliable and outstanding
predictive capability in the application of the sequence. Compared with the five
competing models, the new model has better performance and is a practical tool for
forecasting the total electricity consumption.

(2) The NCGHW model absorbs the merits of the three techniques, namely the new
information priority cycle accumulation operator for mining the sequence rule, the
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LBFGS algorithm for searching the optimal parameter, and the framework of the
Holt-Winters for describing the seasonality.

(3) The total electricity consumption series expressed in the form of monthly or quarterly
has the same significance characteristics, but the series with different periods have
different internal characteristics. In a complete cycle, the quarterly series is in the
increasing stage, whereas the monthly series initially declines and then fluctuates. In
the two cases, the NCGHW model obtains the best results, demonstrating the new
model’s effectiveness.

(4) In the future, China’s electricity consumption is growing. It will exceed 800 million
kWh in 2022 and 900 million kWh in 2023. As a result, China needs to expand
production to supply more electricity.

Accordingly, the NCGHW model has been shown to be trustworthy through the
empirical examination of China’s total electricity consumption. However, there are many
factors affecting the development of the total electricity consumption series, and how to
consider these factors in the forecast is future work. As a result, developing a grey prediction
model that can reflect the influencing factors is a potential future research direction.
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Appendix A

Table A1. All parameters of the quarterly sequence case.

Models Parameters

NCGHW µ̂ = 0.0037, η̂1 = 0.3240, η̂2 = 0.0007, η̂3 = 0.0455
NOFGHW α̂ = 0.1720, β̂ = 0.0014, γ̂ = 0.9991, r̂ = 0.0004

SNGBM f̂s(1) = 0.9011, f̂s(2) = 0.9526, f̂s(3) = 1.0746, f̂s(4) = 1.0717,
Â = [−0.0215, 58853.7493], λ̂ = −0.1413

SARIMA SARIMA(8,0,0)(0,1,0)4, AR(8) = −0.6369***, AIC = −3.2425,
Log L = 45.7736

LSSVR
Embedding dimensions = 11, time lag = 1, linear kernel,
γ ∈ [0.0174,56735.3878], the optimal γ = 2.5758,
α1 = 0.0999, α2 = 0.0809, . . . , α28 = 0.8605, b = 1.9704 × 10−16

BPNN Optimal embedding dimensions = 4, optimal time lag = 1, number of neurons
= 14, learning rate = 0.01, iterative number = 1000, error goal = 0.05.

Note: (***) represent the significance levels of the coefficients of 10%, 5% and 1%, respectively.
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