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Abstract: Aiming to address the problems of traditional BP neural networks, which include their slow
convergence speed and low accuracy, a vehicle ownership prediction model based on a BP neural
network with particle swarm optimization is proposed. The weights and thresholds of the BP neural
network are optimized by PSO to make the prediction results more accurate. Based on the current
literature regarding BP neural networks’ ability to predict car ownership, a 9-10-1 BP neural network
structure model is established. A traditional BP neural network and a PSO-optimized BP neural
network are used to predict car ownership at the same time. In order to compare their prediction
accuracy, a genetic algorithm (GA) and whale optimization algorithm (WOA) are additionally selected
to optimize the BP neural network as a control group to predict car ownership. The data on China’s
car ownership from 2005 to 2021 were collected as experimental data. The data from 2005 to 2016
were used as training data, and the remaining data were used as validation data for model prediction.
The results show that the PSO-optimized neural network only undergoes three iterations of training,
and the convergence accuracy reaches 1.41 × 10−8. The relative error between the predicted value
of car ownership and the corresponding real value is between 0.023 and 0.083, and the decisive
coefficient R2 is 0.96002, indicating that the neural network has better prediction ability and higher
prediction accuracy for car ownership. The particle swarm optimization algorithm is used to optimize
the weights and thresholds of the BP neural network, which solves the problems of the traditional
BP neural network, including the ease with which it falls into the local minimum value and its slow
convergence speed, and improves its prediction accuracy of car ownership. Compared with the
results optimized by the genetic algorithm and whale optimization algorithm, the error of the BP
neural network optimized by PSO is the smallest, and the prediction accuracy is the highest. Through
the comparative analysis of training results, it can be seen that the PSO-BP prediction model has the
best stability and accuracy.

Keywords: BP neural network; particle swarm optimization; training sets; validation set; car ownership

1. Introduction

With the development of the economy and the improvement of people’s requirements
for quality of life, the automobile industry has developed rapidly, and society has given
more and more attention to the demand for transportation. Car ownership has increased
year by year, and the growth rate in recent years is still growing rapidly. However, the
rapid increase in car ownership will have a certain impact on environmental quality, energy
utilization, and road infrastructure. The prediction of car ownership has important guiding
significance for environmental improvement, the reasonable planning and construction of
road networks, the allocation of social resources, and the development of the automobile
industry. It has important scientific significance and engineering application value.

At present, domestic and foreign scholars mainly use the grey neural network model,
the logistics curve combination forecasting model, the grey Markov model, the Gompertz
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model and so on in the study of vehicle ownership prediction. Wu Wenqing [1] improved
the background value of the classical GM (1,1) grey system by using the Simpson formula
and established that the Simpson formula improved the grey neural network model’s
ability to predict car ownership. Zhang Lanyi [2] selected eight main influencing factors,
carried out a principal component analysis to construct a prediction equation, and used a
logistic regression model to verify and predict their results. Zhang Guofang [3] analyzed
the historical vehicle data through the Bass diffusion model and the grey Lotka–Volterra
model. Furthermore, they analyzed the intrinsic growth ability of electric vehicles and
established a model based on parameter fitting to predict the ownership of electric vehicles.
Du Danfeng [4] used PCA analysis to screen for the main factors necessary to construct a
comprehensive impact index of vehicle ownership and applied the Compertz curve model
to predict vehicle ownership in China in the next 20 years. Based on the research of the
Gompertz function, Lian Lian [5] proposed a new symbolic regression equation (NE-SR),
which was applied to predict passenger car ownership in China up to the year 2060. The
prediction results can be used to further predict the energy demand and carbon emissions
of passenger cars and provide a basis for decision-makers regarding transportation and
environmental policies.

There are many factors influencing car ownership, which are complex, difficult to quan-
tify, and nonlinear. Neural networks have certain advantages, including their self-learning
and self-adaptation capabilities, strong nonlinear mapping ability and generalization abil-
ity [6]. Therefore, neural networks have been applied to the prediction of car ownership.
Good and accurate prediction results can be obtained. Zhang Xuewu [7] proposed a BP
neural network prediction model based on principal component analysis. Using princi-
pal component analysis to analyze the influencing factors and eliminate the redundancy
between factors, car ownership in Nanjing from 1978 to 2005 was analyzed, and car owner-
ship in Nanjing from 2005 to 2009 was predicted. Wu Cairui [8] established an RBF neural
network model for predicting urban car ownership by analyzing the factors affecting urban
car ownership and using factor analysis to extract less linearly unrelated main factors,
which improved the prediction accuracy. Wang Dong [9] combined grey correlation and
a BP neural network to achieve the high-precision prediction of car ownership. James
Dixon [10] established a deep neural network (NN) model with hyper-parameter adjust-
ment to predict the spatial classification of car ownership and car ownership changes over
time in the UK, improving the prediction accuracy. The above research shows that the use
of various neural networks can achieve the more accurate prediction of car ownership, thus
demonstrating that the neural network is very suitable for application to forecasting car
ownership. However, in practical applications, BP neural networks have some problems,
such as their slow convergence speed and the ease with which they fall into the local
minimum, which have a certain impact on the prediction accuracy of vehicle ownership.

The particle swarm optimization algorithm is an effective global optimization algo-
rithm. The algorithm demonstrates fast convergence, easy implementation and global
convergence. It is very suitable for solving nonlinear model parameter optimization
problems [11]. Therefore, considering the limitations of the BP neural network and the
advantages of particle swarm optimization, this paper uses the good global optimization
ability of particle swarm optimization (PSO) to optimize the weights and thresholds of the
BP neural network and establishes a prediction model based on the PSO-BP neural network
in order to improve the accuracy of the prediction of vehicle ownership.

2. PSO-BP Neural Network Model
2.1. BP Neural Network

The BP neural network algorithm is a typical multi-layer feedforward neural network,
which is trained by an error backpropagation algorithm [12]. The BP algorithm mainly
adopts the idea of gradient descent and adopts the stochastic gradient descent technology
to minimize the error between the actual output and the expected output of the network.
The BP neural network consists of two parts, which are the forward propagation of input
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data and the backpropagation of error [13]. The BP neural network adjusts the weights and
thresholds between the input layer and the hidden layer and between the hidden layer and
the output layer repeatedly until the output value of the neural network is consistent with
the target value; otherwise, the training stops when the number of iterations is reached.
This neural network has a strong generalization ability, and its working principle is shown
in Figure 1.
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The number of hidden layer nodes in the BP neural network is very important, as it
directly affects the modeling effect of the BP neural network [14]. The number of nodes in
the hidden layer is usually determined by empirical formulas, such as Formula (1):

P =
√

c + d + λ (1)

In this formula, c is the number of neurons in the input layer; P is the number of
hidden layer neurons; d is the number of output layer neurons; λ is the empirical number
(1 ≤ λ ≤ 10).

2.2. Particle Swarm Optimization

The particle swarm optimization algorithm is inspired by the process of birds foraging.
In the process of finding food, they will share information so as to achieve the purpose
of efficient predation. The particle swarm optimization algorithm first initializes the
population size, velocity and position of the particles in the feasible solution space. Each
particle is a potential optimal solution, and the fitness is determined according to the fitness
function. There are two extreme values in the search process of the particle: one is the global
extreme value, and the other is the individual extreme value. When these two extremums
are found in the iteration, the particle updates its position and velocity accordingly until
the maximum number of iterations is reached or the global optimal solution is found, and
the algorithm ends [15].

Vk+1
ij = w×Vk

ij + c1r1 × (Lk
ij − Xk

ij) + c2r2 × (Lk
ij − Xk

ij) (2)

Xk+1
ij = Xk

ij + Vk+1
ij (3)

In this formula, i = 1,2,..., N; j = 1,2,...; D is the dimension of the particles; k is the
number of iterations; ω is the inertia weight; c1 and c2 are the learning factors of the particle
population itself and the cognitive domain; and r1 and r2 are the random factors, usually
taken as a constant from 0 to 1.
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2.3. BP Neural Network Model for Particle Swarm Optimization

The essence of the BP neural network optimized by particle swarm optimization is to
map the weights and thresholds of the BP neural network into PSO particles and optimize
the weights and thresholds by using the iterative update of particle velocity and position
so as to improve the convergence speed and prediction accuracy of the neural network.
The prediction process of the PSO-BP neural network is as follows:

(1) Initialize the parameters of the BP neural network and particle swarm. Combined
with the sample data, the number of neurons c, P, and d in the input layer, hidden
layer and output layer of the BP neural network is established. Set the particle swarm
population size N, learning factors c1 and c2, the maximum number of iterations K,
and the inertia weight ω.

(2) Calculate the fitness of the particle swarm. The quality of the population is determined
by the fitness function, which selects the mean square error between the actual value
and the predicted value of the neural network.

(3) Update individual and global optimal values. According to the fitness function, the
fitness values of the current moment and the previous moment of the particle are
compared. If the current fitness value is smaller, the effect is better, and the individual
optimal value is updated; otherwise, it is not updated. Similarly, the fitness value of
the particle group at the current moment and the previous moment is compared. If
the fitness value at the current moment is smaller, the fitness is better, and the global
optimal value is updated; otherwise, it is not updated [16].

(4) Update the velocity and position of the particles. The particle velocity and position
are updated according to Formulas (2) and (3).

(5) Determine whether PSO meets the end condition. When the particle swarm opti-
mization algorithm reaches the maximum number of iterations set or meets the error
requirements, the algorithm ends, and the optimal solution is obtained. If it is not
satisfied, return to (2).

(6) The optimal solution is assigned to the weights and thresholds of the BP neural
network [17]. Adjust the weights and thresholds of the neural network, train and
predict the BP neural network, and obtain the simulation results.

The flow chart of the PSO-BP neural network prediction model is shown in Figure 2.
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3. Establishment and Analysis of Vehicle Ownership Prediction Model Based on
PSO-Optimized BP Neural Network
3.1. Main Influencing Factors and Sample Data of Car Ownership

There are many factors affecting car ownership from many aspects. Based on the
previous analysis and research, this paper sorts out some main influencing factors for
research. The main influencing factors include gross national income, per capita GDP, total
population, total import and export, total retail sales of social consumer goods, per capita
disposable income of urban residents, highway passenger volume, highway freight volume
and highway mileage.

According to the selected main influencing factors of car ownership, the sample data
of China’s car ownership from 2005 to 2021 were collected from the National Bureau of
Statistics, as shown in Table 1.

Table 1. Sample data of car ownership.

Year
(Years)

Gross
National
Income
(Billion
CNY)

GDP per
Capita
(CNY)

Total
Population

(Ten
Thousand

People)

Total
Import

and Export
(Billion
CNY)

Retail
Sales of

Consumer
Goods

(Billion
CNY)

Per Capita
Disposable
Income of

Urban
Residents

(CNY)

Highway
Passenger

Traffic
(Million)

Road
Freight
Volume

(Ten
Thousand

Tons)

Highway
Mileage

(Ten
Thousand

Kilome-
ters)

Car Own-
ership

(Billions of
Vehicles)

2005 185,998.9 14,368 130,756 116,921.77 66,491.7 10,382 1,697,381.00 1,341,778 334.52 0.42
2006 219,028.5 16,738 131,448 140,974.74 76,827.2 11,620 1,860,487.00 1,466,347 345.70 0.50
2007 270,704.0 20,494 132,129 166,924.07 90,638.4 13,603 2,050,680.00 1,639,432 358.37 0.57
2008 321,229.5 24,100 132,802 179,921.47 110,994.6 15,549 2,682,114.00 1,916,759 373.02 0.65
2009 347,934.9 26,180 133,450 150,648.06 128,331.3 16,901 2,779,081.00 2,127,834 386.08 0.76
2010 410,354.1 30,808 134,091 201,722.34 152,083.1 18,779 3,052,738.00 2,448,052 400.82 0.91
2011 483,392.8 36,277 134,916 236,401.95 179,803.8 21,427 3,286,220.00 2,820,100 410.64 1.06
2012 537,329.0 39,771 135,922 244,160.21 205,517.3 24,127 3,557,010.00 3,188,475 423.75 1.20
2013 588,141.2 43,497 136,726 258,168.89 232,252.6 26,467 1,853,463.00 3,076,648 435.62 1.40
2014 644,380.2 46,912 137,646 264,241.77 259,487.3 28,844 1,736,270.00 3,113,334 446.39 1.54
2015 685,571.2 49,922 138,326 245,502.93 286,587.8 31,195 1,619,097.00 3,150,019 457.73 1.75
2016 742,694.1 53,783 139,232 243,386.46 315,806.2 33,616 1,542,758.67 3,341,259 469.63 1.95
2017 830,945.7 59,592 140,011 278,099.24 347,326.7 36,396 1,456,784.33 3,686,858 477.35 2.17
2018 915,243.5 65,534 140,541 305,010.09 377,783.1 39,251 1,367,170.39 3,956,871 484.65 2.43
2019 983,751.2 70,078 141,008 315,627.32 408,017.2 42,359 1,301,172.91 3,435,480 501.25 2.62
2020 1,005,451.3 71,828 141,212 322,215.24 391,980.6 43,834 689,425.00 3,426,413 519.81 2.81
2021 1,133,239.8 80,976 141,260 391,008.54 440,823.2 47,412 508,693.25 3,913,889 528.07 3.02

Note: Data from the national bureau of statistics.

3.2. Parameter Determination of BP Neural Network

Nine influencing factors in Table 1, including the gross national income, per capita
GDP, total population, total import and export, total retail sales of social consumer goods,
per capita disposable income of urban residents, road passenger volume, road freight
volume and road mileage, were selected as the input layer of the neural network, and the
car ownership was the output layer. According to the empirical formula of the hidden
layer neural network in Formula (1), the number of hidden layer neurons was determined.
Formula (1) can determine the number of hidden layer neurons P between 4 and 13.
Through continuous training, the training results were obtained and analyzed. The mean
square error (MSE) was used to determine the final number of hidden layer nodes [18].
Under different hidden layer nodes, the corresponding mean square error (MSE) changes
are shown in Table 2.

Table 2. Mean square error (MSE) under different hidden layer nodes.

Error
Number of Hidden Layer Nodes

4 5 6 7 8 9 10 11 12 13

MSE 0.22024 0.012319 0.0053561 0.005423 0.0015201 0.011768 0.00094295 0.0082886 0.029614 0.0019994

From the mean square error (MSE) corresponding to different hidden layer nodes in
Table 2, it can be clearly seen that when the number of hidden layer nodes is 10, the mean
square error is the smallest, with a value of 0.00094295. When the number of hidden layer
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neurons is 10, the MSE is the smallest, and the training effect is the best, so the number of
hidden layer nodes was set to 10. Therefore, the structure of the BP neural network is a
9-10-1 neural network.

The excitation functions of the input and output layers of the BP neural network are
Tansig and Purelin, respectively, and the training function is Trainlm [19]. The parameter
settings of the BP neural network are shown in Table 3.

Table 3. Parameter settings of BP neural network.

Training Times 1000 Times

Learning rate 0.01
Minimum training target 0.0001

Display frequency Show every 25 workouts
Momentum factor 0.01

Minimum performance gradient 1 × 10−6

Maximum number of failures 6

3.3. Parameter Determination of PSO-BP Neural Network

According to the topological structure of the BP neural network, the dimension of the
particle swarm is “D = 9 × 10 + 10 × 1 + 10 + 1 = 111”. When the population size N is small,
the particle swarm algorithm converges faster; when N is large, the algorithm has a better
search effect but converges slowly; usually, N is between 10 and 50. The particle swarm
size N was set to 10. The parameters of the PSO algorithm are shown in Table 4.

Table 4. PSO parameter settings.

Population Size N Maximum Evolutionary
Algebra K Learning Factor c1 Learning Factor c2 Inertia Weight ω

10 100 2 2 0.9

The fitness function value is one of the indicators to judge whether the model pre-
diction results achieve the expected accuracy [20]. This fitness function selects the mean
square error between the true value and the predicted value of the sample, as shown in
Formula (4):

F(i) =

n
∑

i=1
(y′i − yi)

2

2n
(4)

In this formula, n is the number of samples, and y′i and yi are the predicted and true
values of sample i, respectively.

3.4. Effect Evaluation of Prediction Model

In order to test the accuracy of the prediction model, four error analysis methods,
mean square error (MSE), mean relative error (MAPE), root-mean-square relative error
(RMSE) and decisive coefficient (R2), were used to evaluate the accuracy of the prediction
model [21]. The four evaluation analysis methods are shown in Equations (5)–(8).

MSE =

∑
i
(yi − y′i)

2

n
(5)

MAPE =

∑
i
| yi−y′i

yi
|

n
(6)
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RMSE =

√√√√∑
i
(yi − y′i)

2

n
(7)

R2 = 1−
∑
i
(yi − y′′i )

2

∑
i
(yi − y′i)

2 (8)

In these formulas, y′′i is the arithmetic mean of the true value of sample i.

4. Results and Analysis of Prediction Model
4.1. Effect Evaluation of Prediction Model

The statistical data of car ownership and related factors in China from 2005 to 2021
were selected, and the sample data from 2005 to 2016 in Table 1 were used as the training
set of the neural network to train the PSO-BP neural network. The remaining data were
used as a validation set to verify the network’s prediction ability after training.

Because the sample data is not a unified dimension, the parameters are very different
from each other and cannot be well processed. Therefore, the data needs to be normalized so
that the sample data is replaced with a unified dimension, which is conducive to subsequent
analysis and processing. The sample data are converted according to Equation (9) and
converted in [0, 1] [22].

X′ =
X− XMin

XMax − XMin
(9)

In this formula, XMax and XMin are the maximum and minimum values of the
sample, respectively.

4.2. Design Process of Prediction Model

The software platform used in the experiment was Matlab2020b. The computer
hardware was a Windows 11 system with a CPU frequency of 3.20 GHz, 16 GB memory,
and a 500 GB hard disk. Combining the particle swarm optimization algorithm with the
BP neural network, a vehicle ownership prediction model based on the PSO-BP neural
network is constructed. The flow chart of the vehicle ownership prediction model based on
the PSO-optimized BP neural network is shown in Figure 3.
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4.3. Analysis of Prediction Model Results

In order to quantitatively evaluate the reliability of the vehicle ownership prediction
model based on the PSO-BP neural network, the trained PSO-BP neural network was used
to test and predict five samples. The error between the prediction results and the prediction
model is shown in Table 5. At the same time, the predicted results were compared with the
actual values and compared with the traditional BP neural network. The predicted values
and errors of BP neural network are also shown in Table 5.

Table 5. Predicted values and real values of the two prediction models and the errors between them.

Serial No. True Value BP Predicted Value PSO-BP Predicted Value BP Error PSO-BP Error

1 2.1700 2.1037 2.1171 −0.0663 −0.0529
2 2.4300 2.2918 2.4277 −0.1382 −0.0023
3 2.6200 2.4592 2.6686 −0.1608 0.0486
4 2.8100 2.7266 2.8925 −0.0834 0.0825
5 3.0200 2.6783 2.9375 −0.3417 −0.0825

Model training was carried out on the normalized sample data, and the test set data
were tested to obtain the prediction results under the two prediction models of the single
BP neural network and the PSO-optimized BP neural network. The two prediction models
were compared and analyzed, and the prediction results are shown in Figure 4. The error
between the true and predicted values of the two prediction models is also shown in
Figure 4.
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From the comparison between the predicted value and the real value of the BP neural
network before and after PSO optimization in Figure 4, it can be seen that the predicted
value of the PSO-BP neural network is closer to the real value, and the optimized BP neural
network has a better prediction effect. From the comparison between the predicted value
and the real value of BP neural network before and after optimization in Figure 5 and the
specific data of error in Table 5, it can be seen that the error fluctuation of PSO optimization
is relatively small; the fluctuation range is 0.023~0.083, indicating that its prediction effect is
better. Through comparative analysis, the predicted value of the neural network optimized
by PSO is closer to the real value, the error is smaller, the prediction effect is better, and the
prediction accuracy is higher. It can be seen from Figures 4 and 5 that the fitting degree
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between the predicted value and the real value of the PSO-BP neural network is higher
than that of the single BP neural network, and the overall error is relatively small.
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Figure 5. Comparison of error between predicted value and true value of BP neural network before
and after PSO optimization.

The fitness curve of the PSO-BP neural network prediction model is shown in Figure 6.
It can be seen from Figure 6 that as the number of iterations increases, the fitness value
decreases from 0.303103 to 0.00244575, and the convergence speed is faster. The prediction
result of the PSO-BP neural network is close to the expected value, and the optimization
effect is significant, indicating that the prediction model based on the PSO-BP neural
network is feasible. According to Figure 6, when the number of iterations reaches 83 times,
the fitness value will hardly change again; that is, the fitness value reaches the optimal
value of 0.00244575.
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Figure 6. Evolutionary convergence curve of PSO.

Table 6 shows the error results of the two prediction models. The errors of MSE, MAPE,
RMSE and R2 in Table 6 are obtained by calculating the predicted values and real values in
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Table 5. From Table 6, it can be seen that the MSE, MAPE and RMSE of PSO-BP are smaller
than those of the BP neural network, and they are also smaller, at 0.0037557,0.020111 and
0.061283, respectively, indicating that the PSO-BP prediction model has higher prediction
accuracy. The error MSE, MAPE, RMSE and R2 of PSO-BP are 0.0037557,0.020111,0.061283
and 0.96002, respectively, which are 3.08463%, 3.82%, 12.4727% and 4.425% higher than
those of the BP neural network prediction model. Therefore, the prediction quality of the
BP neural network prediction model optimized by PSO is higher.

Table 6. Error comparison between the two prediction models.

Prediction Model MSE MAPE RMSE R2

BP Neural Network 0.034602 0.058311 0.18601 0.91577
PSO-Optimized BP Neural Network 0.0037557 0.020111 0.061283 0.96002

Comparing and analyzing the training results, it can be seen that the BP neural network
optimized by particle swarm optimization has better stability and accuracy. Comparing
the relative error of the BP prediction model and the PSO-BP prediction model, it can
be concluded that the relative error of the PSO-BP prediction model is generally small.
Comparing the four prediction errors, MSE, RMSE, MAPE and R2, of the two prediction
models, it can be concluded that the PSO-BP prediction model is more accurate.

From the correlation graph of the PSO-optimized BP neural network in Figure 7, it can
be seen that the regression coefficients of the training, validation and test groups are 0.99973,
1 and 1, respectively, and the regression coefficient of the overall training sample reaches
0.9987, indicating that the correlation between the predicted and true values obtained by
the PSO-optimized BP neural network model is very strong, and the model at this point
has a high prediction accuracy of car ownership [23].
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Figure 7. Correlation curve of BP neural network optimized by PSO. Note: training, validation, test,
and all represent the regression analysis results of the training group, validation group, test group
and all data, respectively. R is the regression coefficient; Fit is a linear fitting result; Y is the linear
fitting result in the ideal state.

In summary, the BP neural network optimized by PSO can predict car ownership well
and has higher prediction accuracy than the traditional BP neural network [24].
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5. Discussions

In order to improve the prediction accuracy and accuracy of car ownership, other
intelligent optimization algorithms were selected to optimize the BP neural network to
predict car ownership. After analysis and research, the genetic algorithm (GA) and whale
optimization algorithm (WOA) were selected to optimize the BP neural network, and more
optimization algorithms were explored to optimize the weights and thresholds of the BP
neural network to improve the prediction accuracy of vehicle ownership.

In order to ensure an effective comparison, the intelligent optimization algorithm
sets the same parameters in the number of populations and the number of iterations, and
the fitness function is the same as the particle swarm optimization algorithm, which uses
the mean square error between the real value and the predicted value of the sample. The
prediction results and prediction errors of BP neural network optimized by the genetic
algorithm and whale optimization algorithm are shown in Table 7.

Table 7. Prediction results and errors of BP neural network optimized by genetic algorithm and
whale optimization algorithm.

Serial Number True Value GA-BP Prediction
Value

WOA-BP
Prediction Value

GA-BP Prediction
Error

WOA-BP
Prediction Error

1 2.1700 2.1421 2.3187 −0.0279 0.1487
2 2.4300 2.4427 2.4288 0.0127 −0.0012
3 2.6200 2.7448 2.5062 0.1248 −0.1138
4 2.8100 2.8953 2.7137 0.0853 −0.0963
5 3.0200 2.9800 2.9479 −0.0400 −0.0721

Various optimization algorithms to optimize the BP neural network before and after
the predicted value and the real value comparison are shown in Figure 8, and various
optimization algorithms to optimize the BP neural network before and after the prediction
error comparison is shown in Figure 9.
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It can be seen from Figure 8 that the fitting degree of the PSO-BP model prediction
curve is higher than that of other models. The predicted value of the BP neural network
optimized by the particle swarm optimization algorithm is the closest to the real value,
indicating that the BP neural network optimized by the particle swarm optimization has
the highest prediction accuracy. Therefore, in the case of the same number of individuals
and evolutionary generations, the PSO-BP model has higher prediction accuracy for car
ownership. From Table 7 and Figure 9, it can be seen that the fluctuations in the relative
error of the BP neural network optimized by the optimization algorithm are relatively small.
The fluctuation of the relative error of the BP neural network optimized by each algorithm
is relatively small, and the fluctuation range is between 0 and 0.15, indicating that the
prediction effect is good. The fluctuation of the BP neural network optimized by PSO is the
smallest; the relative error is less than 8.25%, that is, the prediction accuracy is greater than
91.75%, and the prediction accuracy is significantly higher than other prediction models.

Table 8 shows the model prediction error. It can be seen from Table 8 that the errors of
the BP neural network prediction model optimized by each algorithm are lower than those
of the traditional BP neural network prediction model, and the goodness of fit is closer to
1, indicating that the prediction accuracy is significantly improved after the optimization
algorithm is introduced.

Table 8. Prediction model errors.

Forecasting Model MSE MAPE RMSE R2

Conventional BP Neural Network 0.034602 0.058311 0.18601 0.91577
BP Neural Network Optimized by

Genetic Algorithm 0.0050768 0.021862 0.071252 0.95767

BP Neural Network Optimized by
Whale Optimization Algorithm 0.0099112 0.034129 0.099555 0.93849

BP Neural Network Optimized by
Particle Swarm Optimization 0.0037557 0.020111 0.061283 0.96002

It can be seen from Table 8 that the PSO-BP model has the highest prediction accuracy.
The MSE, MAPE, RMSE and R2 are 0.0037557,0.020111,0.061283 and 0.96002, respectively,
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which are 3.08463%, 3.82%, 12.4727% and 4.425% higher than the BP model. Compared
with the GA-BP model, these values increased by 0.13211%, 0.01751%, 0.9969% and 0.235%;
compared with the WOA-BP model, the prediction accuracy of the PSO-BP model is higher
by 0.61555%, 1.4018%, 3.8272% and 2.153%. Through the comparative analysis of training
results, the PSO-BP prediction model has the best stability and accuracy.

6. Conclusions

In this paper, a particle swarm algorithm-optimized BP neural network method is
used to establish a car ownership prediction model. The experimental data of China from
2005 to 2021 were collected. The data from 2005 to 2016 were selected as the training data
of the prediction model, and the remaining data were used as the test data. At the same
time, other optimization algorithms were added to optimize the BP neural network as a
control group, and the following conclusions were drawn:

(1) The particle swarm optimization algorithm is used to optimize the weights and
thresholds of the BP neural network. According to the main influencing factors
and sample data of vehicle ownership, a prediction model based on the PSO-BP
neural network is established, which solves the problem that the traditional BP neural
network easily falls into local minimum and has a slow convergence speed.

(2) The PSO-BP neural network model has better performance than the traditional BP
neural network. The prediction accuracy of the PSO-BP model is better than that
of a single BP neural network model. The PSO-BP model shows extremely high
accuracy in the training process, and the convergence speed is also very fast. The
preset accuracy is achieved only when the training times are 3 times and the training
time is 0.043 s. The MSE, MAPE and RMSE of the predicted value and the expected
value of the PSO-BP model are the smallest, with values of 0.0037557,0.020111 and
0.061283, respectively, and the coefficient of determination R2 is 0.96002; thus, its
overall prediction effect is the best.

(3) The error MSE, MAPE, RMSE and R2 of PSO-BP were 0.0037557,0.020111,0.061283
and 0.96002, respectively, which were 3.08463%, 3.82%, 12.4727% and 4.425% higher
than those of the BP neural network prediction model. Compared with the GA-BP
model, these values increased by 0.13211%, 0.01751%, 0.9969% and 0.235%; compared
with the WOA-BP model, these values increased by 0.61555%, 1.4018%, 3.8272% and
2.153%, so the PSO-BP model had the highest prediction quality.

(4) By comparing the prediction results and errors of the neural network before and after
PSO optimization, the predicted value of the PSO-BP neural network can be seen to
be close to the real value, and its fitting degree is higher. At the same time, the error
of the PSO-BP model is small, and its fluctuations are small. The prediction model
based on the PSO-BP neural network has high accuracy and good stability and can
effectively predict car ownership.
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