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Abstract: Remaining useful life (RUL) prediction is vital to provide accurate decision support for a
safe power system. In order to solve capacity measurement difficulties and provide a precise and
credible RUL prediction for lithium-ion batteries, two health indicators (HIs), the discharging voltage
difference of an equal time interval (DVDETI) and the discharging temperature difference of an equal
time interval (DTDETI), are extracted from the partial discharging voltage and temperature. Box-Cox
transformation, which is data processing, is used to improve the relation grade of HIs. In addition,
the Pearson correlation is employed to evaluate the relationship degree between HIs and capacity.
On this basis, a local Gaussian function and a global sigmoid function are utilized to improve the
multi-kernel relevance vector machine (MKRVM), whose weights are optimized by applying a whale
optimization algorithm (WOA). The availability of the extracted HIs as well as the accuracy of the
RUL prediction are verified with the battery data from NASA.

Keywords: lithium-ion battery; remaining useful life; state of health; voltage; temperature

1. Introduction

Due to the high energy density, low self-discharge rate, and long service life of lithium-
ion batteries, they are the energy supply source for many important pieces of equipment
or systems and have undergone vigorous development in the relevant power battery and
energy storage markets [1]. However, battery failure may result in system performance
degradation, or even catastrophic equipment failure and damage. Degradation modeling,
remaining useful life (RUL) prediction, and health management for batteries will greatly
improve the capability of the energy storage and power system. Therefore, RUL predic-
tion has very important practical value and significance for lithium-ion batteries. The
health condition of batteries mainly includes state of health (SOH), state of charge (SOC),
RUL, etc. [2,3]. The role of RUL is very important in the safe and reliable working of the
system [4–6]. As the cycle increases, the loss of active lithium ions and electrode active
materials leads to capacity degradation, until the battery fails. If the health information
of a battery can be established in advance, it can be replaced before it reaches the failure
threshold, to avoid safety accidents [7].

To establish the health condition of the lithium-ion battery, the model-based method is
proposed first. For example, Prada et al. proposed an electrochemical model to simulate
capacity degradation [8]. Thomas et al. explored the physical model considering degrada-
tion rate, which improves the ability of the model to adapt to non-isothermal degradation
conditions and predicts the cell life [9]. In addition, Li et al. proposed the extended single-
particle model to estimate the SOC as well as lithium-ion concentrations and potentials,
and the estimation accuracies of the model were then verified using numerical validation
tests [10]. Li et al. proposed a degradation-conscious high-fidelity electrochemical–thermal
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model that performs excellently in terms of accuracy, computational speed and robust-
ness [11]. However, the deterioration mechanism of lithium-ion batteries in operation time
is complicated and it is difficult to establish an accurate model [12].

To reduce the error in the modeling process, data-driven models have extensively
worked in the prognostic strategy of RUL prediction [13–15]. Zhang et al. developed
a deep-learning prognostic with the capacity to obtain the RUL prediction for lithium-
ion batteries, where the optimization of parameters was based on an online validation,
and the performance of long-horizon prediction was tested with a battery dataset [16].
To improve computing efficiency without being time-consuming, Yu et al. employed a
decomposition method to divide capacity into trend and recovery, and then used Gaussian
process regression (GPR) to obtain the RUL prediction [17]. To overcome the difficulty of
measuring capacity [18], Li et al. developed a relevance vector machine (RVM) method,
extracting the mean entropy to achieve RUL prediction [19]. In addition, Sun et al. proposed
a health indicator (HI), which incorporates capacitance, resistance and other information,
and a case study was then carried out to validate the RUL of lithium batteries [20]. Instead
of only one HI, Zhao et al. proposed two real-time measurable HIs and developed support
vector regression (SVR) to obtain capacity and RUL prediction [21]. Widodo et al. proposed
two reasonable prognostics to predict the lithium-ion battery SOH based on the HI extracted
from discharge voltage, which indicated RVM performed better relative to SVR [22]. Since
RVM does not require the kernel function to be positive definite, Zhang et al. proposed
a multi-kernel relevance vector machine (MKRVM) so that the precise prediction of the
capacity and the weights of MKRVM are optimized using a particle swarm optimization
(PSO) algorithm. [23]. What is more, RVM also provided probabilistic interval prediction,
which makes the results more convincing [24,25]. Liu et al. presented a HI extraction, and
on the basis of the HI obtained, an optimization method was used, and they built the RVM
model to achieve the RUL prediction prognostic [26].

However, the models mentioned in the above literature only involved voltage influence
on capacity degradation. Temperature also affects the rate of chemical reactions, thereby
affecting the activity and electrolyte performance of the electrode material inside the
battery [27,28]. Lu et al. studied the operating temperature effects on the lithium-ion battery
in [29], where the experiments showed that the performance of the model can be developed
in a suitable temperature range. In addition, Tang et al. developed a general model that
illustrated temperature and degradation, and is effective for battery management [30].
Kong et al. proposed a voltage-temperature HI extraction prognostic for health conditions
and battery lifetime prediction [31].

However, there are few RUL prediction models which take temperature into consid-
eration, so the temperature is extracted as one of HIs to predict the RUL for lithium-ion
batteries in this paper. From the perspective of indirect forecasting, an online RUL prog-
nostic, which considers the indirect information in operation process, is proposed for the
capacity and RUL prediction of lithium-ion batteries. We extracted HIs from discharging
process. Box-Cox was applied to strengthen the line relationship between HIs and capacity.
Taking local regeneration into account, we used local Gaussian and the global sigmoid
function as the fusion kernel function of RVM, whose weights were optimized by using
the whale optimization algorithm (WOA). Finally, we provided RUL prediction results
consisting of a deterministic prediction and interval with confident probability. The main
contributions of this paper are as follows: (1) to solve capacity measurement difficulties
and use the indirect prediction method, the discharging voltage difference of an equal time
interval (DVDETI) and the discharging temperature difference of an equal time interval
(DTDETI) were extracted as HIs for RUL prediction; (2) to strengthen the relationship
between the extracted HIs and capacity, the raw HIs was transformed with Box-Cox and
determined the threshold of HIs; (3) to avoid local optimum, WOA was used to optimize
the kernel function weights and parameters of MKRVM.

The structure of this paper is as follows. The methodology in this paper is introduced
in Section 2. The experimental data, application of the methodology, and the correlation
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between HIs and capacity are shown in Section 3. In Section 4, the analysis of one-step and
five-step capacity degradation prediction and the RUL results for lithium-ion batteries are
presented. Finally, the conclusion of this paper is given in Section 5.

2. Methodology
2.1. Box-Cox

In order to use HI to make a better expression of battery capacity degradation, which
is the extracted raw HIs that keep linearity with capacity, we performed Box-Cox transfor-
mation on HI. The Box-Cox transformation on HI is described as follows.

2.1.1. Box-Cox Transformation

A linear regression model can be expressed as [32,33]:

yi = β0 + β1xi1 + β2xi2 + . . . ,+βqxiq + εi
εi v N

(
0, σ2), i = 1, 2, . . . , n

(1)

where, q is the number of variables, β0, β1, . . . , βq are the coefficients, and n is the size of
data, through the transformation of the dependent variable.

The Box-Cox transformation is

y(λ) =

{
yλ

i −1
λ , i f λ 6= 0;

ln(yi), i f λ = 0;
(2)

The corresponding inverse transformation is

y =

{
(λy(λ) + 1)1/λ, λ 6= 0

exp(y(λ)), λ = 0
(3)

where, the transformation parameter λ determines the form of transformation and needs
to be calculated. The liner model also can be expressed as

y(i)(λ) = β0 + β1xλ
i1 + β2xλ

i2+, . . . ,+βqxλ
iq + εi (4)

2.1.2. Parameter Identification for Box-Cox Transformation

The parameter λ needs to be found according to maximum likelihood or Bayesian
methods. We use maximum likelihood estimation in this paper.

Assume that εi v N
(
Xβ, σ2 I

)
and according to (4), we have the following joint

probability density function of y(λ)

f (y(λ)) =
exp

(
− 1

2σ2 (y(λ)− Xβ)T(y(λ)− Xβ)
)

(2πδ2)
n
2

(5)

based on which the likelihood function is

L
(

β, δ2, λ
∣∣∣y, X

)
=

exp
(
− 1

2δ2 (y(λ)− Xβ)T(y(λ)− Xβ)
)

(2πδ2)
n
2

J(λ, y) (6)

where J(λ, y) =
n
∏
i=1

∣∣∣∣ dy(λ)i
dyi

∣∣∣∣ = n
∏
i=1

yλ−1
i is the Jacobian of the transformation from y to y(λ).

Taking the partial derivatives of β and σ2, respectively, and setting the derivative
function to zero, we have

β̂(λ) =
(

XTX
)−1

XTy(λ) (7)
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δ̂2(λ) =

(
y(λ)− XβT)(y(λ)− Xβ)

n
(8)

Place (7) and (8) into (6), we have the maximum of likelihood function

Lmax(λ) = (2π)−2/n
[
δ2(λ)

]−n/2
J(λ, y) (9)

In order to simplify the calculation of the parameter λ, take the logarithm of both sides
of (9), then we have

log(Lmax(λ)) = −
2
n

log(2π)− n
2

log
(

δ̂2(λ)
)
+ (λ− 1)

n

∑
i=1

log(yi) (10)

Maximizing log(Lmax(λ)) is equal to maximizing g(λ):

g(λ) = −n
2

log(σ̂(λ)) + (λ− 1)
n

∑
i=1

log(yi) (11)

Through the transformation of the dependent variable, the transformed vector y(λ),
whose explanation of the model interpretation is better, the error obeys the normal distribu-
tion, and each error is equal in variance and independent of each other.

2.2. MKRVM

Given an input vector x, the conditional probability distribution of the target variable
t can be written as [34]:

p(t|x, w, β) = N
(

t
∣∣∣y((x), β−1

))
(12)

where β = σ−2 is noise precision, and the mean value is given by a linear model which can
be expressed as

y(x) =
N

∑
i

wnφi(x) = wTφ(x) (13)

with fixed nonlinear basis functions φi(x). Given a set of N observations of the input
vector x, denoted as the data matrix X, the corresponding target values are t = (t1, . . . , tN)

T.
Therefore, the likelihood function is

p(t|X, w, β ) =
N

∏
n

p
(

tn

∣∣∣xn, w, β−1
)

(14)

A prior distribution over the parameter vector w is then introduced to avoid over-
fitting, which is considered a zero-mean Gaussian prior As well as a separate hyperparam-
eter αi response to weight wi. The weight prior can therefore be expressed as

p(w|α) =
M

∏
i=1
N
(

wi

∣∣∣0, α−1
i

)
(15)

where αi represents (α1, . . . , αM)T, M = N + 1. So, the solution to w is transformed into
the solution to α, when α tends to infinity, the posterior distribution of the corresponding
weight parameter is zero.

When calculating the posterior distribution, it is proportional to the product of the
likelihood function and the prior distribution. The posterior probability distribution is
a Gaussian distribution because of its conjugate nature, and the posterior probability
distribution form can be obtained:

p(w|t, X,α, β ) = N (w|m, Σ ) (16)
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where the mean and variance are
m = βΣΦTt (17)

Σ =
(

A + βΦTΦ
)−1

(18)

where Φ is an N × M design matrix with Φ = [φ(x1), φ(x2), . . . φ(xn)]
T and

Φ(xn) = [1, K(xn, x1), K(xn, x2), . . . K(xn, xn)]
T, we have A = diag(αi).

The values of α and β are calculated with type-2 maximum likelihood, in which we
maximize the marginal likelihood function:

p(t|X,α, β ) =
∫

p(t|X, w, β )p(w|α)dw (19)

Simply setting the derivatives of the marginal likelihood to zero and obtaining the
following results, repeat the above calculation process until the maximum number of
iterations is reached. In this paper, the maximum number of iterations is set to 1000.

αnew
i =

γi

m2
i

(20)

(βnew)−1 =
‖t−Φm‖2

N − Σiγi
(21)

γi = 1− αiΣii (22)

With a new input x, the output distribution on t is

p(t|x, X, t,α∗, β∗) =
∫

p(t|x, w, β∗)p(w|X, t,α∗, β∗ )dw= N
(

t
∣∣∣mTφ(x), σ2(x)

)
(23)

The multi-kernel model has higher flexibility than a single kernel function [35]. In
the context of multi-kernel mapping, the high-dimensional space becomes a combined
space composed of multiple feature spaces. Since the combined space fully uses the
different feature mapping capabilities of each basic kernel, different feature components of
heterogeneous data can be resolved through corresponding kernel functions. In addition,
the kernel function is mainly divided into global and local kernel function [36,37]. Gaussian
and sigmoid kernel function, as representatives of the global kernel function and local
kernel function, respectively, have been widely used in machine-learning methods and
neural networks. The Gaussian kernel function works excellently in extracting the local
property of the sample, which is also called the local Gaussian kernel function. In addition,
compared to the polynomial kernel function, the excellent global properties based on the
sigmoid kernel function have been proved in the performance of classification. Considering
the characteristics of Gaussian and sigmoid kernel function, using the fusion kernel function
can reduce the kernel parameters and the complexity of the RVM model as much as possible,
and give the kernel function both global and local characteristics. Combining multiple
kernel functions with different characteristics will result in a function which contains the
overall advantage of each kernel function. The way the multi-kernel function is formed
makes the multi-kernel function more accurate and stronger in its mapping or classification
capabilities, especially for learning problems such as classification and regression with more
complex distribution structures of sample data in practical applications. The advantages
of multi-kernel function learning are obvious. Therefore, we chose the fusion of Gaussian
and sigmoid kernel function to improve the MKRVM performance, and the fusion kernel
function is

K = ∑n
j=1 mjKj, mj ≥ 0, ∑n

j=1 mj = 1 (24)

where Kj and mj denote the kernel function and weight coefficient, respectively.
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The Gaussian kernel function is [38]:

K1(x, xn) = exp

(
−‖x− xn‖2

2d2

)
(25)

where d is the bandwidth, which controls the radial range of action.
The sigmoid kernel function can be expressed as follows [39]

K2(x, xn) = tan h
(

txTxn + c
)

(26)

where t is a scalar and is c displacement. In addition, WOA has shown good performance in
other model optimizations [40,41]. In this paper, WOA is used to improve the convergence
speed of MKRVM, as well as the accuracy of the algorithm.

2.3. WOA

WOA, inspired by the hunting behavior of humpback whales, is a new optimization
algorithm [42]. The main characteristic of WOA is using the shrink-wrap mechanism
and the spiral-up mechanism to realize the local search of the algorithm, and the random
learning strategy to realize the global search of the algorithm. It has the advantages of
simple processes and fast convergence speed, excellent performance in solving optimization
problems, and a wide range of applications. WOA mainly consists of three important stages:
encircling prey, bubble-net attacking strategy, and hunting prey.

2.3.1. Encircling Prey

When the humpback whale surrounds the prey, it will choose to swim in the direction
of the humpback whale with the best position. The humpback whale can identify the
position of the prey and surround it, and its position update can be expressed as

D = |C · X∗(t)− X(t)| (27)

X(t + 1) = X∗(t)− A · D (28)

where t denotes current iteration, X∗ is the best whale position vector so far, X is vector of
current whale, A and C are coefficient vectors and can be updated as follows:

A = 2a · r− a (29)

C = 2 · r (30)

where r is random vector in [0, 1], and a changes from 2 to 0 in the search process, namely:

a = 2−
(

2t
tmax

)
(31)

2.3.2. Bubble-Net Attacking Strategy

Shrinking encircling and spiraling updating is contained in the bubble-net attacking strategy.
Shrinking encircling: The behavior achieved by reducing a in (30). The process is

achieved by reducing the value of a in the iterative process. That is, the set random number
A defined in [−1, 1], another definition of the new location of the search agent is any
location between the current agent and the best agent.

Spiraling updating: This method first calculates the distance between the whale and
the prey located at (X, Y) and (X∗, Y∗), respectively, and then establishes a spiral between
the positions of the whale and the prey equation to simulate the spiral motion of humpback
whales. The behavior is shown as follows:

D′ = |X∗(t)− X(t)| (32)
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X(t + 1) = D′ · ebl · cos(2πl) + X∗(t) (33)

where D′ indicates the distance from the ith search agent to target, l is a random vector and
l ∈ [−1, 1], and b is a constant.

Assuming that the probability of shrinking encircling or spiraling updating is 50%
to update the location of the whale in the optimization process, this behavior can be
expressed as

X(t + 1) =
{

X∗(t)− A · D i f p < 0.5
D′ · ebl · cos(2πl) + X∗(t) i f p > 0.5

(34)

2.3.3. Search for Prey

In addition, the whale will randomly choose whether to swim toward the best position
of the whale or randomly choose a whale as its target and approach it. Based on each
other’s location, the behavior can be written as

D = |C · Xrand(t)− X(t)| (35)

X(t + 1) = Xrand(t)− A · D (36)

where
→
Xrand is a random position. If |A| ≥ 1, the randomly selected whale position is used

to update the position of other whales, to find a more suitable prey to realize the global
search. The flowchart of WOA is provided in Figure 1.
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2.4. Structure of RUL Framework

The structure of WOA-MKRVM is shown in Figure 2, and the details are presented
as follows:

1. Data analysis: Especially in the discharging process. The DVDETI and DTDETI are
extracted from the discharging voltage and temperature;

2. Box-Cox Transformation: The DVDETI and DTDETI to get HI1 and HI2 based on the
Box-Cox method. Pearson is used to evaluate the correlation degree between capacity
and HIs;

3. WOA-MKRVM model training: Historical HIs are chosen as inputs, and the HI
responds to the output. The input can be expressed as Xi

t = {Ht−i}, i = 1, 2, . . . , n,
n is the length of segment, Xi

t denotes the normalized input data with i segments at
cycle t, the corresponding output is Ŷt =

{
Ĥt+k

}
, where k stands for the future steps.

The model can be trained for HIs prediction and RUL prediction. Figure 2 is the input
and output of MKRVM;

4. HIs prediction: Using the trained model to predict future HIs. The recursive prediction
process uses the previously output data of WOA-MKRVM predicted as the next input
to the model to make predictions;

5. RUL prediction: in the work, RUL refers to the end-of-life (EOL) cycle minus the
current cycle. The RUL can be defined as RUL = Cyclestart − CycleEOL. The Cyclestart
is the predicted start cycle, the CycleEOL is the cycle of EOL. Based on the recursive
prediction process, when reaching the HIs threshold of the lithium-ion battery, the
corresponding RUL can be calculated.
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The structure of WOA-MKRVM is shown in Figure 3. The HIs and RUL prediction
results were therefore obtained, and the probabilistic prediction results can be provided.
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3. Application of Methodology
3.1. Data Description

The datasets are studied to evaluate the effectiveness of the WOA-MKRVM model,
which is from the data repository of the NASA Ames Prognostics Center of Excellence [43].
This data set is tested from a battery prognostic test bed at NASA 18650, whose nominal
capacity is 2 Ah and nominal voltage is 3.7 V. In order to compare this study with other
research, the popular batteries #5, #6, #7 and #18 were used for this study. The rated
capacity of batteries #5, #6, #7, and #18 is 2 Ah. The details are presented in Table 1. The
CCC and CCV mean constant current and voltage in the charging process, respectively,
while the DCC means constant current in the discharging process, and the EOV denotes
the end of the discharging voltage. The set of batteries is always charged with 1.5 A until
the voltage of the lithium-ion battery reaches 4.2 V, and they then continue to work at
this voltage, ending with current drops to 20 mA, which are tested at room temperature
(24 ◦C). The capacity with the cycle of the four batteries is presented in Figure 4. The cycle
of batteries #5, #6, and #7 are 168, and the cycle of battery #18 is 132.

Table 1. Parameters of batteries #5, #6, #7 and #18.

Battery CCC (A) CCV (V) DCC (A) EOV

#5 1.5 4.2 2 2.7
#6 1.5 4.2 2 2.5
#7 1.5 4.2 2 2.2

#18 1.5 4.2 2 2.5
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3.2. HI Extraction

There are many factors that affect lithium-ion batteries degradation, such as voltage,
current, temperature, depth of discharge, and so on [44–46]. The operating time of a fully
charged lithium-ion battery gradually decreases with the charge and discharge cycles, as
well as the maximum capacity degradation with cycles. The voltage and temperature
curves in the discharge process are shown in Figure 5, from which it is shown that as the
cycles increased, at a specific time during discharge, the difference between the initial
voltage and the time voltage became larger. The difference between the initial temperature
and the real-time temperature also followed the same pattern. Therefore, we can use
voltage fall-off and temperature change in a defined time interval to quantify lithium-ion
battery degradation.

Sustainability 2023, 15, x FOR PEER REVIEW 11 of 23 
 

voltage fall-off and temperature change in a defined time interval to quantify lithium-ion 
battery degradation. 

  
(a) (b) 

Figure 5. Discharge curves: (a) Discharge voltage curves; (b) Discharge temperature curves. 

Taking battery #5 as an example for HIs extraction analysis, the voltage and temper-
ature curve at cycle 100 of battery #5 is shown in Figure 6, from which one can see that the 
first phase was more able to respond to more information. In the first period, the change 
of amplitude in the voltage change was greater than in other stages, so it is reasonable to 
choose the first phases to reflect the capacity degradation of lithium batteries. Moreover, 
the temperature also followed the same pattern. Therefore, we focused on the battery dis-
charge process to extract the HIs. The time interval start point was 0 s, and endpoint was 
set as 2000s. The DVDETI and the DTDETI in the i th cycle were, respectively: 

max min
, 1, 2 ,i t tDVDETI V V i n= − =   (37)

max min
, 1, 2 ,i t tDTDETI T T i n= − =   (38)

DVDETI series can be expressed as 

{ }1 2, , , nDVDETI DVDETI DVDETI DVDETI=   (39)

DTDETI series can be expressed as 

{ }1 2, , , nDTDETI DTDETI DTDETI DTDETI=   (40).

0 1000 2000 3000 4000
Time/s

2.5

3

3.5

4

Vo
lta

ge
/V

Cycle1
Cycle50
Cycle100
Cycle150
Cycle120
Cycle150

Voltage Falloff at
2000s for cycle 150

Initinal Voltage

Figure 5. Discharge curves: (a) Discharge voltage curves; (b) Discharge temperature curves.

Taking battery #5 as an example for HIs extraction analysis, the voltage and tempera-
ture curve at cycle 100 of battery #5 is shown in Figure 6, from which one can see that the
first phase was more able to respond to more information. In the first period, the change
of amplitude in the voltage change was greater than in other stages, so it is reasonable to
choose the first phases to reflect the capacity degradation of lithium batteries. Moreover,
the temperature also followed the same pattern. Therefore, we focused on the battery
discharge process to extract the HIs. The time interval start point was 0 s, and endpoint
was set as 2000s. The DVDETI and the DTDETI in the ith cycle were, respectively:

DVDETIi = Vtmax −Vtmin , i = 1, 2 . . . , n (37)

DTDETIi = Ttmax − Ttmin , i = 1, 2 . . . , n (38)

DVDETI series can be expressed as

DVDETI = {DVDETI1, DVDETI2, . . . , DVDETIn} (39)

DTDETI series can be expressed as

DTDETI = {DTDETI1, DTDETI2, . . . , DTDETIn} (40)

The HIs are shown in Figure 7. It is clear that the DVDETI and DTDETI increase
in amplitude as the cycle increases, and the HIs are strongly correlated with capacity.
Thus, the changes in voltage and temperature at defined time intervals not only provide
the global trend, but also the local regeneration, which can reflect the degradation of
lithium-ion batteries.
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3.3. Box-Cox Transformation

In order to improve the performance of DVDETI and DTDETI, which can better
indicate battery capacity degradation, the Box-Cox is used to achieve DVDETI and DTDETI
to obtain HI1 and HI2 in this study. In addition, the failure threshold points of HI1 and HI2
after the calculation conversion need to be calculated.

The linear model for the DVDETI, DTDETI and capacity, which is with the identified
parameter λ of Box-Cox transformation, are denoted as

C = β0 + β1HI (41)

where, HI represents normalization DVDETI or DTDETI.
Based on (41), the failure threshold of HI can be expressed as

HIp =
Cp − β0

β1
(42)

where Cp represents the capacity threshold, and HIp represents the transformed HI
failure threshold.
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Therefore, the threshold of Box-Cox transformed HIs can be used as the parame-
ter of the RUL prediction, and it can also be used as the preset condition parameter in
actual applications.

Figure 8 is the HIs after Box-Cox. It can be seen that HI1 and capacity show the
same trend, while HI2 and capacity have the opposite trend. Next, we will quantify the
relationship between HIs and capacity by correlation analysis.
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3.4. Correlation Analysis
3.4.1. Qualitative Analysis

To demonstrate the performance of HIs, the correlation between HIs and capacity is
analyzed in this paper. Scatter plots of the correlation between DVDETI, DTDETI, and
capacity are presented in Figure 9. From this, it can be seen that both DVDETI and DTDETI
are positively correlated with capacity, and the linearity between the HI1, HI2, and capacity
is improved. Moreover, the HI1 and HI2, which are transformed in this paper, are suitable
to be used as features to present the degradation of lithium-ion batteries.
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DVDETI and capacity; (b) Scatter plot of DTDETI and capacity; (c) Scatter plot of HI1 and capacity;
(d) Scatter plot of HI2 and capacity.
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3.4.2. Quantitative Analysis

For calculating the achievement of the Box-Cox method on the performance of HI1
and HI2, Pearson is used to quantitatively analyze the correlation degree between raw HIs
(DVDETI and DTDETI), transformed HIs (HI1 and HI2) and capacity [47]. To research the
applicability of HIs, correlation analyses of four batteries are shown in Table 2. As can be
seen, the absolute values are close to 1 based on the Pearson method, which means that the
HIs are effective, and the time interval chosen in this paper is suitable for different batteries.
Compared with DVDETI and DTDETI, HI1 and HI2 have a higher correlation with capacity,
which shows that the Box-Cox method is effective in improving the performance of HIs.
Therefore, the lithium-ion battery degradation process can be effectively modeled with the
transformed HI1 and HI2.

Table 2. Pearson correlation for four batteries.

Battery
HIs

HI1 HI2 DVDETI DTDETI

#5 −0.9945 −0.9934 −0.9777 −0.9838
#6 −0.9874 −0.9766 −0.9694 −0.9679
#7 −0.9928 −0.9803 −0.9849 −0.9789

#18 −0.9867 −0.9762 −0.9790 −0.9707

4. Experimental Results
4.1. Evaluation Indicators

To illustrate the accuracy of the capacity and RUL forecasts in this paper, root mean
square error (RMSE) and mean absolute error (MAE) were used as evaluation indicators to
make a quantitative assessment for the prediction. The RMSE and MAE are given as

RMSE =

√
∑n

i=1(yi − ŷi)
2

n
(43)

MAE =
1
n∑n

i=1|yi − ŷi| (44)

where yi denotes the true value of HI, and ŷi is the predicted value of HI.
We also provide the 95% confidence interval (CI) to verify the act of the WOA-MKRVM

method. The 95% CI is calculated using

95%CI = ŷ± 1.96× cov(ŷ) (45)

where ŷ is the mean value of ŷ, cov(ŷ) is the covariance of ŷ.
The absolute error (AE) is an evaluation indicator, which is to evaluate the accuracy of

the WOA-MKRVM method for the RUL prediction. The AE can be written as

AE =
∣∣R− R̂

∣∣ (46)

where R is the actual life and R̂ is the predicted cycle of the lithium-ion battery.

4.2. One-Step Prediction

To explain the performance of the HIs extracted, the one-step prediction on HIs was
developed in this paper. One-step prediction means when k = 1 in Ŷt =

{
Ĥt+k

}
. The

comparison of the before Box-Cox (DVDETI and DTDETI) and after Box-Cox (HI1 and HI2)
of battery #5 are presented in Figure 10. The forecast initiate point of battery #5 is cycle 80.
The range of DVDETI is greater than 0, and the range of HI1, which after transformation is
less than 0. Therefore, the trend of HI1 after normalization is opposite to DVDETI. From
Figure 10, it is obvious that the predicted value is close to the truth. In addition, it is obvious
that the prediction captures the trend of both the degradation process and regeneration
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phenomenon. Moreover, due to the local noise, the prediction results become more accurate
when the cycle is close to the start points. HI1 has the best prediction result, which shows
that the WOA-MKRVM method is effective. Compared with the before Box-Cox prediction,
the results of DVDETI and DTDETI are also relatively accurate, but the accuracy is lower
than that of HI1 and HI2, which demonstrates that the Box-Cox method can improve the
act of HIs.
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Figure 10. One-step prediction on battery #5: (a) HI1; (b) HI2; (c) DVDETI; (d) DTDETI.

The error of the one-step prediction of battery #5 is depicted in Figure 11. It should
be pointed out that the error of the result before the transformation is greater than that
after the transformation, which shows that the Box-Cox method effectively develops the
performance of HIs. The minimal error is the HI2 result for battery #5 and the error of
battery #6 is the largest. The reason is that the noise caused by battery #6 has a large
fluctuation, and the fluctuation has a large impact on the prediction result. The minimum
error of RMSE is the HI2 of battery #18. In addition, the values of MAE are all below 0.05,
except DTDETI for battery #6, which indicates that the WOA-MKRVM is more accurate.

Moreover, compared with the prediction result after the box transformation, the result
before the box transformation has a larger error which means that Box-Cox is an effective
method to improve HI performance.
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Figure 11. RMSE and MAE of one-step prediction of four batteries: (a) RMSE; (b) MAE.

4.3. Five-Step Prediction

To explain the robustness of HIs extracted in this paper, the five-step prediction of
the HI1, HI2, DVDETI and the DTDETI of four batteries are tested. Also similar to one-
step prediction, the five-step prediction means when k = 5 in Ŷt =

{
Ĥt+k

}
. The five-step

prediction of battery #5 is presented in Figure 12, from which we can conclude that the trend
is well predicted, and the predicted result is close to the true value. In addition, the true HIs
value is contained in the 95% CI of the predicted result, which shows that WOA-MKRVM
has high accuracy. The five-step prediction result of HI2 also follows the same trend as
HI1. The true value of the later period is not within the 95% CI of the prediction result.
This is because the later period fluctuates greatly, but the model parameters are fixed and
insensitive to fluctuations. However, the overall prediction trend is consistent with the true
value. Compared with HI1 and HI2, the prediction results of DVDETI and DTDETI clearly
deviate from the true value. It can be observed that Box-Cox transformation improves the
performance of HIs and enhances prediction accuracy.
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The five-step prediction of RMSE and MAE for four batteries is presented in Figure 13.
Figure 13 gives the HI2 prediction of battery #5 and shows minimum RMSE and MAE,
while the DVDETI prediction of battery #6 denotes the maximum RMSE and MAE on the
four batteries. These results further illustrate that HI1 and HI2 show better prediction
performance among the prediction results. Therefore, this comparison further illustrates
that the Box-Cox transformation is effective in reinforcing HIs performance and transformed
HIs are better for expressing capacity degradation. The largest RMSE and MAE are less
than 0.15, and the effectiveness and accuracy of the WOA-MKRVM method for five-step
prediction are demonstrated.
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4.4. RUL Prediction
4.4.1. RUL Prediction of Different Batteries

To prove the effectiveness of WOA-MKRVM, experiments on three batteries at different
starting points were conducted. RUL prediction is an iterative prediction based on one-
step prediction. Since battery #7 has not reached the failure threshold of 1.38 Ah, RUL
predictions are performed on three batteries #5, #6, and #18. Based on the length of the
sample data, the starting points of batteries #5 and #6 are cycles 70, 80, 90, and 100. The
starting points of battery #18 are cycles 70, 80, and 90. Moreover, the failure thresholds of
the two HIs are calculated according to (40) and (41). The actual thresholds for batteries #5,
#6, and #18, which include the capacity and the HIs, are shown in Table 3.

Table 3. Thresholds of capacity and HIs.

Battery Capacity (Ah)
HI

Actual Cycle Life
HI1 HI2

#5
1.38

0.2903 1.0576 128
#6 0.1328 1.2660 112

#18 0.3547 1.0827 100

The RUL prediction results at different cycles for three batteries are presented in
Figure 14. For instance, with respect to the RUL prediction result of battery #5 in Figure 14a,
it is shown that the prediction can reflect the tendency of the capacity degradation. Due to
the fluctuation phenomenon affecting the accuracy of the result, it can also be observed
that the prediction result of battery #6 at cycle 80 is better than cycle 70. Another reason is
insufficient model training. The earlier starting point has a poor prediction effect, but for
the forecast prediction, the later prediction accuracy is more important, and the closer the
prediction is to the failure threshold, the more important the result, so that battery health
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management can be carried out in advance. The HI2 result of battery #5 is also similar to
the HI1.
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Figure 14. RUL prediction at different starting points on three batteries: (a) HI1 of battery #5; (b) HI2
of battery #5; (c) HI1 of battery #6; (d) HI2 of battery #6; (e) HI1 of battery #18; (f) HI2 of battery #18.

The RUL prediction results based on HI1 and HI2 for batteries #6 and #18 are also
similar to battery #5. Compared with battery #18, the performance of battery #6 is not
satisfactory. The reason is that large fluctuations in battery #6 in the later period will affect
the forecast results. Figure 14e,f is the prediction result of battery #18. It can be observed
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that prediction results at different starting points are not much different. This is because the
data of battery #18 is less and the starting point is close to the failure threshold. Moreover, it
shows that the performance of WOA-MKRVM is relatively powerful and has high accuracy.

Table 4 denotes the HIs RUL prediction error of the three batteries at different starting
points. The predicted HI1 values of different starting points for three batteries are between
1 and 15, where the predicted AE value of cycle 70 for battery #6 with the largest prediction
error is 15, and the minimum AE of cycle 90 of battery #18 is 1. For the RUL prediction
results, it is important that the later cycle prediction accuracy is higher than the previous
prediction results. The prediction results of cycles 90 and 100 of the three batteries are ideal.
This clearly shows that the real results of the three batteries at different starting points are
within the 95% CI of the predicted results, indicating that the WOA-MKRVM has good
accuracy. The AE value of HI2 for three batteries is between 1 and 26. The AE value of
battery #5 at cycle 70 is the largest. This is because the model parameters relative to battery
# 5 is not suitable, the error is larger than other batteries, but the error is reduced after cycle
90, and the prediction result is still satisfactory.

Table 4. RUL estimation of three batteries.

Battery Start Points HI Actual RUL Predicted RUL 95% CI AE

#5

70
HI1

58
48 [39,64] 10

HI2 32 [26,39] 26

80
HI1

48
40 [31,58] 8

HI2 27 [21,34] 21

90
HI1

38
40 [27,72] 2

HI2 42 [17,52] 4

100
HI1

28
26 [20,32] 2

HI2 22 [14,30] 6

#6

70
HI1

42
27 [18,-] 15

HI2 33 [17,-] 9

80
HI1

32
19 [11,34] 13

HI2 21 [12,31] 11

90
HI1

22
14 [4,32] 8

HI2 15 [1,23] 7

100
HI1

12
15 [6,24] 3

HI2 19 [4,34] 7

#18

70
HI1

30
26 [17,35] 4

HI2 25 [13,34] 5

80
HI1

20
16 [9,23] 4

HI2 19 [8,29] 1

90
HI1

10
9 [1,15] 1

HI2 11 [1,22] 1

Compared with HI1, the HI2 prediction results are better for six groups and only
have decreased performance for the other four cases, and one group of results is equal
to the predicted results. The error value of RUL obtained with HI1 and HI2 may re-
sult from local regeneration and various fluctuations, but the prediction results are very
satisfactory. In conclusion, the proposed HIs in this paper are effective for lithium-ion
battery RUL prediction.

4.4.2. Comparisons with Related Studies

To verify the accuracy of WOA-MKRVM, it is necessary to present a comparison of the
RUL prediction results of WOA-MKRVM and methods in other studies. This paper selects
literature with the same prediction starting point for comparison. To avoid the duplicate
description of results, Table 5 contains a comparison of the RUL results of different methods.
Compared with one study [16], the capability of WOA-MKRVM in this paper is more stable.
The result of cycle 80 in [16] is the smallest and the result of battery #18 is better than
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the HI2 prediction in this paper. However, the performances of WOA-MKRVM in other
cases are more satisfactory. Compared with [17], it can be seen that the HI1 prediction in
this paper is only worse in the result of battery #6 at cycle 100. Moreover, it is obvious
that superior performance is achieved by WOA-MKRVM in other terms, and the same
patterns are also found in HI2 prediction. However, compared with the WOA-MKRVM,
the predictions of the other cycles in [47] are not accurate. Accordingly, the effectiveness
and accuracy of WOA-MKRVM on lithium-ion battery RUL predictions is verified.

Table 5. RUL prediction comparisons with related studies.

Start Points

Battery

#5 #6 #18

[16] [17] [48] [16] [17] [48] [16] [17] [48]

70 19 18 N/A 18 23 N/A 5 7 N/A
80 2 14 12 2 16 10 1 5 1
90 15 13 N/A 16 14 N/A 4 4 N/A

100 12 10 8 3 1 3 N/A N/A N/A

5. Conclusions

Knowing the RUL in advance is vital for the stable performance of the lithium-ion-
battery-powered system. This paper proposes raw HIs (DVDETI and DTDETI) to demon-
strate the degradation state of lithium-ion batteries, and uses Box-Cox transformed HIs
(HI1 and HI2) to improve the linear relationship between capacity and raw HIs. The WOA-
MKRVM model is applied for predicting capacity degradation and RUL. The probability
results based on battery data show that the after-Box-Cox-transformed HI1 and HI2 are
effective and accurate. It is remarkable that the limitation of HIs in this paper is that it
only examines the partial discharging process information changes at specific time periods,
which include voltage and temperature, and the factors of the charging process are also
worth considering. In our future work, robust and effective HIs suitable for different
operations should be studied, which can be generally applied for online RUL prediction.
Moreover, combining the data-driven method with other methods (e.g., particle filter) can
be considered for developing the accuracy and generalization of the prognostic for lithium-
ion batteries. The prediction of the two HIs provide guidance for the safe management of
lithium-ion batteries, and this method is also transferable and can be migrated to use with
other available HIs.
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