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Abstract: Permeability is a crucial property that can be used to indicate whether a material can
hold fluids or not. Predicting the permeability of carbonate reservoirs is always a challenging and
expensive task while using traditional techniques. Traditional methods often demand a significant
amount of time, resources, and manpower, which are sometimes beyond the limitations of under
developing countries. However, predicting permeability with precision is crucial to characterize
hydrocarbon deposits and explore oil and gas successfully. To contribute to this regard, the current
study offers some permeability prediction models centered around ensemble machine learning
techniques, e.g., the gradient boost (GB), random forest (RF), and a few others. In this regard, the
prediction accuracy of these schemes has significantly been enhanced using feature selection and
ensemble techniques. Importantly, the authors utilized actual industrial datasets in this study while
evaluating the proposed models. These datasets were gathered from five different oil wells (OWL) in
the Middle Eastern region when a petroleum exploration campaign was conducted. After carrying
out exhaustive simulations on these datasets using ensemble learning schemes, with proper tuning of
the hyperparameters, the resultant models achieved very promising results. Among the numerous
tested models, the GB- and RF-based algorithms offered relatively better performance in terms of
root means square error (RMSE), mean absolute error (MAE), and coefficient of determination (R2)
while predicting permeability of the carbonate reservoirs. The study can potentially be helpful for
the oil and gas industry in terms of permeability prediction in carbonate reservoirs.

Keywords: permeability prediction; AdaBoost; random forest; feature selection; carbonate reservoir;
oil and gas

1. Introduction

In a general context, the term permeability is a characteristic given to a material
indicating the ease of flow of a fluid through such material [1]. In petroleum engineering,
it is known as the ability of porous rocks to pass through oil and/or gas [2–5]. Notably,
it is not always necessary for a porous rock to be permeable. For a rock to be permeable
and for the oil and/or gas to penetrate through it, the pore spaces between the grains in
the relevant rock must be connected. This implies that permeability is a measure of the
ability of oil and/or gas to penetrate through a rock [6]. In this regard, one of the most
widely used classification systems for carbonate rock porosity by petroleum geologists was
introduced by Choquette and Pray in 1970 [7]. This classification nomenclature is available
in numerous books published on carbonate classification, for instance, Tucker and Wright
(1990) [8]. It has been cited as a main system for classifying porosity in carbonates.

Permeability is an essential reservoir property and a basic element of reservoir charac-
teristics and the simulation process. This input is generally used to determine hydrocarbon
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production, recovery estimates, optimal well location, pressure, fluid contact classification,
and so forth. More accurate predictions of reservoir permeability surely improve the overall
exploration and discovery processes in the concerned area. Studies in the literature reveal
that a more accurate prediction of coreless reservoir penetration is still a challenge in the
oil and gas industry and needs significant concentration [3–5]. It is also known that an
accurate estimation of the permeability rate of a target reservoir is essential for the probable
oil and gas repository in that reservoir [2–5,9]. It may help in assessing the realistically
achievable percentage of oil and gas, flow rate, estimation of future exploration, and the
appropriate and correct design of exploration equipment.

Though permeability seems easy to realize, there exist several variables that may
affect it, for example, the dynamic viscosity of the fluid, applied pressure difference, and
rock/reservoir properties, such as grain size, sorting, and the pore’s throats [10,11]. Perme-
ability can be measured in many ways [10,11]. In the beginning, it was primarily measured
involving numerous parameters, such as the gamma-ray, neutron porosity, bulk density,
resistance, sonic waves, spontaneous potential, well size, and/or reservoir depth. However,
a standard method for determining permeability is performed using conventional core
analysis (CCA) and/or the porosity permeability-relationship (PPR) while determining a
non-linear relationship between porosity and permeability [11]. Though traditional well
testing, core analysis, and well-log evaluation can predict the permeability of carbonate
reservoirs, these conventional methods are not only costly but also time-consuming. This is
because the relevant persons make multiple visits to the laboratory to test target samples
and predict permeability [12]. In addition, estimating permeability in heterogeneous car-
bonate reservoirs are also a great challenge, which must be handled carefully to guarantee
precise prediction [10,11]. As stated earlier, the permeability of a material is its capacity
to allow fluids to flow through it. It is measured in the Darcy/Square-meter (Darcy/m2),
which is defined as the volume of fluid passing through a surface in the unit time under
the surface pressure gradient at the point where flow passes through it [1].

ML has inevitably been used in permeability prediction and found quite promising.
For instance, a study conducted in [13] employed white-box ML approach to model per-
meability from heterogeneous carbonate reservoirs in Iran. The algorithms are k-nearest
neighbors (kNN), genetic programming (GP), and modified group modeling data handling
(GMDH). The proposed study outperformed zone-specific permeability, index-based em-
pirical, or data-driven models already investigated in the literature with R2 values of 0.99
and 0.95 against GMDH and GP, respectively [13]. The study was organized motivated by
a study by the same authors in [14], where they employed a supervised machine learning
algorithm known as Extreme Gradient Boosting (XGB) on heterogeneous reservoir data
to predict permeability. The output of the algorithm is a modified formation zone index
(FZIM*), based on which the permeability was estimated as R2 values of 0.97. The study
further investigated the k-mean clustering algorithm to classify/categorize petrophysical
rock typing (PRT) to study their properties.

Machine learning is a subfield of computer science and artificial intelligence that
focuses on the development of algorithms that enable computers to learn from and make
decisions or predictions based on data [15]. The main objective is to model the probable
relationship between a set of observable quantities (inputs) and another set of variables
related to them (outputs) [16]. Usually, all ML algorithms require large amounts of data
for training and learning. This implies that collecting many of the representative training
examples and saving them in a format suitable for computational purposes is an essential
step [16]. In general, target data are not ready to use because they may contain irrelevant
attributes, missing attributes, redundant attributes, attribute-value noise, and class-label
noise. The observable quantities that are usually fed to ML algorithms are called “features”.
During training, a target algorithm struggles to learn to associate these features with the
desired output variables, thereby fitting the model’s parameters. This implies that features
must be relevant to predict outcomes with precision [16]. This implies that pre-processing
target data is an indispensable task. In this regard, several preprocessing techniques have
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been developed in the literature to handle various types of data. These include images,
audio, text, video, and their combination. Accordingly, various techniques have been
utilized to eliminate noisy and unwanted data [16]. For instance, handling missing values,
normalization for numeric data and scaling, filtering, and denoising are commonly used in
images [16].

The current study aims to develop an ensemble machine learning model for perme-
ability prediction based on a diverse real-life dataset collected from a renowned, Middle
Eastern company. Contributions of the proposed work are, firstly, conducting a literature
review in permeability detection in carbonate reservoirs using machine learning techniques
and finding a potential research gap. Second, based on the literature review, it was evident
that machine learning has been frequently utilized; however, ensemble learning methods
have yet to be investigated for the said problem, which is the aim of the study. Third,
various preprocessing techniques have been employed to the real-life dataset prior to
fetching it to the model and finally evaluating the model based on the well-known metrics
used in the literature and contrasting the findings.

The rest of this paper is organized as follows. Section 2 is centered around the related
work. It briefly describes the ML model’s enhancement techniques, e.g., feature selection
and ensemble techniques. Section 3 elaborates the ML algorithms used in this study.
Section 4 describes the target oil well dataset. In addition, it details the experimental setup
and subsequent experimentations. Section 5 discusses the experimental setup and Section 6
provides results and discussion. Lastly, Section 7 concludes this study and provides future
recommendations.

2. Related Work

This section reviews different ML techniques used to predict the permeability of
carbonate reservoirs. It is worth mentioning that the correlation coefficient has been
used as a potential figure of merit to evaluate the studies in the literature pertaining to
permeability prediction.

2.1. Artificial Neural Network (ANN)

Akande et al. [12] used ANN while generalizing the performance and predictive
capability of ANN by implementing an innovative correlation-based feature extraction
technique. They used their data, which was gathered from five distinct wells located in
the Middle Eastern region and obtained an improvement in the coefficient of correlation
using the ANN correlation-based technique with 93.76%. Abusurra [17] used ANN while
developing a new method to predict the vertical and horizontal stress for Marcellus shale
well drilled in the County of Monongalia, West Virginia. The data used is from the drilling
surface calibration measurements combined with the recorded well logging data over time.
Such data have been used to predict an average correlation coefficient of 87.5%.

Al-Khalifah et al. [18] compared the effectiveness of using ANN and GA to predict the
permeability of tight carbonate rocks. This work also compared different ML approaches
with seven traditional equations to predict permeability. It was experimentally observed
that the genetic algorithm technique was more useful while gaining more insight into which
parameters control predicted permeability. The dataset consisted of 130 samples derived
from the Portland Formation. Ahrimankosh et al. [19] also used an ANN-based technique
to predict permeability using log-data in the Hydraulic Flow Units (HFUs). HFU is a
permeability estimation method that depends on the flow-zone indicator (FZI). The data
samples were collected from different areas of the Iranian heterogeneous carbonate reservoir.
ANN was developed for FZI prediction, and variables with the highest correlation with the
target were selected for input variables. The resultant model exhibited 98.72% accuracy and
an average absolute error of 9.8%. Moreover, the authors developed ANN-based models
for permeability prediction without using FZI. Though this model successfully predicted
permeability with 98.17% accuracy and an average absolute error less than 10.9%, the use
of the FZI data point and ANN was relatively better.
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Ursula and Parra [20] involved ANN while estimating the reservoir’s properties for
two applications having two different datasets gathered from south-eastern Florida and
northeast Texas, US. While the first application used the multi-attributes from surface
seismic data with well-log permeability and porosity, the second one only used the well-log
data. The results obtained were a correlation of 90.6% for the first application and 76.5% for
the second one. Mohebbi et al. [21] endeavored to improve the performance of the current
methods in one of Iran’s heterogeneous oil fields to predict permeability based on drilling
log-data, thereby zoning the reservoir based on geological characteristics and subsequent
data classification. Th results obtained from logging wells with ANNs were compared with
the permeability measured in core analysis experiments. The corresponding compatibility
of the results confirmed the validation of the proposed method. The upper part of the
different zones was successfully extended to the entire reservoir using the kriging method.
The overall success of trained networks demonstrated the effectiveness of the analysis
of variance technique for reservoir zoning. Successful results of trained networks for
different regions are good reasons for the compatibility of rivers with geological types and
lithological properties of the deposits. For Zone 21, the network performed better, with R2

values of 0.94, 0.89, and 0.85 for the training, testing, and cross-validation data, respectively.
The scheme was also promising in terms of other figures of merit.

2.2. Support Vector Machines (SVM)

Akande et al. [12] applied an improved SVM model while predicting the permeability
of carbonate reservoirs. The dataset used was obtained from some of the Middle East
oil and gas wells. The result of this improved SVM model is promising, as it achieved
97% accuracy on this dataset. Gholami et al. [22] also applied the SVM model while
predicting the permeability of hydrocarbon reservoirs using a dataset of three gas wells
located in the Southern Pars field. It was experimentally observed that the SVM model was
suitable for permeability prediction, which was relatively better than the general regression
neural network. This model achieved 97% accuracy on this dataset. A study conducted
by Al-Anazi and Gates [23] showed that SVM was the best version of the Electrical Text
platform followed by PNN. In addition, SVM exhibited better performance compared
with other contemporary methods. The dataset used in this study was the core data.
Permeability predictions based on core- or kernel-based clustering were slightly better than
those for log-based clustering.

2.3. Other Contemporary ML Models

Gu et al. [24] used a hybrid of the SVR and particle swarm optimization (PSO) with
deep learning (DL) to enhance the SVR’s computational ability. Method validation data
were recorded from three wells located at the LULA oil field. From the validation data, two
experiments were designed. Experimental results showed that the proposed method can
predict better results than the SVRs and PSO-SVRs if used individually. This implies that
this hybrid model is more effective for predicting permeability when processing real-world
data. Compared to traditional regression methods, SVR is more efficient in solving a
nonlinear fit problem due to the advantage of the main function. PSO can dramatically
improve SVR computing capabilities, as PSO works to supply an optimal initial parameter
setting for SVR. Mehdi et al. [5] used the Gaussian process regression model, which is a state-
of-the-art ML algorithm, to estimate the permeability of carbonate reservoirs. It showed the
supremacy of the proposed GPR strategies over some contemporary schemes. The validity
of the used database and reliability of the GPR version changed into additional illustration
through making use of outlier analysis. It changed and found that the irreducible water
saturation has the very best and bad effect on permeability estimation. Finally, it is shown
that GPR provides the highest precision with a mean relative error of (MMRE) and an
adjusted R-squared of 38% and 0.98, respectively.

Salaheldin et al. [11] used three different models, ANN, SVM, and ANFIS, while
predicting the permeability of heterogeneous carbonate reservoirs. “Adaptive neuro-fuzzy
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inference system (ANFIS) is the combination of the neural network and fuzzy logic”. ANFIS
can take advantage of the two AI techniques mentioned above on a single platform. The
data used in this study had 1500 actual well’s log-data measurements. The data were used
to construct and test mathematical equations for permeability prediction. In addition, they
used a new term called the mobility index, which can be effective in predicting permeability.
The term mobility index is derived from the mobile oil saturation that has occurred due to
the penetration of drilling fluid seeps. The accuracy achieved in this study was 95%, with
an RMSE less than 28%.

Based on the literature review, it is evident that there is still room for improvement
in the permeability prediction based on real-time and real field reservoir data, although
various machine learning approaches have been developed and investigated in this regard.
Moreover, several ML algorithms have been investigated and are promising in terms
of various figures of merits. The current study intends to bridge this gap by means of
investigating ensemble machine learning algorithms where the decision is not based on a
single machine but a group (ensemble) of machines. That consensus-based decision has
been proven promising in various other fields, such as medical and healthcare [25]. The
major motivation behind the study is to provide a sustainable permeability prediction
model, which is much needed in the Kingdom of Saudi Arabia, an oil-rich country with
various industries relying on such studies [26].

3. Materials and Methods

This section proposes two ML schemes to predict the permeability of carbonate reser-
voirs with high precision. The following text elaborates on each of these schemes.

3.1. Random Forest

RF is an ensemble learning method, which is often used for classification, regression,
and other tasks that work by constructing multiple decision trees during training. For
classification, the output of RF is a class selected by most of the trees. For regression, the
mean or mean prediction of individual trees is returned [27]. RF or random decision forest
is an ensemble ML technique that is used for classification and regression problems. RF
works by constructing a multitude of decision trees.

This study uses regression RF, which returns the output of the mean or average predic-
tion of individual trees to improve predictability and control overfitting, if any [27]. In brief,
RF is a collection of the tree-predictors representing the perceived input (vector) covariate
of length with related random vectors and independently and uniformly distributed ran-
dom vectors. As mentioned earlier, this study used a regression setting with a numerical
outcome. The observed (training) data were drawn independently of the joint distribution
and were composed of the tuples. For regression, RF prediction is an unweighted average
over collection [28].

3.2. Gradient Boost

The gradient boosting regressor (GBR) is one of the most popular ML techniques. It is
a robust algorithm for finding any nonlinear relationship. Notably, it is capable of handling
outliers and missing values. Gradient boosting (GB) is an ensemble technique that creates
multiple weak models and combines them to achieve better performance. GB is an ML
technique that is used for many tasks but especially for regression and classification. It
gives a predictive model in the form of an ensemble of weak predictive models. This is
usually a decision tree. If a decision tree is a “weak learner”, this results in an algorithm that
is called gradient boosted trees (GBT), which usually performs better than the RF algorithm.
Furthermore, GBT models are built with stages, similar to many other boosting methods.
However, it generalizes other methods by allowing the optimization of the differentiable
loss functions [29,30].

GB is usually compared with the AdaBoost algorithm. This is because both use the
decision trees while creating trees in an order where each tree depends on the previous
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tree’s errors to produce better results. However, unlike AdaBoost, GB starts by making a
single leaf instead of a tree or a stump. This leaf represents an initial guess for the weights of
all samples, which is an average value when used to predict a continuous value. After that,
GB builds a tree that depends on errors of the previous tree. Another difference between
AdaBoost and GB is that AdaBoost builds level-one trees with a single root node and two
leaves. However, unlike AdaBoost, this tree is usually larger than a stump; the gradient
boost still restricts the size of a tree, with most people setting the maximum number of
leaves between 8 and 32. Thus, similar to AdaBoost, GB builds fixed-sized trees based on
previous tree’s errors, but unlike AdaBoost, each tree can be larger than a stump [29,30].

Like other boosting methods, GB combines “weak learners” into a single strong learner
in an iterative fashion. A gradient boost can use any cost/loss function such as the mean
squared error, to measure its performance. Consider a gradient boosting algorithm with M
stages. At each stage, m (1 ≤m ≤M), of the gradient boosting, suppose some imperfect
model (Fm) to improve Fm, the proposed algorithm should add some new estimator, hm(x)
with vm as the learning rate [31]. This can be written as Equation (1):

Fm+1(x) = Fm(x) + vmhm(x) = y (1)

hm(x) = (y− Fm(x) )/vm (2)

3.3. Extreme Gradient Boost (XGB)

XGB is a specific implementation and a more regularized form of the GBR method. It
uses more accurate approximations to find the best tree model. It utilizes several intelligent
techniques that make it remarkably effective, especially with structured data. The most
significant are calculating second-order gradients, i.e., second partial derivatives of the cost
function, which presents more knowledge about the direction of gradients and to obtain
minima. Secondly, it uses advanced regularization, which improves model generaliza-
tion. Additionally, XGB possesses fast convergence and is compatible with parallel and
distributed structures [32].

3.4. AdaBoost

AdaBoost combines a lot of weak learners to predict the target value. It makes
many level one trees that are only composed of a root node and two leaf nodes. These
trees are allowed to vote, but their votes are weighed differently depending on their
performance [32].

3.5. Linear Regression

A linear regression is a relationship between two attributes, one for the input variable
and one for the output variable. Calculated by combining the linear equations for both
parameters, it has three steps: use least-square to fit a line to the data, calculate R2, and
calculate p-value for R2 [32].

3.6. Support Vector Machine (SVM)

SVM has many unique characteristics, including a sound mathematical foundation,
non-convergence to local minima, and accurate generalization and predictive ability when
trained on small datasets. In classification problems, SVM engages in the use of the
optimal separation principle. This principle selects (among a set of infinite classifiers) a
hyperplane with the highest margin between linearly separable classes. However, SVM
seeks a hyperplane with the highest margin and reduces the quantity proportionally to
several misclassification errors for non-separable classes. It is considered a supervised
machine learning algorithm [33].
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4. Proposed Approach
4.1. Dataset

The oil well (OWL) dataset used in this study is a real industrial dataset, which was
obtained during petroleum exploration expeditions from five different oil wells located in
the Middle East. The total number of instances and features for each OWL is presented
in Table 1, which includes many geophysical descriptions of the oil wells. A great way
of gaining insight into each variable and how they change between measurements is to
perform a statistical analysis of the dataset before training target models. This statistical
analysis consists of many measurements, such as the standard deviation (std), which
measures the variation of data points for each predictor. The rest of the measures for this
statistical analysis included the mean, minimum, and maximum. Table 2 provides the
dataset description for each used feature from all four wells. Similarly, Table 3 shows a
complete statistical analysis for each OWL, including the minimum value, maximum value,
mean, and standard deviation. There were a total of 1652 samples in the dataset from all
wells. It is worth mentioning that OWL-E contains a relatively smaller number of instances
compared to OWL A–D, while OWL-A and OWL-D have the same number of instances at
388. OWL-B also has a considerable number of instances at 357, while OWL-C contains the
highest number of samples at 478.

Table 1. Total number of instances and features for each OWL.

OWL-Code Samples Available Well-Log Data (Predictors)

OWL-A 388 MSFL, DT, NPHI, PHIT, RHOB, SWT, CALI, CT, DRHO, GR, RT
OWL-B 357 CPERM, CPOR, MSFL, NPHI, PHIT, RHOB, SWT, CALI, CT, DRHO, GR, RT
OWL-C 478 MSFL, DT, NPHI, PHIT, RHOB, SWT, CALI, CT, DRHO, GR, RT
OWL-D 388 CPERM, CPOR, MSFL, DT, NPHI, PHIT, RHOB, SWT, CALI, CT, DRHO, GR, RT
OWL-E 41 CPERM, CPOR, DT, NPHI, PHIT, RHOB, SWT, CALI, CT, DRHO, GR, RT

Table 2. Dataset description.

Attribute Description

Micro Spherically Focused Log (MSFL) Gowell’s MSFL tool measures the flushed zone resistivity (Rxo) with a single axis.

Neutron Porosity (NPHI) By measuring the falloff of neutrons between the two detectors, the tool determines
the size of the neutron cloud.

Total Porosity (PHIT) The total porosity of clean (clay-free) sand and Vd are expressions of the volume of
clay dispersed within the pores of the sand.

Water Saturation (SWT) The fraction of formation water in the quiet zone unless otherwise stated.

Sonic Travel Time (DT) It provides information to support and calibrate seismic data and derives the porosity
of a formation.

Resistivity (RT) It refers to the level of resistance to the flow of electric current a material exhibit.

Bulk Density Correction (DRHO) It is calculated from the difference between the short- and long-spaced density
measurements and further indicates the quality of the bulk density data.

Electrical Conductivity (CT) It measures the ease at which an electric charge or heat can pass through a material.

Log10_Core Permeability (CPERM) A geometric mean regression goes through the center of a log10 Permeability cloud
and therefore seeks the.

Log10_Core Porosity (CPOR) Most equations use it as a fraction, and in core analysis studies, it is expressed as
a percentage.

Caliper (CALI) It has two curved, hinged legs and is used to measure both thickness and distance.
Gamma-Ray (GR) The radioactivity of rocks has been used to help derive lithologies.
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Table 3. Complete statistical analysis for each OWL.

OWL PERM NPHI PHIT RHOB SWT CALI CT DRHO GR RT MSFL DT CPERM CPOR

OWL-A
Mean 0.739 0.126 0.143 2.459 0.33 6.14 0.059 0.017 11.04 23.91 1.759 65.736
Std 1.183 0.062 0.078 0.141 0.344 0.019 0.028 0.033 3.747 22.495 0.282 9.948
Max 3.436 0.24 0.287 2.745 1 6.311 0.168 0.329 22.983 165.335 2.775 83.833
Min −1.609 0.01 0.011 2.205 0.041 6.134 0.006 0 3.488 5.962 1.237 50.009
OWL-B
Mean 47.136 0.137 0.153 2.437 0.170 8.411 0.050 0.057 14.793 1310.840 1.176 0.484 0.157
Std 102.531 0.052 0.068 0.142 0.178 0.104 0.030 0.028 3.978 3313.076 0.458 1.244 0.080
Max 642.043 0.261 0.291 2.668 1.000 8.489 0.112 0.130 31.035 10,000.000 2.437 2.985 0.310
Min 0.027 0.030 0.034 2.181 0.040 8.156 0.000 0.003 6.040 8.924 0.538 −1.812 0.041
OWL-C
Mean 41.944 0.139 0.141 2.471 0.502 6.076 0.205 0.041 15.930 51.905 1.249 64.813
Std 115.915 0.061 0.067 0.124 0.259 0.063 0.193 0.020 4.070 444.918 0.298 8.915
Max 1083.116 0.238 0.259 2.701 1.000 6.236 0.743 0.099 30.206 7507.557 1.851 81.129
Min 0.020 0.017 0.015 2.254 0.040 6.002 0.000 0.003 9.726 1.345 0.450 49.280
OWL-D
Mean 46.123 0.127 0.137 2.472 0.269 6.268 0.055 0.014 16.864 26.373 1.955 65.063 0.637 0.139
Std 118.094 0.057 0.069 0.126 0.259 0.160 0.031 0.011 5.157 22.120 0.477 8.248 1.172 0.067
Max 862.523 0.273 0.299 2.730 1.000 7.093 0.179 0.097 35.821 146.104 4.028 82.680 3.207 0.292
Min 0.012 0.021 0.018 2.186 0.044 6.188 0.007 0.000 8.721 5.601 1.132 51.216 −1.699 0.003
OWL-E
Mean 46.270 0.136 0.139 2.488 0.573 6.390 0.174 0.035 16.404 22.815 62.754 0.183 0.116
Std 86.948 0.090 0.083 0.155 0.374 0.021 0.224 0.030 4.616 23.450 9.627 1.169 0.069
Max 457.649 0.431 0.276 2.731 1.000 6.460 0.762 0.187 28.698 79.007 79.753 2.825 0.240
Min 0.018 0.030 0.022 2.221 0.046 6.373 0.009 0.005 8.533 1.472 46.770 −1.699 0.008

Abbreviations: Micro-spherically-focused log (MSFL), neutron porosity (NPHI), total porosity (PHIT), bulk
density (RHOB), water saturation (SWT), and sonic travel time (DT), resistivity (RT), bulk density correction
(DRHO), electrical conductivity (CT), log10_core permeability (CPERM), log10_core porosity (CPOR), caliper
(CALI), gamma-ray (GR).

4.2. Preprocessing

This section details the pre-processing steps taken while cleaning the target well data
before feature extraction and subsequent classification. Feature selection is an essential task.
If it is performed effectively, then it can improve the model’s accuracy with less training
time and resource consumption. The feature selection task is applied to the target dataset,
which is based on the correlation between each feature and the target feature (permeability).
The selected attributes were correlated with (0.3 to 0.69) correlation “moderate correlation”
and (0.7 to 0.99) correlation “strong correlation”. Outlier removal is an essential step in
the pre-processing stage. This study implemented the standard deviation method while
detecting and removing outliers. This method depends on how much the individual data
points are spread out from the mean. Based on this, a few outliers were removed from each
oil well dataset instance to improve the model’s performance. As a result, the root mean
squared error (RMSE) was significantly reduced, and the subsequent model’s misleading
was also prevented.

5. Experimental Setup

In this study, the proposed algorithm was implemented, validated, and tested in
Python 3.10.4 (Jupyter). Since the OWL dataset possesses large and small values in the
same records, the OWL datasets were normalized to ensure all data fall within the same
range. However, this act does not affect the model’s judgment. The target OWL datasets
are divided into nonoverlapping training and testing sets in a ratio of 8:2, respectively.
Moreover, the authors applied cross-validation using the k-fold technique with five folds
for each OWL.

Furthermore, training data were used to create the models and test the models’ pre-
dictability. If a model still needed refinement after testing, the model’s hyperparameters
were adjusted until optimum results were achieved. In this way, feature selection was
conducted to improve performance [34]. Finally, once satisfactory test results were ob-
tained, the model was created using the obtained optimized hyperparameters. For instance,
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the parameters for the RF model (n_estimators = 100, random_state = 10); for AdaBoost
(n_estemators = 30, Learning rate = 1, loss = ‘linear’, Random_state = 142) and for GB
((n_estemators = 100, Learning rate = 1, Random_state = 142) were used. After the model
was validated, new data were used to make predictions. Predictions’ results were then ana-
lyzed and compared to identify the most effective model for RMSE value and other metrics.
Figure 1 shows the main phases of developing the machine learning prediction models.
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5.1. Evaluation Criteria

This section elaborates the metrics utilized to measure the performance of the proposed
scheme [35–38].

5.1.1. Root Mean-Squared Error (RMSE)

The RMSE is a primary statistical measurement that is often used to assess a regression
ML model while deciding its performance. It is calculated by taking the mean of the square
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of difference of the value predicted by the model and the actual value of the target sample.
It is given in Equation (2).

RMSE =

√
(x1 − y1)

2 + (x2 − y2)
2 + · · ·+ (xn − yn)

2

n
(3)

where n is the size of the dataset (number of instances).

5.1.2. Mean Absolute Error (MAE)

The MAE is also a statistical measurement used to assess a model’s performance. It
shows the difference between every predicted value and its corresponding actual target
value. In addition, a relative error is calculated as the ratio of mean of absolute values of
error and mean value of predicted target value as given in Equation (3):

MAE =
∑n

i=1|yi − xi|
n

=
∑n

i=1|ei|
n

(4)

5.1.3. Coefficient of Determination (R2)

The R2 is a statistical measure in which an independent variable or variable(s) explains
the variance of a dependent variable in a regression model. R2 explains how much variance
in one variable explains variance in another, while correlation explains the strength of the
relationship between one independent variable and another independent one, e.g., velocity
(dependent) and time (independent). The formula for calculating the correlation coefficient
is given in Equation (4) [39,40]:

r =
n(∑ xy)− (∑ x)(∑ y)√[

n∑ x2 − (∑ x)2
][

n∑ y2 − (∑ y)2
] (5)

The coefficient of determination is the square of the correlation coefficient.

6. Results and Discussion

All experiments were performed using the following:

• Training models using the whole dataset obtained from exploration fields.
• Training models after applying the pre-processing steps on the dataset.
• Results of testing are presented rather than training, which is more realistic because

the test data is distinct.

As stated earlier, all data samples were first normalized, and then outliers were
removed using the standard deviation-based method. Relevant features were selected
based on their correlation with the target attribute, i.e., permeability. The measure of
performance was done by monitoring three major measurements: R2, RMSE, and MAE.
These metrics represent the coefficient of correlation, root mean squared error, and mean
absolute error, respectively. As for the correlation coefficient, the higher its value, the
better the model’s performance. This is the opposite for the RMSE and MAE, measuring
the error of the model’s performance. Thus, the lower the value of RMSE and MAE, the
better the model’s performance would be. From Figure 2, it can be inferred that the RF
model performed marginally better when used with the pre-processed data for most OWL,
with the RMSE value decreasing from 57.195 to 6.468 in OWL-D alone in addition to
OWL-C. The value dropped from 77.054 to 36.422 and OWL-B went down from 10.697 to
5.087. These facts show that this improvement in performance is proof that the used pre-
processing techniques were more effective and had a great impact on the model’s learning
capability. Figures 2 and 3 provide a comprehensive look into the performance of the raw
and pre-processed data for the same model by means of RMSE and correlation coefficient.
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According to Figure 4, the GB algorithm achieves the highest value of correlation
coefficient at 99.8% for OWL-B for both raw and preprocessed data. This means that for
this OWL, GB was robust against the raw data vulnerability. Similarly, it exhibited the
same results for OWL-D but for preprocessed data only, while for its raw data counterpart
its performance was below 60%. The main reason behind such differences is the nature
of the data obtained from each well. For OWL-E again, the performance was remarkably
good, as the value of correlation coefficients was 98.2% and 98% for raw and preprocessed
data, respectively.
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Figure 5 reports the RMSE analysis for the GB algorithm with and without prepro-
cessed data. The results were quite interesting, as OWL-A with raw data significantly
outperformed all other OWL with a negligible error, followed by OWL-B and OWL-E.
Nonetheless, OWL-D with raw data exhibited an RMSE of 72. The effects of pre-processing
techniques can be seen on all OWLs when using the gradient boost algorithm. The perfor-
mance indicators clearly show this effect in Figure 5. The value of the RMSE of OWL-D
sharply decreased from 72.007 to 3.465. Furthermore, the RMSE values of OWL-C and
OWL-E shrank from 34.55 and 9.367 to 29.177 and 6.931, respectively. For OWL-A, the
RMSE decreased slightly from 0.57 to 0.398. This slight decrease in OWL-A’s value was
expected because most of the models performed great with OWL-A in the first place.
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Table 4 shows the RMSE values for each algorithm. It was concluded that the best
performing algorithm was GB with an average RMSE value of 8.506, followed by RF with an
average RMSE value of 15.399. In addition to the previously discussed algorithms (GB, RF),
multiple algorithms were trained and tested on the same OWL dataset, preprocessing, and
using the same experimental setup. These algorithms included AdaBoost, XGB, SVR, and
LR. However, the results gained from these algorithms were not sufficient even after tuning
their hyperparameters. These algorithms were excluded due to unsatisfying performance,
supported by the fact that their performance measures showed fairly high RMSE and
MAE values, as well as low values of correlation coefficient. Referring to Table 4, it can
be deduced that the average values of RMSE were between 16.965 and 97.6, which was a
considerably high value compared to the performance of both GB and RF models. Though
pre-processing techniques used in this project enhanced the performance of some ML
models, a few models did not produce satisfying results, which may be caused by the
nature of the data, or the nature of the algorithms being investigated.

Table 4. RMSE values for each ML algorithm.

Algorithm OWL-A OWL-B OWL-C OWL-D OWL-E

Support Vector Regression (SVR) 1.1119 46.0179 80.6878 60.5097 85.3826
Random Forest (RF) 0.759 5.0868 36.4215 6.468 28.2614
Gradient Boost (GB) 0.398 2.563 29.177 3.465 6.931
Extreme Gradient Boost (XGB) 0.7286 8.2129 31.811 8.2406 50.5381
AdaBoost 0.8082 7.6522 40.3468 17.0342 18.9856
Linear Regression (LR) 0.7635 34.0411 41.3958 41.8386 39.6621

6.1. Comparison with State-of-the-Art

The authors in [10,12] used the same OWL dataset to train, validate, and test their
proposed models to predict permeability. They applied the SVM algorithm in [10] and ANN
in [12]. When applied to the same OWL dataset, the proposed gradient boosting regressor
scheme proved its superiority over the two algorithms mentioned above. It obtained a
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lower RMSE for all OWLs, except OWL-C. Tables 5 and 6 offer a comparative analysis of
these algorithms. Overall, the proposed scheme outperformed state-of-the-art techniques
in the literature for the same dataset. One potential reason that GBR outperforms ANN is
due to its nature that it is more suitable for the numeric datatype.

Table 5. ANN versus GBR.

Algorithm
OWLs

A B C D E

ANN [12] 1.201 4.162 0.082 15.824 21.904
GBR (proposed) 0.398 2.563 29.177 3.465 6.931
RMSE reduced by: 0.803 1.599 −29.095 12.359 14.973

Table 6. SVM versus GBR.

Algorithm
OWLs

A B C D E

SVM [10] 0.99 17.49 0.13 20.74 13.18
GBR (proposed) 0.398 2.563 29.177 3.465 6.931
RMSE reduced by: 0.592 14.927 −29.047 17.275 6.249

6.2. Limitations of the Study

As far as limitations of the study are concerned, firstly, there were five wells’ data
with an unequal number of instances, and data were unbalanced. Some data balancing
techniques, such as the synthetic minority oversampling technique (SMOTE), can be applied
to balance the dataset prior to modeling. That can further fine-tune the results. Moreover,
according to Table 1, there is a slight difference in the number of attributes in each well.

7. Conclusions

To conclude, traditional methodologies used to determine the permeability of car-
bonate reservoirs are not only costly but also time consuming. To address this issue, this
study proposed effective machine learning (ML) techniques supplemented with efficient
pre-processing steps to properly clean the oil well data, e.g., removing outliers. The authors
trained, validated, and tested the proposed schemes on real oil well data, which was ac-
quired during an oil and gas exploration campaign made in the Middle East a few decades
ago. Although the authors involved numerous ML schemes in this study, the gradient
boost (GB) and random forest (RF) based ensemble ML algorithms exhibited relatively
better performance while predicting the permeability of the carbonate reservoirs. Due to
their excellent and reliable performance, these two algorithms are a safe replacement to
traditional methodologies used for measuring the permeability of carbonate reservoirs. The
study can be potentially helpful in permeability prediction for the oil and gas industry as a
sustainable solution to carbonate reservoirs. In the future, data balancing techniques such
as SMOTE can be applied prior to model building. Moreover, deep learning, especially
transfer learning, can be investigated to further fine-tune the results in terms of various
figures of merits.
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