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Abstract: Safety and disturbance issues in system engineering have garnered substantial attention.
This study focuses on the analysis of the distinct characteristics of emergency dispatch problems
in Natural Gas Pipeline Networks (NGPS). Graph theory serves as a tool to transform the NGPS
topology and establish an optimization model for NGPS emergency dispatch. The model also
integrates user weights, satisfaction, and reduction factors into the user modeling approach. Its
objective is to maximize overall system satisfaction while considering factors such as demand-side
requirements and operational constraints. To solve this optimization model, the Particle Swarm
Optimization (PSO) method is employed. An in-depth exploration of four unique disturbance
scenarios provides solid evidence of the effectiveness and practicality of the PSO method. Compared
to other methods, the PSO method consistently boosts overall user satisfaction and aligns more
fluidly with the real-time demands of emergency scheduling, regardless of reduced supply capacity,
complete supply interruptions, sudden surges in user demand, or pipeline connection failures. The
developed emergency scheduling optimization method presents two key advantages. Firstly, it
proficiently mitigates potential losses stemming from decreased supply capacity at local or regional
levels. By adeptly adjusting natural gas supply strategies, it minimizes economic and production
losses while ensuring a steady supply to critical users. Secondly, the method is superior at swiftly
reducing the affected area and managing the increased demand for natural gas, thus maintaining
NGPS stability. This research underscores the importance of considering user characteristics and
demands during emergencies and demonstrates the effectiveness of employing the PSO method to
navigate emergency scheduling challenges. By strengthening the resilience of the pipeline network
and ensuring a sustainable natural gas supply, this study constitutes a significant contribution to
energy security, economic development, and the promotion of clean energy utilization, ultimately
propelling the achievement of sustainable development goals.

Keywords: natural gas supply assurance; emergency scheduling; user satisfaction; user reduction;
optimization model

1. Introduction

Natural gas is a globally utilized, clean, and efficient energy source that plays a
crucial role in industries and commercial and residential areas. Ensuring the reliability
and efficiency of natural gas supply, optimizing the production and operation processes
of the Natural Gas Pipeline Network (NGPS) becomes paramount. However, a series of
challenges associated with the optimization of emergency scheduling in the NGPS can limit
the improvement of gas supply efficiency and transportation capacity following accidents.

The optimization of emergency scheduling in the NGPS requires addressing unfore-
seen circumstances. Sudden events, such as extreme weather, equipment failures, and
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supply interruptions, can have a severe impact on the NGPS [1]. In such emergency
situations, the prompt development of effective scheduling plans is crucial to ensure
the continuity and reliability of natural gas supply [2]. The formulation of optimized
scheduling plans needs to consider various factors, including supply—demand balance
and emergency requirements, to minimize the impacts of supply interruptions and reduce
economic losses.

The accurate identification of critical users and the determination of supply prioritiza-
tion are crucial issues involved in the optimization of emergency scheduling in NGPS [3].
Different users have diverse demands for natural gas and varying degrees of reliance on its
supply. However, allocating the limited natural gas supply to effectively meet the needs of
critical users poses a significant challenge. It is essential to carefully consider factors such
as the industry nature of users, supply interdependencies, and their levels of importance.
This approach ensures that the requirements of critical users are prioritized and fulfilled,
especially in emergency situations.

Moreover, the scale and complexity of the pipeline network further contribute to
the difficulty of optimizing emergency scheduling [4]. Large-scale pipeline networks
consist of numerous interconnected nodes, pipelines, and connections, resulting in a
considerable number of decision variables. Making scheduling decisions on a global scale
requires a comprehensive understanding of the interactions and impacts among different
network nodes to achieve overall optimization. Additionally, the complexity of pipeline
network scheduling is influenced by various aspects of NGPS, including production,
storage, transportation, and distribution [5,6].

In addressing the optimization problem within the NGPS, various approaches are
commonly employed to solve the model. These approaches include mathematical pro-
gramming methods [7], as well as heuristic algorithms [8], which have gained widespread
application in the field of optimization. Heuristic algorithms, being optimization methods
based on experience and heuristic rules, iteratively search for the optimal or approximately
optimal solution to a given problem. Researchers have explored and implemented various
heuristic algorithms to effectively tackle the optimization problems in NGPS. For instance,
Mohsen [9] utilized Artificial Neural Networks (ANN) to model the natural gas transmis-
sion and distribution networks, thereby aiming to enhance the operational performance
and stability of the gas pipeline network. Zhang [10] conducted a study using an improved
Genetic Algorithm (GA) to develop an optimal operational model for NGPS. Through
experiments, the study demonstrated the superior performance of the improved algorithm
in terms of maximizing both profit and flow rate. Adarsh [11] employed an Ant Colony
Optimization (ACO) strategy to minimize the operational costs of NGPS. This approach
not only reduced costs, but also provided valuable guidance to pipeline managers in se-
lecting the best solution. Abolfazl [12] optimized the NGPS by utilizing the Simulated
Annealing Algorithm (SA), aiming to achieve the optimal pipeline operation strategy and
energy distribution. These examples collectively showcase the successful utilization of
heuristic algorithms in solving scheduling optimization problems. More details of practical
application cases are shown in Table 1.

The aforementioned methods have demonstrated exceptional performance in various
optimization problems. However, when it comes to emergency scheduling optimization in
NGPS, several factors need to be considered:

(1) Complexity of NGPS: Scheduling optimization problems in NGPS often involve com-
plex constraints with high dimensions. These problems require the comprehensive
optimization of multiple factors, including supply—demand matching, pressure man-
agement, pipeline transport capacity, and operational costs. The inherent complexities
of these problems make it challenging for traditional optimization methods to find
global optimal solutions.

(2) Real-time requirements: NGPS operate in real-time and necessitate prompt scheduling
decisions. ANN require extensive training and computation times, rendering them
unsuitable for providing real-time scheduling strategies. Methods such as GA, ACO,
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and SA typically involve a substantial number of iterations and search operations,
making them less suitable for real-time emergency scheduling optimization in pipeline
networks.

(3) Complexity and implementation difficulty of algorithms: Algorithms like ANN and GA
possess high algorithmic complexity and implementation difficulty. They often require
extensive parameter tuning and optimization and significant computational resources.

Table 1. Application of intelligent algorithms in various areas.

Objective Applied Area Solving Method Reference

Mixed Integer Linear

Programming (MILP) 1

Minimize total costs

Maximize operational efficiency and NGPS Particle Swarm Optimization [13]
gas delivery (PSO)

Minimize the t.otal economic cost of the ACO [14]

pipe network

Minimize the total cost of reliability Power svstem GA [15]

Maximize the critical load of the grid 4 MILP [16]

Minimize the cost of operation Integrated enerey svstem MILP [17]

Maximize meeting demands in emergencies & BY 8Y Linear Programming (LP) [18]

Predict target displacements for mid-rise
regular reinforced concrete buildings under . . PSO [19]
. . Construction field
various seismic risks
Predict risk priorities for reinforced

concrete buildings GA-ANN [20]

This study highlights the importance of meeting computational speed requirements,
overcoming local optima traps, and swiftly identifying superior global optimal solutions
in emergency scheduling optimization for NGPS. Simultaneously, it emphasizes the need
to reduce the complexity of adjustment and optimization by selecting algorithms with
comparatively simpler implementation processes and fewer algorithm parameters.

In the field of scheduling optimization, Particle Swarm Optimization (PSO) has been
widely applied in various domains and achieved notable results. Here are some areas and
examples where PSO has been used to solve scheduling optimization problems: Production
scheduling optimization: PSO has been applied to optimize production scheduling in
manufacturing industries, specifically in tasks such as workshop scheduling [21] and job
sequencing [22]. By optimizing production schedules, it is possible to enhance production
efficiency, reduce costs, and improve resource utilization. Energy scheduling optimization:
PSO has been effectively utilized in optimizing the scheduling of energy systems, including
power system [23] scheduling and hydrothermal power generation system [24] schedul-
ing. By strategically planning the production, transmission, and distribution of energy,
it is possible to achieve efficient energy utilization and ensure a reliable energy supply.
Logistics scheduling optimization: PSO has found extensive applications in the logistics
field, particularly in optimizing delivery routes and vehicle scheduling [25]. By optimiz-
ing logistics scheduling, it is possible to minimize transportation costs, shorten delivery
times, and enhance overall logistics efficiency. Traffic scheduling optimization: PSO has
been successfully employed in public transportation scheduling [26] and optimizing traffic
signal systems [27]. By efficiently managing traffic flow and optimizing traffic signals, it is
possible to alleviate traffic congestion, improve traffic efficiency, and enhance the overall
travel experience.

Taking into account existing application cases, this paper proposes the application of
PSO in the emergency scheduling of NGPS. The aim is to achieve the following objectives:
(i) Reduce the complexity of scheduling problems—The optimization problem of NGPS
scheduling involves multiple interconnected factors, such as supply-demand matching,
pressure management, and pipeline transportation capacity. To address these complexities,
PSO can perform a global search in the solution space by coordinating the search of particle
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positions. This optimization approach ensures efficient operation and resource utilization
of NGPS. (ii) Meet real-time requirements: NGPS requires real-time scheduling decisions
to respond to constantly changing supply—-demand situations and network conditions.
With its fast convergence speed and iterative updating capability, PSO enables rapid
emergency scheduling optimization in real-time scenarios, effectively meeting the real-
time requirements of NGPS. (iii) Adaptability and flexibility: The scheduling problems of
NGPS may involve different constraints and objective functions, which can vary over time
and under different conditions. PSO exhibits strong adaptability and flexibility, allowing
parameter adjustments and optimization based on actual situations. This adaptability
ensures effective scheduling optimization under diverse conditions. In summary, PSO
offers several advantages for optimizing NGPS scheduling, including its global search
capability, algorithm simplicity, good parallel performance, and robustness.

This article proposes an emergency scheduling optimization method aimed at enhanc-
ing the emergency response capability and supply efficiency of NGPS. The method serves
as both a theoretical exploration and holds practical application potential. By optimizing
the scheduling of natural gas demand during emergency situations and making real-time
scheduling decisions based on the status of NGPS, our method can significantly improve
the emergency response capability of the pipeline network, ensure the supply to critical
users, and reduce economic losses caused by production interruptions.

The overall approach of this study involves a detailed analysis of the characteristics
of NGPS and emergency scheduling issues. It establishes an NGPS model that considers
user characteristics and incorporates the PSO for optimization, resulting in an optimized
emergency scheduling strategy. The effectiveness and practicality of the method are
validated through case studies.

Ultimately, the goal of this study is to ensure the stability and sustainability of natural
gas supply. This outcome is not only significant for energy security and economic develop-
ment, but also beneficial for promoting and applying clean energy, thereby contributing to
the achievement of sustainable development goals.

2. Methodology

To effectively solve the optimization problem of NGPS, it was crucial to precisely define
the optimization goal, construct a suitable mathematical model, and select an appropriate
solution method. The analysis and application of the optimization results could then guide
the scheduling decisions for the practical pipeline network, leading to improved gas supply
efficiency and operational performance of NGPS. Figure 1 illustrates the comprehensive
workflow of emergency scheduling optimization in NGPS.

NGPS need to consider user characteristics because different types of users have
varying needs and importance for natural gas supply. Users could be categorized into
four groups: residential, commercial, industrial, and peak-shaving [3]. Assigning differ-
ent weights to each user type could reflect their criticality in the emergency scheduling
process of NGPS. The weight value could be quantitatively determined by taking into
account factors such as the user’s gas consumption scale, usage patterns, characteristics,
and importance.

To prioritize the welfare of the population, China mandates that residential gas supply
has the highest priority. However, certain industrial users can reduce their reliance on
NGPS by decreasing or temporarily suspending their gas demand during emergency
situations, thus warranting a lower weight assignment. The reduction in natural gas supply
that users can accommodate during emergencies is referred to as user reduction. Based on
the operational experience of NGPS, implementing appropriate user reduction measures
can effectively minimize the loss of gas supply. The order of reduction, from least to most
affected, is as follows: residential users, key infrastructure; automobiles (excluding public
transportation) and commercial users; select power generation and industrial users; LNG
plants, chemical fertilizers, and chemical users.
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Figure 1. The process of the emergency scheduling optimization method.

By comprehensively considering user characteristics and weight values, natural gas
resources could be more efficiently allocated. By reducing gas supply to secondary users,
the gas supply for critical users and those with critical demand could be ensured. Such a
strategy enabled effective emergency response, ensuring the gas supply capacity and stable
operation of the pipeline network.

This paper incorporated the concepts of user classification, weights, and satisfaction,
considering the characteristics of different users. It divided different users into the following
levels, as shown in Figure 2. The first level of users included residential users, hospitals,
schools, welfare institutions, etc., which had the highest importance. The maximum
allowable reduction for these users was 0% of their demand, and the user weight was set
at 5. The second level of users comprised commercial and some industrial users, with
slightly lower importance compared to the first type. The maximum allowable reduction
for this type of users was 10% of their demand, and the user weight was set at 4. The third
level consisted of industrial users, with a maximum allowable reduction of 10-50% of their
demand, and the user weight was set to 3. The fourth level included energy substitutable
users or interruptible users, which had the lowest importance. The maximum allowable
reduction for this type of user was 100% of their demand, and the user weight was set at 2
or 1.

Furthermore, user satisfaction was defined as the ratio of practical gas supply to user
demand. The range of user satisfaction was determined based on the reducible amount
for different types of users. A lower user satisfaction level indicated a reduced actual
gas supply to the user. It was important to note that unexpected events could cause
disruptions that lead to extreme cases of complete loss of gas supply capacity at certain
nodes. In such cases, user satisfaction at other nodes could also be partially or completely
lost. It was crucial to consider situations in which there was a significant decrease or
complete loss of user satisfaction. A large number of low user satisfaction levels could
have a detrimental impact on the production and operation of NGPS. Additionally, it was
absolutely unacceptable for critical users to experience a complete loss of satisfaction, as
this would result in severe economic losses.
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Figure 2. The classification of users [3].

Based on the PSO process depicted in Figure 3, it could be inferred that the PSO
studied in this paper considered a search space of D dimensions with a total of N particles.
The position of particle i is denoted as X; = (Xj1, Xi2,-....., Xip). In PSO, X; is substituted into
the fitness function f(X;) to obtain the fitness value. The velocity of particle i is represented
as Vi = Vi1, Vigeeenn Vip). The best position experienced by the individual particle i is
denoted as pbest; = (pj1, pios--.--- pip), while the best position experienced by the entire
population is denoted as gbest = (31, £2,--.-.- §p)- In each iteration, the d-dimensional velocity
update formula of particle i contained three terms. The first term was the previous velocity
of particle i; the second term was the ‘cognitive’ part of the particle’s thinking about its own
state, which could be interpreted as the distance between the current position of particle i
and its own best position; and the third term was the information shared between particles,
which could be interpreted as the distance between the current position of particle i and
the best position of the group.

Initialization

Te
Calculating fitness values and constructing a
hierarchical structure

!

Update the local optimal position and the global
optimal position of the particle

v

Update the velocity and
position of particles

Stopping conditions

No

Figure 3. The process of particle swarm algorithm [28].
The velocity V; update formula used during the iteration process was as follows:

VE = WVE1 4 Cyry(pbestiy — X571) + Cora(gbesty — X571 1)
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The position X; update formula used during the iteration process was as follows:
Xig =X+ Vi @)

where Xll.‘d is the d-dimensional component of the position vector of particle i in the kth
iteration, and V% is the d-dimensional component of the velocity vector of particle i in the
kth iteration. C; and C; are acceleration constants that regulate the maximum learning
step. r1 and rp are random functions that take values in the range [0, 1], introducing search
randomness. W is the inertia weight, a non-negative parameter that regulates the search
range of the solution space.

Typically, the range of position variation in the dth dimension (1 < d < D) was
limited to [Xpin d, Xmax4], and the range of velocity was limited to [~V nax 4, Vimax4]- This
observation meant that if the velocity or position of a certain dimension exceeded the
boundary values, it would be constrained to the maximum velocity or boundary position
of that dimension.

3. PSO Modeling
3.1. Objective Function

Emergency scheduling optimization measures are implemented to ensure the gas
supply capacity of NGPS while aiming to maximize overall user satisfaction. The paper
focuses on optimizing emergency scheduling strategies to achieve this goal. Overall user
satisfaction is measured by considering various factors, including the degree of supply
satisfaction and the importance of the user. By adjusting the gas supply strategy, the aim is
to meet the user’s needs to the fullest extent possible. Additionally, the importance of each
user is a crucial factor that needs to be taken into consideration.

N
Qsi

F=Y w, 3

i;a) Qai @

where w; is the weight of ith user; Q; is the actual gas supply of ith user, 10* m®/d; and
Qg is the demand of ith user, 10* m3/d.

3.2. Constraints

When solving the problem of emergency scheduling optimization, researchers must
take into account various constraints, including user-side constraints and pipe network
constraints. These constraints must be satisfied during the optimization process to ensure
the feasibility and rationality of the scheduling solution.

User-side constraints encompass actual supply, user reduction, and user satisfaction.
The actual supply constraint ensures that each user receives an appropriate amount of gas
to prevent oversupply. The user reduction constraint sets a maximum acceptable reduction
for each user. Additionally, the user satisfaction constraint can be defined within a specific
range to ensure that it meets the minimum requirements.

In addition to the user-side constraints, it is crucial to consider pipe network con-
straints. These constraints pertain to pipe network operation parameters, such as pipe flow,
pressure, and capacity. For instance, the pipeline flow rate should not exceed its maximum
capacity to avoid overloading. Maintaining the pressure of the pipeline network within the
appropriate range is essential for ensuring the stability and safety of the gas supply. The
pipe network condition constraints guarantee the effectiveness and reliability of the pipe
network operation.

The user-side constraints are as follows:

< Qsi

S min >

<10@:1JJPNN) (4)

di

Qsi = Qssi T Qgci + Qstoi — Qri ®)
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N
ZQri =G (6)

Qrimin < Qri < Qrimax (7)

where Sp,in denotes the minimum satisfaction of the ith user; N is the number of user nodes;
Qssi denotes the gas supply at the ith user, 10* m?/d; Qgci denotes the volume of gas taken
out of the ith pipeline storage, 10* m3/d; Qg,; denotes the gas extraction from gas storage
atnode i, 10* m3/d; Q;; denotes the user reduction at the node ith, 10* m3/d; C, denotes
the total amount of gas reduction, 10* m3/d; Q,; denotes the reduction at the ith user,
10* m3/d; Qyimin denotes the minimum reduction at the ith user, 10* m3/d; and Qyimax
denotes the maximum reduction at the ith user, 10* m3/d.

Equation (1) represents the constraint for ensuring user gas supply satisfaction. During
the natural gas supply process, a minimum satisfaction requirement is established as the
lower limit for each user, guaranteeing a certain level of user satisfaction. In other words, no
user should experience satisfaction below this threshold. An essential user-side constraint
is the adherence to the actual gas demand, ensuring that it does not surpass the required
amount. This process entails matching the gas supply to the users” actual demand, avoiding
oversupply or undersupply to maintain the stable operation of NGPS.

Equation (2) represents the actual gas supply constraint, which is derived from the
total amount of gas stored in the gas source, storage, and pipelines minus the user reduction.
This constraint ensures the proper allocation and efficient use of natural gas supply required
to meet the users’ overall demand. When the gas supply is sufficient to meet the users’
demand, there is no need for the users’ natural gas supply to rely on gas stored in storage
and pipelines. However, if the gas supply cannot meet the users’ demand, the users will
rely on the gas stored in reservoirs and pipelines for their natural gas supply. In such cases,
the gas stored in storage and pipelines is deployed to bridge the supply gap and fulfill the
natural gas demand of users.

Equations (3) and (4) represent user reduction constraints, which address issues such
as emergencies and gas shortages in the natural gas supply. These constraints help to
identify the sources of natural gas to be used for scheduling. In the event of a contingency,
the natural gas operator must uniformly plan to ensure that the sum of all user reductions
equals the total planned reduction. Additionally, each user has an interval range for their
reduction, meaning that the level of reduction may vary based on the user type and their
natural gas demand situation. The purpose of these constraints is to allocate natural gas
resources in a rational manner, prioritizing the needs of people’s livelihoods and critical
infrastructure during supply shortages.

The pipeline constraints are as follows:

N N
Z Qin-i = Z Qout—i 8)

i i
Qstoi < Cstoi * Vistoi (9)
Qgci < Cgci ’ Vgci (10)

where Qy,_; denotes the gas inlet at node ith, 10* m3/d; Q,y_; denotes the gas outlet at
node ith, 10* m3/d; Cg,; denotes the maximum extraction factor at the gas storage ith; Vg,
denotes the gas storage at storage ith, 10* m3/d; Qgci denotes the line-pack extracted by
the node ith, 10* m3/d; Cgci denotes the line-pack extraction coefficient of the node ith; and
Veci denotes the line-pack of the node ith, 10* m3/d.

Equation (6) represents a node flow balance constraint, which ensures that at any node
of NGPS, the flow rate of the inflow node is equal to the flow rate of the outflow node.

Equation (7) represents a storage reservoir constraint. In situations where the natural
gas supply cannot meet user demand, natural gas from the storage reservoir is used to
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bridge the supply gap. However, to maintain the proper functioning and storage capacity
of the reservoir, a portion of the natural gas is reserved as bedding gas volume. This volume
of bedding gas is essential for maintaining stable pressure and volume within the storage
reservoir. During times of supply constraint, this reserved bedding gas volume cannot be
withdrawn to avoid excessively depleting the reservoir, which could lead to issues such
as pressure drop or volume reduction. This constraint ensures the reliability and stability
of the natural gas supply while maintaining the operational efficiency and safety of the
storage reservoir.

Equation (8) represents the line-pack constraint. When the natural gas supply is
insufficient to meet user demand, the gas stored in the pipeline, known as line-pack, can be
used as a supplement. To ensure the normal operation and stability of the pipeline system, a
certain amount of line-pack is maintained. However, the variation in the pumped line-pack
is limited to within 3% of the available line-pack over a specific period. By controlling
the range of variation in the line-pack, the pumped amount can be effectively managed,
guaranteeing the operational safety and reliability of the pipeline system.

3.3. Model Solving

The PSO involves several key parameters. These parameters include the population
size (N), inertia weight (w), individual learning factor (C;), social learning factor (Cp),
and maximum number of iterations. The settings of these parameters play a crucial role
in determining the algorithm’s performance and convergence speed. Specifically, the
individual learning factor (C;) and social learning factor (C;) are responsible for updating
the particle’s position based on its personal best solution and the group’s best solution,
respectively. These factors determine the balance between individual experience and group
cooperation, and their values range from 0 to 3.

Hyperparameter optimization is one of the difficult aspects of current research into
the data-driven method [29]. A reasonable setting of hyperparameters can remarkably
improve the performance of the model. The grid search mechanism [30] is employed to
conduct a sensitivity analysis of these hyperparameters.

In Figure 4, increasing the particle size enhances the algorithm’s exploratory capability
and enables it to cover a wider search space. However, larger particle sizes can also lead to
higher computational costs and slower convergence. To strike a balance between reducing
these drawbacks and ensuring accurate estimations, particle sizes of 500, 1000, and 1500
are tested. Higher inertia weights facilitate global exploration but may result in particles
skipping the optimal solution. Conversely, lower inertia weights prioritize local search and
convergence but may trap the algorithm in local optima. In this study, inertia weights of
0.3, 0.5, 0.7, and 0.9 are evaluated. The results indicate that the model’s performance is
scarcely affected by the hyperparameter values, demonstrating its robustness. Optimal
optimization performance is achieved when the particle size is set at 1000 and the inertia
weight is set at 0.5.

Score
0.9 T 77.86

r 77.76
0.8 4

- 77.65

=
9
1

r 77.54

b 77.44

7733

Inertia weight (w)
o o

by >

L L

- 77.22

0.4 4
- 77.11

03 T T T T T L 7701
600 800 1000 1200 1400
Population size (N)

Figure 4. Performance evaluation with inertia weight and population size.
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In practical applications, it is often difficult to estimate the minimum value of the
fitness function in advance. A common approach is to set a maximum number of iterations
to terminate the PSO. However, a high value for the maximum number of iterations signifi-
cantly increases the computational burden. To address this issue, this paper introduces a
new iteration termination condition called the maximum stagnation count. The parameter
P; is used as a criterion to assess whether the particle population is concentrated near the
minimum value, with a fixed value of 0.0001. After each iteration update of the particle pop-
ulation, the state of PJ is checked for any changes. If P; has changed, the stagnation count
is reset to zero. Conversely, if P; remains unchanged, the stagnation count is incremented.
The iteration process is concluded when the stagnation count surpasses the maximum
stagnation count. Figure 5 presents the iteration process for four different scenarios. The
number of iterations depends on the problem’s complexity and the algorithm’s convergence
speed. For instance, when optimizing the emergency scheduling of NGPS of various scales,
the iteration is typically terminated after 20 to 40 versions in this model.

80
. =
NA S M
r Scenario D 2
2
[
2 18 |
k3]
.d.)
=
=}
5 77t
[}
=
<
>
2 76 | )
= Scenario B
Scenario C
1 " 1 " 1 L 1 L 1 L 75 " 1 " 1 " 1 " 1 " 1 " 1 "
5 10 15 20 25 30 0 5 10 15 20 25 30 35

Number of iterations Number of iterations

Figure 5. The iterative process in four different scenarios.

4. Numerical Example and Discussion
4.1. NGPS Example

Graph theory is a mathematical tool used to study the relationships between nodes
and edges in a graph or network. By employing methods from graph theory, we can
effectively model and analyze the physical topology and node characteristics. In the context
of NGPS, nodes can represent various components, such as natural gas supply stations
and user nodes, while edges symbolize the connections between the natural gas pipelines.
Following the assumption of graph theory G = (N, L), where N is the set of n nodes, and
L is the set of edges consisting of k pipes, the volume flow rate from node j to node k is
denoted as Qj. By constructing a topological diagram of the pipeline network, we can
create a graphical model that facilitates the modeling and analysis of the NGPS.

To assess the feasibility of this research method, we selected a pipeline network system
in China. In order to streamline the analysis, we simplified the NGPS by representing it as
a topology solely comprising nodes and edges. The pipeline network system encompasses
35 nodes, categorized into two types: user nodes and gas source nodes (51, S2, LNG, and
UGS), as shown in in Figure 6. Table 2 presents the node connections, user demands, and
other fundamental parameters.
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Figure 6. Topology of NGPS [31].
Table 2. Parameters of NGPS.

Node Source Demand Weight Node Source Demand Weight
1 S1 43.2 1 17 S1 68 4
2 S1 23.2 1 18 S1 43 3
3 S1 334 4 19 S2 81 5
4 S1 27.4 1 20 S2 65 1
5 S1 124 1 21 S2 74 2
6 S1 73 3 22 S2 53 5
7 S1 12 3 23 S2 12 5
8 S1 99 4 24 S2 70 3
9 LNG 83 1 25 S2 21 4
10 LNG 42 4 26 S2 17 3
11 LNG 74 3 27 S2 24 1
12 LNG 84 5 28 S2 73 3
13 LNG 63 5 29 S2 17 2
14 LNG 76 5 30 S2 24 2
15 S1 53 4 31 S2 93 1
16 S1 88 2

In conjunction with the research conducted in this paper, we examined the following

four disturbance scenarios:

A. Decrease in the gas supply capacity of S1 to 50% of its original capacity;
B. Complete halt in gas supply capacity from S2 (reduced to 0%);

C. A 50% increase in gas supply demand from Level 1 and Level 2 users;

D. Failure in the connection between pipe sections 8 and 15.

4.2. Results and Discussion

This study shows the changes in the practical gas supply and satisfaction of user
nodes in the affected area before and after optimization. Figures 7-9 illustrate the actual gas
supply variations for different user nodes in the affected areas before and after optimization.
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Figure 7. The gas supply of node 12 under different scenarios.
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Figure 8. The gas supply of node 15 under different scenarios.
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Figure 9. The gas supply of node 28 under different scenarios.
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Scenarios B and D lead to the complete deprivation of natural gas supply for certain
users. This outcome results in severe consequences for the production and operation of the
natural gas pipeline network. These scenarios cause significant disruptions to critical nodes,
potentially leading to interruptions in gas supply and posing substantial challenges to
the stability and operational efficiency of the pipeline network. However, the disturbance
in Scenario C arises from a sudden drop in winter temperatures, which causes a sharp
increase in natural gas consumption. Managing this situation requires flexible adjustments
to the gas supply plan to meet peak-period user demands while ensuring overall system
stability and balance.



Sustainability 2023, 15, 14383

13 0f 18

In contrast, the impact of Scenario A primarily affects the user group relying on S1 gas
source supply. Although seemingly less severe, the needs and satisfaction of this user group
should not be disregarded. Since NGPS operates with one-way capability, scheduling can
only be conducted within the supply range of S1. During this process, operators must
precisely control the gas supply plan to ensure the fulfillment of user needs and optimize
gas supply efficiency.

Figure 10 demonstrates the adjustments in Scenario A, where NGPS operates with a
one-way capacity. The emergency scheduling optimization for this scenario only considers
the coordination among users within S1’s supply range. The general trend reveals that
the proposed emergency scheduling optimization method focuses on reducing the gas
consumption of low-level users to ensure a continuous gas supply for high-level users,
given the decrease in the gas source’s supply capacity.
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Figure 10. Changes in user supply and satisfaction in Scenario A. (a) Changes in user supply.
(b) Changes in user satisfaction.
Figure 11 presents the modifications occurring in Scenario B. Here, the cessation of
the gas supply from S1 necessitates the consideration of alternative gas sources, like 52
and Liquefied Natural Gas (LNG), for users within S1’s range. This scenario allows the
reduction in gas supply from user nodes with high demand at the same level without
significantly impacting the overall trend. This strategy ensures the standard gas supply to
high-priority users and maintains a stable gas supply for as many users as possible within
the same levels.
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Figure 11. Changes in user supply and satisfaction in Scenario B. (a) Changes

(b) Changes in user satisfaction.

in user supply.
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Figure 12 portrays the alterations in Scenario C. Without emergency scheduling mea-
sures, the satisfaction levels for all users in Level 1 and Level 2 of the natural gas pipeline
system would plummet to 66.7% of the original level. In contrast to the first two disturbance
scenarios, Scenario C introduces emergency scheduling following a surge in user demand.
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Figure 12. Changes in user supply and satisfaction in Scenario C. (a) Changes in user supply.
(b) Changes in user satisfaction.

Figure 13 depicts the changes in Scenario D. In this disturbance scenario, the satisfac-
tion levels for user nodes 15-18 drop to zero. These nodes, originally supplied by S1, are
regarded as connected to the LNG gas supply following the failure of the pipe section.
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Figure 13. Changes in user supply and satisfaction in Scenario D. (a) Changes in user supply.
(b) Changes in user satisfaction.

Emergency scheduling measures are integral in terms of maintaining user satisfaction
for those supplied by S1, as their satisfaction would markedly decrease without these
measures. The optimization method accounts for user criticality and demand variations,
enhancing satisfaction for high-level users while still catering to low-level users. The results
highlight the importance of considering the individual characteristics and demands of
users during emergency scheduling situations. Moreover, the successful restoration of a
stable gas supply for higher-weight users within S1’s range is achieved by considering
alternative gas sources, such as S2 and LNG, during gas source disruption. Given the
varying demands of users at different levels, scheduling optimization might increase
satisfaction for some users while decreasing it for others. The optimization method factors
increased user demand during winter, a crucial determinant in maintaining user satisfaction
with gas supply. Without emergency scheduling measures, both Level 1 and Level 2
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users would face a significant decline in satisfaction. However, the application of the
emergency scheduling method, prioritizing users with lower demand, effectively mitigates
this decline. This approach underscores the importance of considering demand variations
in emergency scheduling optimization to maintain user satisfaction during periods of
heightened consumption. Lastly, the results underscore the importance of alternative gas
sources. While LNG supply partially compensates, Level 4 users still face a reduction in
gas supply. This issue highlights the necessity of considering alternative gas sources and
user weights during emergency scheduling optimization to ensure user satisfaction amid
severe disturbances.

Based on the insights garnered from Table 3, it is evident that the PSO method applied
in this study successfully achieves emergency scheduling optimization for NGPS. This
result aligns with the effectiveness criteria for solving practical engineering problems.
Across four distinct disturbance scenarios, heuristic algorithms consistently enhance overall
user satisfaction. The approach proposed in this paper delivers superior performance in
terms of numerical results compared to the GA, SA, and ACO methods. Furthermore,
our method exhibits faster convergence, aligning better with the real-time requirements of
emergency scheduling in natural gas networks.

Table 3. The comparison of several heuristic optimization methods.

Scenario

Initial

Objective Function Convergence Time (s)
PSO GA SA ACO PSO GA SA ACO

TN w

15.5
60
73
23

20.416 20.135 20.21 20.365 20.576 26.379 23.676 20.156
77.862 77.316 77 416 77.495 21.233 29.195 27.159 21.125
79.297 79.015 79.384 79.232 21.792 23.646 21.346 22.258
28.023 27.845 28.126 27.964 20.217 22.154 21.675 20.897

Figure 14 depicts the variation in the objective function before and after optimization.
The red, light blue, dark green, and dark blue cylinders represent scenarios A, B, C, and D,
respectively. Compared to scenarios without emergency scheduling optimization measures,
the overall user satisfaction for these scenarios witnessed improvements of 31.6%, 29.8%,
8.6%, and 25.2%, respectively. These results validate the positive influence of the emergency
scheduling optimization approach on overall user satisfaction across all four scenarios. The
different degrees of satisfaction improvement in each scenario underscore the flexibility and
adaptability of the optimization method, proving its effectiveness in terms of addressing
various disturbance scenarios in the NGPS.

After
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Figure 14. Change in overall satisfaction before and after optimization.
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On the whole, the emergency scheduling optimization method in this study offers
two key advantages: Firstly, it can reduce local or overall regional losses resulting from
disturbances when the supply capacity of gas sources decreases. By efficiently allocating
resources and optimizing scheduling decisions, the method helps to minimize the negative
impacts of disruptions, contributing to the resilience and sustainability of NGPS operations.
Secondly, it can minimize the impact area in a short period of time while maintaining
the steady operation of NGPS in response to increased user demand. This capability
ensures that the NGPS can effectively meet the growing energy needs of users while
minimizing environmental and social consequences. By improving the overall performance,
resilience, and sustainability of NGPS through emergency scheduling optimization, this
study provides solutions for the efficient and sustainable management of natural gas
supply systems.

5. Conclusions

This study delves into the emergency scheduling optimization problem of Natural
Gas Pipeline Networks (NGPS). Our objective is to guarantee a stable supply of natural
gas during emergencies and maximize user satisfaction. To address this complex issue,
we utilize the Particle Swarm Optimization (PSO) method. Through a comprehensive
examination of four unique disturbance scenarios, we validate the efficacy and practical-
ity of the PSO method. Whether confronting diminished supply capacity, total supply
interruptions, sudden spikes in user demand, or pipeline connection failures, the PSO
method consistently enhances overall user satisfaction. It outperforms other methods, like
the Genetic Algorithm (GA), Simulated Annealing (SA), and Ant Colony Optimization
(ACO), in numerical outcomes. Moreover, it is adept at fulfilling the real-time demands of
emergency scheduling, making PSO a powerful tool for managing emergency situations in
natural gas supply.

To summarize, the emergency scheduling optimization method developed in this study
presents two primary advantages. Firstly, it curbs potential losses that may occur when
the supply capacity decreases, whether on a local or regional scale. By skillfully adjusting
natural gas supply strategies, we can minimize potential economic and production losses
while ensuring a constant supply of natural gas to crucial users. Secondly, this method
excels at swiftly reducing the size of the affected area and managing the escalated demand
for natural gas, which assists in maintaining the stability of the NGPS.

This study accentuates the importance of considering user characteristics and demands
during emergencies. It also underscores the effectiveness of employing the PSO method to
address emergency scheduling challenges. Through the proposed approach, we not only
enhance the resilience of the pipeline network, but also ensure the sustainability of the
natural gas supply. This approach is crucial for energy security, economic development,
and the promotion of clean energy utilization, thereby contributing to the achievement of
sustainable development goals.

In conclusion, this research provides a robust method and solution for the emergency
scheduling of NGPS, making a significant contribution to the reliability and stability of
the natural gas supply. Expected to serve as a valuable reference and guide, this research
aims to facilitate further investigations and practical applications in related fields. This
study will ultimately contribute to the advancement of clean energy and the realization of
sustainable development goals.

6. Further Research

In addition to the PSO algorithm used in this study, future research can further explore
advanced optimization algorithms to address the decision problems under investigation.
For example, customized heuristics and meta-heuristic algorithms, adaptive algorithms,
island algorithms, multimodal algorithms, and hyper-heuristic algorithms are of significant
importance in terms of solving challenging decision problems. These algorithms have
already been successfully applied in multiple domains, such as online learning, scheduling,
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multi-objective optimization, transportation, medicine, and data classification. Existing
research has demonstrated the effectiveness of these advanced optimization algorithms in
other fields while also showcasing their potential applications in our research into decision
problems. For instance, the adaptive fast fireworks algorithm has shown excellent per-
formance in efficiently solving large-scale optimization problems [32], while the adaptive
multimodal fusion algorithm has successfully been applied to truck scheduling problems at
cross-docking terminals [33]. Moreover, in a multi-objective setting, precise algorithms and
meta-heuristic algorithms have been used for the vehicle routing problem with factories in
containers [34]. A hybrid approach based on genetic algorithms and simulated annealing
has achieved significant performance improvements in medical image segmentation [35],
and ant colony algorithms have been successfully applied to power system scheduling
problems [36]. Combinatorial optimization algorithms based on genetic algorithms and
simulated annealing have demonstrated outstanding performance in data mining [37].
Therefore, further research into the application of advanced optimization algorithms in de-
cision problems is of great significance, as it is expected to provide a deeper understanding
of and more practical contributions to our field of research.

Author Contributions: Conceptualization, Q.X. and Z.Y.; methodology, Q.X.; software, Y.H.; vali-
dation, Z.Y.; formal analysis, Q.X. and Y.H.; investigation, Q.X.; resources, L.F.; data curation, Q.X;
writing—original draft preparation, Q.X.; writing—review and editing, Z.Y.; visualization, Q.X;
supervision, J.Z.; project administration, H.S.; funding acquisition, H.S. All authors have read and
agreed to the published version of the manuscript.

Funding: This research was funded by [National Natural Science Foundation of China] grant number
[51904316], and [China University of Petroleum, Beijing] grant number [2462021YJRC013]. The APC
was funded by [51904316] and [2462021YJRC013].

Institutional Review Board Statement: Not applicable.
Informed Consent Statement: Not applicable.

Data Availability Statement: No new data were created or analyzed in this study. Data sharing is
not applicable to this article.

Conflicts of Interest: The authors declare no conflict of interest.

References

1.  Yang, Z.;Su, H,; Du, X,; Zio, E.; Xiang, Q.; Peng, S.; Fan, L.; Faber, M.H.; Zhang, J. Supply Resilience Assessment of Natural Gas
Pipeline Network Systems. J. Clean. Prod. 2023, 385, 135654. [CrossRef]

2. He, C; Wu, L, Liu, T,; Shahidehpour, M. Robust Co-Optimization Scheduling of Electricity and Natural Gas Systems via ADMM.
IEEE Trans. Sustain. Energy 2017, 8, 658—670. [CrossRef]

3. Huang, W.; Li, Y,; Yu, W,; Yu, H,; Shan, X.; Wang, H.; Gong, J]. An Evaluation Index System of the User Satisfaction for the Natural
Gas Pipeline Network. |. Pipeline Sci. Eng. 2021, 1, 452-458. [CrossRef]

4. Yang, Z.; Li, X.; Xiang, Q.; He, Q.; Faber, M.H.; Zio, E.; Su, H.; Zhang, J. A Resilience Evaluation Method of Natural Gas Pipeline
System Based on Uncertainty Analysis. Process Saf. Environ. Prot. 2023, 177, 891-908.

5. Zarei, J.; Amin-Naseri, M.R. An Integrated Optimization Model for Natural Gas Supply Chain. Energy 2019, 185, 1114-1130.
[CrossRef]

6. Guo, W.; Zhang, B.; Liang, Y.; Qiu, R.; Wei, X.; Niu, P,; Zhang, H.; Li, Z. Journal of Natural Gas Science and Engineering Improved
Method and Practice for Site Selection of Underground Gas Storage under Complex Geological Conditions. ]. Nat. Gas Sci. Eng.
2022, 108, 104813. [CrossRef]

7. Hamedi, M.; Farahani, R.Z.; Esmaeilian, G. Optimization in Natural Gas Network Planning. In Logistics Operations and Management;
Elsevier: Amsterdam, The Netherlands, 2011; pp. 393-420.

8.  Liao, Q. Zhang, H.; Xia, T.; Chen, Q.; Li, Z.; Liang, Y. A Data-Driven Method for Pipeline Scheduling Optimization. Chem. Eng.
Res. Des. Trans. Inst. Chem. Eng. 2019, 144, 79-94.

9.  Hadian, M.; AliAkbari, N.; Karami, M. Using Artificial Neural Network Predictive Controller Optimized with Cuckoo Algorithm
for Pressure Tracking in Gas Distribution Network. J. Nat. Gas Sci. Eng. 2015, 27, 1446-1454.

10. Zhang, Z.; Liu, X. Study on Optimal Operation of Natural Gas Pipeline Network Based on Improved Genetic Algorithm. Adv.
Mech. Eng. 2017, 9, 168781401771598. [CrossRef]

11.  Arya, AK. Optimal Operation of a Multi-Distribution Natural Gas Pipeline Grid: An Ant Colony Approach. J. Pet. Explor. Prod.

Technol. 2021, 11, 3859-3878. [CrossRef]


https://doi.org/10.1016/j.jclepro.2022.135654
https://doi.org/10.1109/TSTE.2016.2615104
https://doi.org/10.1016/j.jpse.2021.11.001
https://doi.org/10.1016/j.energy.2019.07.117
https://doi.org/10.1016/j.jngse.2022.104813
https://doi.org/10.1177/1687814017715981
https://doi.org/10.1007/s13202-021-01266-3

Sustainability 2023, 15, 14383 18 of 18

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.
29.

30.

31.

32.

33.

34.

35.

36.

37.

Zolfaghari, A.; Izadi, M.; Razavi, H. Optimum Design of Natural Gas Trunk Line Using Simulated Annealing Algorithm. Int. J.
Oil Gas Coal Technol. 2021, 26, 281-301. [CrossRef]

Wu, X.; Li, C; Jia, W,; He, Y. Optimal Operation of Trunk Natural Gas Pipelines via an Inertia-Adaptive Particle Swarm
Optimization Algorithm. J. Nat. Gas Sci. Eng. 2014, 21, 10-18. [CrossRef]

Arya, AK.; Honwad, S. Modeling, Simulation, and Optimization of a High-Pressure Cross-Country Natural Gas Pipeline:
Application of an Ant Colony Optimization Technique. J. Pipeline Syst. Eng. Pract. 2016, 7, 04015008. [CrossRef]

Kuntz, P.A.; Member, S.; Christie, R.D.; Venkata, S.S. Optimal Vegetation Maintenance Scheduling of Overhead Electric Power
Distribution Systems. IEEE Trans. Power Deliv. 2002, 17, 1164-1169. [CrossRef]

Chen, C.; Wang, J.; Member, S.; Qiu, F. Resilient Distribution System by Microgrids Formation After Natural Disasters. IEEE
Trans. Smart Grid 2016, 7, 958-966. [CrossRef]

Pazouki, S.; Haghifam, M. Electrical Power and Energy Systems Optimal Planning and Scheduling of Energy Hub in Presence of
Wind, Storage and Demand Response under Uncertainty. Int. ]. Electr. Power Energy Syst. 2016, 80, 219-239. [CrossRef]

lloglu, S.; Albert, L.A. A Maximal Multiple Coverage and Network Restoration Problem for Disaster Recovery. Oper. Res. Perspect.
2020, 7, 100132. [CrossRef]

Isik, M.E; Avcil, E.; Harirchian, E.; Biilbiil, M.A.; Hadzima-Nyarko, M.; Isik, E.; izol, R;; Radu, D. A Hybrid Artificial Neural
Network—Particle Swarm Optimization Algorithm Model for the Determination of Target Displacements in Mid-Rise Regular
Reinforced-Concrete Buildings. Sustainability 2023, 15, 9715. [CrossRef]

Biilbiil, M.A.; Harirchian, E.; Isik, M.F. A Hybrid ANN-GA Model for an Automated Rapid Vulnerability Assessment of Existing
RC Buildings. Appl. Sci. 2022, 12, 5138. [CrossRef]

Nouiri, M.; Bekrar, A.; Jemai, A.; Niar, S. An Effective and Distributed Particle Swarm Optimization Algorithm for Flexible
Job-Shop Scheduling Problem. J. Intell. Manuf. 2015, 29, 603-615. [CrossRef]

Fontes, D.B.M.M.; Homayouni, S.M.; Gongalves, ].F. A Hybrid Particle Swarm Optimization and Simulated Annealing Algorithm
for the Job Shop Scheduling Problem with Transport Resources. Eur. J. Oper. Res. 2023, 306, 1140-1157. [CrossRef]
Bahmani-firouzi, B.; Farjah, E.; Azizipanah-abarghooee, R. An Efficient Scenario-Based and Fuzzy Self-Adaptive Learning Particle
Swarm Optimization Approach for Dynamic Economic Emission Dispatch Considering Load and Wind Power Uncertainties.
Energy 2013, 50, 232-244. [CrossRef]

Lu, S,; Sun, C; Lu, Z. An Improved Quantum-Behaved Particle Swarm Optimization Method for Short-Term Combined Economic
Emission Hydrothermal Scheduling. Energy Convers. Manag. 2010, 51, 561-571. [CrossRef]

Marinakis, Y.; Marinaki, M.; Migdalas, A. A Multi-Adaptive Particle Swarm Optimization for the Vehicle Routing Problem with
Time Windows. Inf. Sci. 2019, 481, 311-329. [CrossRef]

Li, L,; Qin, L.; Qu, X.; Zhang, J.; Wang, Y.; Ran, B. Day-Ahead Traffic Flow Forecasting Based on a Deep Belief Network Optimized
by the Multi-Objective Particle Swarm Algorithm. Knowl. -Based Syst. 2019, 172, 1-14. [CrossRef]

Celtek, S.A.; Durdu, A.; Eltejani, M.; Al1, M. Real-Time Traffic Signal Control with Swarm Optimization Methods. Measurement
2020, 166, 108206. [CrossRef]

Poli, R.; Kennedy, J.; Blackwell, T. Particle Swarm Optimization: An Overview. Swarm Intell. 2015, 1, 33-57. [CrossRef]

Lei, Y,; Li, N.; Guo, L.; Li, N,; Yan, T.; Lin, J. Machinery Health Prognostics: A Systematic Review from Data Acquisition to RUL
Prediction. Mech. Syst. Signal Process. 2018, 104, 799-834. [CrossRef]

Pontes, EJ.; Amorim, G.F.; Balestrassi, P.P.; Paiva, A.P; Ferreira, ].R. Design of Experiments and Focused Grid Search for Neural
Network Parameter Optimization. Neurocomputing 2016, 186, 22-34. [CrossRef]

Fan, L.; Su, H.; Wang, W.; Zio, E.; Zhang, L.; Yang, Z.; Peng, S.; Yu, W.; Zuo, L.; Zhang, J. A Systematic Method for the Optimization
of Gas Supply Reliability in Natural Gas Pipeline Network Based on Bayesian Networks and Deep Reinforcement Learning.
Reliab. Eng. Syst. Saf. 2022, 225, 108613. [CrossRef]

Chen, M,; Tan, Y. SF-FWA: A Self-Adaptive Fast Fireworks Algorithm for Effective Large-Scale Optimization. Swarm Evol. Comput.
2023, 80, 101314. [CrossRef]

Dulebenets, M.A. An Adaptive Polyploid Memetic Algorithm for Scheduling Trucks at a Cross-Docking Terminal. Inf. Sci. 2021,
565,390-421. [CrossRef]

Pasha, J.; Nwodu, A.L.; Fathollahi-Fard, A.M.; Tian, G.; Li, Z.; Wang, H.; Dulebenets, M.A. Exact and Metaheuristic Algorithms for
the Vehicle Routing Problem with a Factory-in-a-Box in Multi-Objective Settings. Adv. Eng. Inform. 2022, 52, 101623. [CrossRef]
Dulebenets, M.A. A Diffused Memetic Optimizer for Reactive Berth Allocation and Scheduling at Marine Container Terminals in
Response to Disruptions. Swarm Evol. Comput. 2023, 80, 101334. [CrossRef]

Gholizadeh, H.; Fazlollahtabar, H.; Fathollahi-Fard, A.M.; Dulebenets, M.A. Preventive Maintenance for the Flexible Flowshop
Scheduling under Uncertainty: A Waste-to-Energy System. Environ. Sci. Pollut. Res. 2021, 28, 1-20. [CrossRef]

Singh, E.; Pillay, N. A Study of Ant-Based Pheromone Spaces for Generation Constructive Hyper-Heuristics. Swarm Evol. Comput.
2022, 72, 101095. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.


https://doi.org/10.1504/IJOGCT.2021.113135
https://doi.org/10.1016/j.jngse.2014.07.028
https://doi.org/10.1061/(ASCE)PS.1949-1204.0000206
https://doi.org/10.1109/TPWRD.2002.804007
https://doi.org/10.1109/TSG.2015.2429653
https://doi.org/10.1016/j.ijepes.2016.01.044
https://doi.org/10.1016/j.orp.2019.100132
https://doi.org/10.3390/su15129715
https://doi.org/10.3390/app12105138
https://doi.org/10.1007/s10845-015-1039-3
https://doi.org/10.1016/j.ejor.2022.09.006
https://doi.org/10.1016/j.energy.2012.11.017
https://doi.org/10.1016/j.enconman.2009.10.024
https://doi.org/10.1016/j.ins.2018.12.086
https://doi.org/10.1016/j.knosys.2019.01.015
https://doi.org/10.1016/j.measurement.2020.108206
https://doi.org/10.1007/s11721-007-0002-0
https://doi.org/10.1016/j.ymssp.2017.11.016
https://doi.org/10.1016/j.neucom.2015.12.061
https://doi.org/10.1016/j.ress.2022.108613
https://doi.org/10.1016/j.swevo.2023.101314
https://doi.org/10.1016/j.ins.2021.02.039
https://doi.org/10.1016/j.aei.2022.101623
https://doi.org/10.1016/j.swevo.2023.101334
https://doi.org/10.1007/s11356-021-16234-x
https://doi.org/10.1016/j.swevo.2022.101095

	Introduction 
	Methodology 
	PSO Modeling 
	Objective Function 
	Constraints 
	Model Solving 

	Numerical Example and Discussion 
	NGPS Example 
	Results and Discussion 

	Conclusions 
	Further Research 
	References

