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Abstract: Microgrids are an essential element of smart grids, which contain distributed renewable
energy sources (RESs), energy storage devices, and load control strategies. Models built based on
machine learning (ML) and deep learning (DL) offer hope for anticipating consumer demands and
energy production from RESs. This study suggests an innovative approach for energy analysis
based on the feature extraction and classification of microgrid photovoltaic cell data using deep
learning algorithms. The energy optimization of a microgrid was carried out using a photovoltaic
energy system with distributed power generation. The data analysis has been carried out for feature
analysis and classification using a Gaussian radial Boltzmann with Markov encoder model. Based on
microgrid energy optimization and data analysis, an experimental analysis of power analysis, energy
efficiency, quality of service (QoS), accuracy, precision, and recall has been conducted. The proposed
technique attained power analysis of 88%, energy efficiency of 95%, QoS of 77%, accuracy of 93%,
precision of 85%, and recall of 77%.

Keywords: energy analysis; microgrid; photovoltaic cell; deep learning; distributed power generation

1. Introduction

Current demand for energy consumption is predicated on burning fossil fuels to
provide dependable and resilient energy networks. Unquestionably, one of the most signifi-
cant issues for scientists and engineers is the requirement for energy. Energy production
techniques from the preceding century are now acknowledged as being inappropriate
because of rising atmospheric carbon dioxide (CO2) emissions [1]. The significant con-
tribution of non-renewable energy sources raises environmental issues since they release
greenhouse gases into the atmosphere, which have detrimental effects on human health
and the ecosystem. As they are generally accessible, clean, and free of pollution, renewable
energy sources (RESs) have gained popularity and attention across the globe. By 2030, it
is anticipated that RESs like wind, solar, hydro, geothermal, and biomass would domi-
nate world’s electricity production and surpass all other energy sources [2]. Among the
renewables, photovoltaics have experienced the fastest increase over the past few decades.
Currently, wind energy production exceeds that of photovoltaic (PV), although PV is more
widely accessible and wind turbines require extremely specialized site conditions. As an
alternative, photovoltaics have become a viable option in the fight against climate change.
The process of turning light into electricity using semiconducting materials that display the
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photovoltaic effect is known as photovoltaic (PV). The three main PV cell technologies—
monocrystalline silicon, polycrystalline silicon, and thin film—control the global market.
Among these, thin film solar cells offer several advantages over traditional silicon-based PV
cells. They can be manufactured using low-cost techniques, such as roll-to-roll deposition
or printing methods, which can potentially reduce production costs and enable large-scale
manufacturing. Thin film solar cells are also lightweight and flexible, making them suitable
for various applications, including building-integrated photovoltaics, portable electronics,
and off-grid installations. However, the efficiency of thin film solar cells is generally lower
than that of silicon-based cells [3].

The amazing rise in human living standards and the resulting rise in electricity demand
have led to a number of super-large-scale power system flaws that are now more obvious
than ever [4]. The traditional fossil fuel-based power plants are unable to provide enough
energy to keep up with the rising demand for electricity. Early in the twenty-first century,
the idea of a microgrid (MG) for integrating clean renewable energy sources (RESs) was
put forth. A small-scale local power system called a microgrid is made up of electric loads,
control systems, and distributed energy resources (DERs). Energy storage systems (ESSs)
and RERs are both used in the microgrid’s power generation or DERs. A new sort of
contemporary active power distribution system for the use and advancement of renewable
energy is the microgrid [5]. However, microgrids make it more challenging to maintain
a balance between energy production and consumption, and the incorporation of RESs
complicates power grid operations.

PV plant power generation frequently experiences significant fluctuations, including
voltage irregularities, reserve power flow issues, and power distribution problems. Ad-
ditionally, energy users show unpredictable usage of power due to a variety of factors,
including alterations in the environment and user activity. Therefore, it is important to
analyze the performance of the system to provide better consumer services and to maintain
a reliable and sustainable system.

Accurate forecasting of PV panels is a challenging task since it depends only on the
weather conditions such as temperature, humidity, etc. [6]. Prediction can be carried out
using many techniques such as physical mode, machine learning (ML), and deep learning
(DL) [2]. Each prediction method has its own advantages and disadvantages. Physical
methods, for instance, can anticipate the shifting patterns of the environment with high
precision, but they need a lot of processing capacity since they require a massive amount of
data. Physical techniques encounter unforeseen estimating errors and are inappropriate for
short-term forecasting horizons, which raises further problems. Similar to this, the majority
of the statistical models used to anticipate renewable energy are linear in design, which re-
stricts their application to forecasting issues with wider time horizons. ML-based prediction
provides findings that are more accurate than those produced by statistical and physical
methods owing to its data mining and feature extraction capabilities. However, ML-based
prediction models require shallow models as the foundation of their learning strategies.
Trees, regressors, and neural networks with zero or one hidden layer are examples of
common shallow patterns. Often, extensive knowledge and expertise are needed while
training such shallow models. Therefore, it is frequently difficult to investigate shallow
structures theoretically. Hence, shallow models have certain disadvantages in real-world
applications. Lately, it has been determined that DL-based approaches to energy generation
and power load forecasting performed better than ML-based approaches. Unlike ML,
DL-based methods do not have problems with manually chosen feature selection, complex
samples, or ineffective generalization competence [7]. Consequently, it is impossible to
ignore the dynamics of renewable resource energy generation behavior. The limited use
of MGs in literature work prevents real-world data from being taken into account while
controlling energy distribution. For better energy management of real-world data, a com-
plete framework is needed. Furthermore, power trading between different market players
is completely ignored, and prior statistical information of uncertain renewable resource
energy production was assumed to be perfectly understood. This is the driving force behind
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the suggested method, which combines deep learning approaches with distributed energy
management to enhance the effectiveness and dependability of the proposed system.

Objectives of this work are as follows:

1. To propose novel method for energy analysis based on a microgrid photovoltaic
system by feature extraction and classification using deep learning techniques.

2. The energy optimization of a microgrid using a photovoltaic energy system with
distributed power generation.

3. The data analysis for feature analysis and classification using a Gaussian radial
Boltzmann with Markov encoder model.

2. Related Works

The following is a list of the most significant research topics on energy management
that have been studied over the course of the last few years. The research conducted in [8]
examined the most effective way to manage energy in renewable microgrids by taking into
consideration batteries, solar panels, and wind turbines. The work in [9] analyzes the impact
that wind and solar hybrid power generation technologies have on the performance of a
sustainable microgrid. It is illustrated that a larger penetration of hybrid renewable energy
sources might bring possible answers, provided they are controlled in the appropriate
manner. The effects of uncertainty that are connected with RESs may be simulated by
utilizing a stochastic technique that is based on Monte Carlo as described in [10]. The
administration and maintenance of renewable microgrids is discussed in [11] from the
perspective of a data-driven paradigm. When it comes to microgrids, ref. [12] makes use of
the same research, but this time with a concentration on WSNs. It has been discovered that
a microgrid that runs on renewable energy sources and fitted with a number of sensors is
susceptible to being hacked. The creation of hydrogen by a renewable microgrid and the
recovery of thermal energy by a fuel cell are the topics of discussion in [13]. By adopting
multi-objective switching, the power losses and related costs with renewable sources may
be minimized and optimized, as shown in [14]. Research of a similar kind is shown in [15]
with regard to the influence that switching has on the most appropriate management
strategy and course of action for microgrids. In [16], the authors conducted an analysis to
see how the functioning of microgrids will be impacted by electric cars. According to [17],
it is important to estimate charging needs for electric cars based on a detailed inspection
and analysis of their erratic conduct in a complex environment. In order to do this, it is
necessary to examine and analyze the erratic behavior of electric vehicles. Ref. [18] goes
into more detail on the advantages and disadvantages of these kinds of systems, as well
research that is relevant to both. In most cases, the energy management system (EMS)
is not just concerned with preserving the energy balance inside the microgrid but it also
has additional objectives in mind. The reduction of operating expenses, pollutants, and
losses might be among these aims, in addition to a great number of other objectives, the
attainment of which is contingent on the reason for the creation of such systems. A good
number of these management systems additionally integrate various objectives in a manner
that is multi-objective [19]. The probabilistic solar radiation forecasting that was produced
in [20] made use of an analogue ensemble approach. In [21], it was recommended that
ensemble forecasting based on empirical biasing be used to anticipate the geographical
as well as temporal day ahead total daily radiation. This would be possible via the use of
empirical biasing. In [22], Las-so was used to provide a radiation prediction for the next
5 min.

3. System Model

This section proposes a novel method in energy analysis based on microgrid pho-
tovoltaic cell data analysis by feature extraction and classification using deep learning
techniques (Figure 1a). The energy optimization of the microgrid is carried out using a
photovoltaic-based energy system with distributed power generation. The data analysis has
been carried out for feature analysis and classification using a Gaussian radial Boltzmann
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with Markov encoder model. It is an algorithm for learning that assists individuals in
finding intriguing characteristics hidden inside datasets that are made up of binary vectors.
In networks with multiple layers of feature detectors, the learning process is often quite
slow. However, the pace of the algorithm may be increased by adding a learning layer to the
feature detectors in the network. The plug-and-play electric grid is one of the outstanding
features of the microgrid since it can operate both independently and cooperatively with
the power grids. The structural organization and linkages of the microgrid are shown in
Figure 1b. With the capacity to choose the quantity and type of renewable energy sources
that may be incorporated into the system, these tiny grids offer energy with improved
stability, security, and resilience. It follows that microgrids have the capacity to effectively
integrate a variety of diverse sources of distributed power generation, particularly renew-
able power sources. The microgrid is a small-scale local power system which integrates
the clean renewable energy sources (RESs) made up of electric loads, control systems, and
distributed energy resources (DERs). Energy storage systems (ESSs) and RERs are both
used in a microgrid’s power generation or DERs. A new sort of contemporary active power
distribution system for the use and advancement of renewable energy is the microgrid.
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Photovoltaic-based energy system with distributed power generation:
The method is based on a series of newly developed 3D matrix-based equations that

calculate the system’s overall load at the time of observation, the amount of power supplied
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to home DC, SLs from the utility’s main DC grid, and the efficiency of the entire system.
Let “NT” be number of time samples within the observational period of time “T.” The
following sets of indices, p q, and r, are provided in Equation (1) throughout the modeling.

{superset or subset} =
p ⊇ P1 = {1, 2, . . . , x}orp ⊃ P′1 = {1, 2, . . . , x}
q ⊇ Q = {1, 2, . . . , y}orq ⊃ Q′ = {1, 2, . . . , y}
r ⊇ R = {1, 2, . . . , n}orr ⊃ R′ = {1, 2, . . . , n}


Li = ∑N

j=1|Vi|
∣∣Vj
∣∣∠(Gijcos

(
ϕi − ϕj

)
+ Bijsin

(
ϕi − ϕj

))
Mi = ∑N

j=1|Vi|
∣∣Vj
∣∣∠(Gijsin

(
ϕi − ϕj

)
− Bijcos

(
ϕi − ϕj

))
(1)

where “x” is the largest number of possible loads in “y” and SL at the time “tn” has
maximum samples (“n”) in the system. The number “x” of DC loads that exist in the
“y” MGs at time “tn” is shown as (2). It is a huge 3D matrix of order [x, y] because each
component of the matrix is a column matrix of NT of order 1.

DCLyMGs(tn) =
[[

pDij(tn)
]

NT×1

]
x×y

=

[pD11(tn)]NT×1 · · ·
[
pD1y(tn)

]
NT×1

...
. . .

...
[pDx1(tn)]NT×1 · · ·

[
pDxy(tn)

]
NT×1

 (2)

This is [pD11 (tn)]. The power of the first DC load present in the first MG at time “tn” is
represented by the column matrix NT × 1, which is further enlarged as Equation (3).

[
pDij(tn)

]
NT×1 =


pDij(t1)
pDij(t2)

...
pDij(tn)


NT×1

ACLyMGs(tn) =
[[

pAij(tn)
]

NT×1

]
x×y

ILyMGs(tn) =
[[

pLij(tn)
]

NT×1

]
x×y

VSDLyMGs(tn) =
[[

pVSDij(tn)
]

NT×1

]
x×y

(3)

Equation (4) provides a matrix that includes rated power of converters connected to
appropriate loads.

(DC/DC)rating(tn) =
[[

prDij(tn)
]

NT×1

]
x×y

(4)

Efficiency of the converter is evaluated as (5). The coefficients matrices’ generalized
form is provided by (4). An efficiency-based 3D matrix can finally be displayed as (4).
Similar matrices would be created for converters connected to A and VSD loads.

ηddy(tn) = αmij(tn)·
( pDij(tn)

prDij(tn)

)n
+ α(n−1)jj(tn)·(· · · )n−1 + · · ·+

α0ij(tn)·(· · · )0,

αnij(tn) =

αn11(tn) · · · αn1y(tn)
...

. . .
...

αnx1(tn) · · · αnxy(tn)

 =


αnij(t1)
αnij(t2)

...
αnij(tn)

.

η(DC/DC)(tn) =

[[
ηddij(tn)

]
NT×1

]
x×y

(5)
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Since each SL has its independent solar energy structure, therefore a PEC converter
with an MPPT base connects it to the storage system. Solar energy can be expressed as
Equation (6).

psolar(ts) =
[[

psj(ts)
]

NT×1

]∗
y×1

ps,MGs(ts) =
[
λSDj

]
1×y

[
β j(ts)

]
y×NT

[
[tsm · · · ts0]NT×1

]t (6)

In Equations (7) and (8), the first matrix is a matrix of conversion factors, the next
matrix is a matrix of coefficients obtained from the fitting of curves, and the final matrix is
a transposed time matrix with some power.[

λSD−j
]

1×y =
[
λSD−1 λSD−2 · · · λSD−y

]
1×y

[
β j(tn)

]
y×NT =



βm1(tn) · · ·
...

. . .
β01(tn)

...
βmy(tn) · · · β0y(tn)


y×NT

βnj(tn) =


βnj(t1)

βnj(t2)
...

βnj(tn)


NT×1

[tsm · · · ts0]
t =

[[
tm
1m · · · tm

nm
]
· · ·
[
t0
10 · · · t0

n0
]]t

(7)

Pi,Rx=0 ≈
ViVj
Xi

[
sinϕij

]
Qi,Rx=0 ≈

V2
i −ViVjcosϕij

Xi[
fD
fQ

]
=

[
cos(ϕi) −sin(ϕi)
sin(ϕi) cos(ϕi)

][
fd
fq

] (8)

Distributed secondary control layers are used as shown in Equation (9) to adjust
frequency and voltage anomalies.

ωavg = ∑N
i=1 ωDGi

ωi=(ωre f−ωavg)

ωi =
(

ωre f −ωavg

)
ωi = kp f ωi + ki f

∫
ωidt

(9)

Equation (10) can be used to express load voltage regulation methods.

sVi = kp f Vi + ki f

∫
Vidt (10)

From measured output current and voltage, instantaneous power is written as
p = vodii·iodi + voqii·ioqii and q = vodi.ioqii − voqii·iodi. By linearization, a tiny signal
that represents active power is generated as shown in (11).

∆Pi = −ωci∆Pi
+ωci

(
Iodi∆vodi + Ioqi∆voqi + Vodi∆iodi + Voqi∆ioqi

)
vodqi =

[
vodi voqi

]T , iodqi =
[

iodi ioqi
]T

(11)
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Equation (12) can be used to define the algebraic modeling for the voltage controller
and current controller,

i∗ ldi = Fi·vodi −ωb·C f i·∆voqi + KPVi
(
v∗odi − v∗odi

)
+ KIVi ϕdi

i∗ lqi = Fi·voqi + ωb·C f i·∆voqi + KPVi
(
v∗ oqi − v∗ oqi

)
+ KIVi ϕqi

v∗ idi = −ωb·L f i·ilqi + KPCi(i∗ldi− ildi) + KIC·γdi

v∗ iqi = ωb·L f i + KPCi

(
i∗ lqi − ilqi

)
+ KIC·∆γqi

(12)

dildqi
dt = − R f i

L f i
·ildqi + ωi·ildqi +

1
L f i
·vidqi − 1

L f i
·vodqi

dvodqi
dt = ωi·voqqi +

1
C f i
·ildqi − 1

C f i
·iodqi

diodqi
dt = − Rci

Lci
·iodqi + ωi·iodqi +

1
Lci
·vodiq − 1

Lci
·vobdqi

(13)

By using reverse transformation, Equation (14) transforms bus voltage back into an ith
specific inverter reference frame.[

∆uMuq
]
=
[
Tγ−1]·[∆ubDQ

]
+
[
T−1

σ

]
[∆δ], where, T−1

σ =[
−UbDsin(δ) + UbQcos(δ)
−UbDcos(δ)−UbQsin(δ)

]
(14)

P-N junction diodes are utilized in the structure of the PV module. As they are
semiconductor devices, they can convert the energy that is taken in into usable electrical
power. These diodes can convert incident light into electrical energy when it reaches
their surface. Figure 2 depicts the basic construction, connections, and functionality of a
PV module:
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Figure 2. Working of Photovoltaic.

As seen in the image below, there exist two distinct layers of silicon: a negative N layer
and a boron-doped positive P layer. The PV module clad with tempered glass captures
solar energy when subjected to sunlight. The energy collected eventually rises above the
band gap energy level, causing electrons to pass across that band on their way from the
conduction band to the valence band. The conduction band’s electrons can therefore move
freely and create electron–hole pairs. The electricity generated during the process is used
to power the load because the motion of electrons is what causes the passage of electric
current. An array configuration is not sufficient to produce enough electricity because it
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suffers from multiple losses. The maximum power point tracking (MPPT) technique is the
best way to maximize each string’s efficiency. By employing such control strategies, PV
modules can produce the maximum amount of electricity achievable.

4. Methodology

Feature analysis and classification using Gaussian radial Boltzmann with Markov
encoder model:

The weighted sum of the densities of the M component parts is known as the mixture
density. The ith component density is denoted by the expression s(x; θi), where θi stands
for the component parameters. With the restrictions that πi ≥ 0 and ∑M

i=1 πi = 1, we use πi
to signify the weighting factor or “mixing proportions” of the ith component in combination.
The chance that a data sample belongs to the ith mixture component is represented by s(i),
and M _i = 1. Equations (15) and (16) are then used to define an M component mixture
density (16),

s(x) = ∑M
i=1 πi p(x; θi), i = 1, . . . , M (15)

s(x) = ∑c
c=1 πc fc(x | θ) (16)

The mixture model has a vector of parameters, θ = {θ1, . . . , θM, π1, . . . πM}
Hidden variables are treated as a latent variable, or z, in mixture models. It accepts

values 1 through M as a discrete set that satisfies the conditions zMε{0, 1} and ∑M zM = 1.
A conditional distribution p(x|z) and a marginal distribution p(z) are how we define the
joint distribution p(x, z), i.e., from Equation (17),

p(z, x) = p(z)p(x | z) (17)

Mixing coefficients k are used to specify the marginal distribution across z, as illus-
trated in Equation (18),

p(zk = 1) = πk (18)

Equations (19) and (20) define probability density function of X.

p(x | µk, Σk) =
1√

2π
∣∣∣Σ−1

∣∣∣exp
(
−1

2
(x− µx)Σ−1

x (x− µx)
T
)

(19)

fc(x | µc, Σc) =
1

(2π)
1
t |Σc|

1
2

exp
(
−1

2
(x− µc)

tΣ−1
c (x− µc)

)
(20)

where µx is an (µx1, . . . , µxN) and Σx covariance matrix and Σx is a vector of means (_x1,...,
_xN). Equations (21)–(23), which are linear superpositions of Gaussians, can be used to
represent Gaussian mixture distribution.

p(x) = ∑K
k=1 πk p(x | µk, Σk) (21)

ˆ
πc =

nc
n ,

.
µc =

1
nc

∑(i,yi=cj)
xi, p(x | zk = 1) = p(x | µk, Σk),

^
Σc =

1
(nc−1) ∑(i|yi=c)(xi − µc)(xi − µc)

t

(22)

Conditional distribution of x for a specific value of z is a Gaussian, according to
Equation (23):

p(x | z) = ∏K
k=1 p(x | µk, Σk)

zk (23)
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By adding joint distribution of all possible states of z to obtain Equation (24), one may
determine the marginal distribution of x.

p(x) = ∑z p(z)p(x | z) = ∑K
k=1 πk p(x | µk, Σk) (24)

The “posterior probability” on a mixture component for a specific data vector is a
significant derived quantity and is indicated in Equation (25):

γ(znk) =
πk N(xn | µk, Σk)

∑K
j=1 πjN

(
xn | µj, Σj

) =
p(zk = 1)p(x | zk = 1)

∑K
j=1 p

(
zj = 1

)
p
(
x | zj = 1

) (25)

Maximal likelihood is the learning objective of RBMs, which are energy-based ap-
proaches. Equation (26), in its combined structure, defines the energy of its hidden parame-
ters (e) and visible parameters (f ).

En(e, f; θ) = −∑ij Wijfiej −∑i bifi −∑j ajej. (26)

θ represents the element W(a, b). Using Equation (27), one can determine the combined
probability of v and h.

Pθ(f, e) =
1

Z(θ)
exp(−En(f, e; θ)). (27)

In this context, the partition function is denoted by Z(θ). The previous equation can be
rewritten as Equation (28).

Pθ(f, e) =
1

Z(θ)
exp

(
∑D

i=1 ∑F
j=1 Wijfiej + ∑D

i=1 fibi + ∑F
j=1 ejaj

)
(28)

Maximizing the probability function P(f) is the goal. The edge distribution of P(f, e)
makes it easy to calculate P(f) by Equation (29):

Pθ(f) =
1

Z(θ) ∑h exp
[
fTWh + aTh + bTf

]
(29)

The RBM parameters are derived (f ) by optimizing P. By optimizing log(P(f)) = L(),
we can obtain maximum P(f) using Equation (30):

L(θ) = 1
N ∑N

n=1 logPθ

(
f(n)
)

∂L(θ)
∂Wij

= 1
N ∑N

n=1
∂

∂Wij
log
(

∑h exp
[
f(n)TWh + aTh + bTf(n)

])
− ∂

∂Wij
logZ(θ) = EPdut

[
fiej
]
− EPθ

[
fiej
] (30)

The original purpose of stochastic gradient descent was to maximize L(θ). Next,
Equation (30) is used to calculate the L(θ) derivative for W.

The formula’s first part is easy to evaluate. Across all datasets, the values of fi and ej
are averaged. It is computationally challenging to solve the remaining part of the equation,
which comprises all 2|f |+|e| possible values of f and e. The formula’s second part is
Equation (31).

∑ f ,e fiejPθ(f, e) (31)

Monte Carlo simulations are used to estimate gradient as shown in the following equation:

∆ai = f (0)i − f (k)i
∆bi = P

(
ej = 1 | f(0)

)
− P

(
ej = 1 | f(k)

)
∆Wij = P

(
ej = 1 | f(0)

)
f(0)i − P

(
ej = 1 | f(k)

)
f(k)i

(32)
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where f(0) I is sample value and f(k) I is a sample that satisfies distribution P(f) identified by
sampling. Lastly, Equation (33) provides the parameter update equation.

ai = ai + ∆ai
bj = bj + ∆bj

Wij = Wij + ∆Wij

(33)

The probability distribution is shown below by Equation (34).

P
(

V, e(1), e(2)
)
= 1

Z(θ)exp− E
(

V, e(0), e(Ω); θ
)

| P
(

V, e(1), e(2)
)
= −VTW(1)e(1) −VTW(2)e(2) + b

(34)

Encoders and decoders are essential elements of its design. Encoder and decoder both
implement standard matrix multiplication. As a normalizing function, an encoder gradient
function is utilized. After adjusting the weight and biases of the autoencoder, Equation (35)
operates network training.

e(0) = a
(

b(n) + VTW(n)
)

(35)

e(n) = σ
(

b(n)i + e(n−1)TW(n)
)

where n = 1, 2, 3, . . . , m.
Consider training an HSI datacube with two hidden layers using Equations (36) and (37).

P
(

Vi = 1; e(2), e(2)
)
= αVTW(1)

1 + αVTW(2)
1 (36)

When n = 1:
P
(

Vi = 1; e(1), e(2)
)
= αVTW(1)

1 + αVTW(2)
i

P
(

Vi = 2; e(1), e(2)
)
= aVTW(1)

2 + aVTW(2)
2

(37)

Mean-field value is represented by Equation (38):

P(x) = ∑h=1,2 Q
(

e(1), e(2)
)

log

(
e(i), e(2)

P
(
e(1), e(2)

)) (38)

where Gibbs energy is represented by Equation (39):

E(x) =
1

Z(D)
exp(−P(x)) (39)

By indicating a weight change, (40) and (41) present a new weight value. Each stratum
is assigned the b = 0 bias.

∆e(1)i = α ∑
i

ViW(1) (40)

∆e(2)i = α ∑
i

ViW(2) (41)

Convolution filters and the weights of fully connected layers are two model parameters
that are optimized using the gradient descent approach. It is essential to classify the image
into the correct category since the final layer has a significant impact on classification
outcomes. This is carried out by properly linking the weights from the prior layers. Here, in
order to improve classification accuracy, the training of the final weight vector is optimized
utilizing a newly created modified whale optimization method. The number of search
agents is limited to 50, the utmost number of iterations is limited to 100, and the final
parameter (vector a) is linearly modified between [0,2].
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5. Performance Analysis

To computationally evaluate the cloud DNSE algorithm, the simulation set contains
sensitivity based on error in measurement, grid variables, DNSE efficiency, and pseudo
measurements. Reading the voltages at the node from a smart meter is the initial stage
in this endeavor since smart meters are not set up to determine the voltages in the LV
grid under examination. If the powers and voltages at all nodes are being monitored
concurrently, this phase can be avoided. Table 1 displays dispersed networks for the low-
voltage grid’s resistance, reactance, and admittance by both series and shunt in accordance
with their network types.

Table 1. Distributed Networks of LV Grid.

Distributed Networks Resistance Ω/km Series Reactance Ω/km Shunt Admittance µS/km

Type 1 0.207 0.072 204.2

Type 2 0.320 0.075 175.9

Type 3 0.727 0.087 125.6

Table 2 gives analysis based on various circuit models. The circuit models analyzed
are resistance, reactance and admittance network type in terms of power analysis, energy
efficiency, QoS, accuracy, precision, and recall. The energy management system (EMS) and
long short-term memory (LSTM) networks are compared.

Table 2. Analysis based on various circuit models.

Circuit
Model Techniques Power

Analysis
Energy

Efficiency QoS Accuracy Precision Recall

Resistance

EMS 79 88 66 81 77 66

LSTM 81 89 68 83 79 68

Proposed
method 83 92 71 85 81 72

Reactance

EMS 82 89 69 82 79 69

LSTM 85 93 72 84 82 73

Proposed
method 87 95 75 86 83 75

Admittance
network type

EMS 84 91 75 85 81 72

LSTM 86 93 76 91 83 75

Proposed
method 88 95 77 93 85 77

Figure 3a–f give analysis based on resistance type circuit model. The proposed tech-
nique attained power analysis of 83%, energy efficiency of 92%, QoS of 71%, accuracy of
85%, precision of 81%, and recall of 72%, EMS achieved a 79% power analysis, an 88%
energy efficiency, a 66% quality of service, an 81% accuracy, a 77% precision, and a 66%
recall, and power analysis of 83%, energy efficiency of 92%, QoS of 71%, accuracy of 85%,
and precision of 81% were all achieved with LSTM.
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Figure 4a–f show analysis for reactance circuit model. The proposed technique attained
power analysis of 87%, energy efficiency of 95%, QoS of 75%, accuracy of 86%, precision of
83%, and recall of 75%, EMS achieved a power analysis of 82%, an energy efficiency of 89%,
a QoS of 69%, an accuracy of 82%, a precision of 79%, and a recall of 69%, and 85% power
analysis, 93% energy efficiency, 72% QoS, 82% accuracy, 81% precision, and 72% recall were
achieved by LSTM.
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Figure 5a–f give analysis based on admittance network type circuit model. Power
analysis of 88%, energy efficiency of 95%, QoS of 77%, accuracy of 93%, precision of 85%,
recall of 77%, and QoS of 93% were achieved with the proposed technique. In comparison
to LSTM, EMS achieved power analysis of 86%, energy efficiency of 93%, QoS of 76%,
accuracy of 85%, precision of 81%, and recall of 72%. EMS also achieved energy efficiency
of 91%, QoS of 75%, accuracy of 85%, and recall of 72%.
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This study proposes an idea for energy analysis based on a microgrid photovoltaic
system using a deep learning method. The energy optimization of the microgrid was carried
out using a photovoltaic-based energy system with distributed power generation. The
data analysis has been carried out for feature analysis and classification using a Gaussian
radial Boltzmann with Markov encoder model. When taking into account an MG with
photovoltaics (PVs), solar radiations abruptly increase in intensity during the day. That
will boost MG production at a specific moment. Table 2 presents the comparative analysis
of the proposed method with EMS and LSTM and it was shown to achieve higher power
analysis, energy efficiency, QoS, accuracy, precision, and recall for different circuit models.
In power analysis, the proposed method achieves 5% and 2.4% increases compared to EMS
and LSTM models, respectively, for resistance models. Similarly, it has shown an increase
of 6% and 2.3% and 4.7% and 2.3% for reactance and admittance circuit models.

Author Contributions: Methodology, S.Q., M.M., P.R.K. and K.I.; Validation, P.C.; Formal analysis,
S.Q.; Investigation, S.Q. and P.R.K.; Data curation, P.C.; Writing—original draft, M.M.; Writing—review
& editing, K.I.; Visualization, M.M.; Supervision, M.M. and P.C.; Project administration, P.R.K. All
authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not Applicable.

Informed Consent Statement: Not Applicable.

Data Availability Statement: The data presented in this study are available on request from the
corresponding author.

Conflicts of Interest: The authors declare no conflict of interest.



Sustainability 2023, 15, 11081 21 of 21

References
1. Rafati, A.; Joorabian, M.; Mashhour, E.; Shaker, H.R. Machine learning-based very short-term load forecasting in microgrid

environment: Evaluating the impact of high penetration of PV systems. Electr. Eng. 2022, 104, 2667–2677. [CrossRef]
2. Aslam, S.; Herodotou, H.; Mohsin, S.M.; Javaid, N.; Ashraf, N.; Aslam, S. A survey on deep learning methods for power load and

renewable energy forecasting in smart microgrids. Renew. Sustain. Energy Rev. 2021, 144, 110992. [CrossRef]
3. Scarpulla, M.A.; McCandless, B.; Phillips, A.B.; Yan, Y.; Heben, M.J.; Wolden, C.; Xiong, G.; Metzger, W.K.; Mao, D.; Krasikov, D.;

et al. CdTe-based thin film photovoltaics: Recent advances, current challenges and future prospects. Sol. Energy Mater. Sol. Cells
2023, 255, 112289. [CrossRef]

4. Rosero, D.G.; Díaz, N.L.; Trujillo, C.L. Cloud and machine learning experiments applied to the energy management in a microgrid
cluster. Appl. Energy 2021, 304, 117770. [CrossRef]

5. Deshpande, K.; Möhl, P.; Hämmerle, A.; Weichhart, G.; Zörrer, H.; Pichler, A. Energy Management Simulation with Multi-Agent
Reinforcement Learning: An Approach to Achieve Reliability and Resilience. Energies 2022, 15, 7381. [CrossRef]

6. Yamashita, D.Y.; Vechiu, L.; Gaubert, J.-P. A review of hierarchical control for building microgrids. Renew. Sustain. Energy Rev.
2020, 118, 109523. [CrossRef]

7. Wang, H.; Lei, Z.; Zhang, X.; Zhou, B.; Peng, J. A review of deep learning for renewable energy forecasting. Energy Conversion and
Management 2019, 198, 111799. [CrossRef]

8. Bidgoli, M.A.; Ahmadian, A. Multi-stage optimal scheduling of multi-microgrids using deep-learning artificial neural network
and cooperative game approach. Energy 2022, 239, 122036. [CrossRef]

9. Jalli, R.K.; Mishra, S.P.; Dash, P.K.; Naik, J. Fault analysis of photovoltaic based DC microgrid using deep learning randomized
neural network. Appl. Soft Comput. 2022, 126, 109314. [CrossRef]

10. Zhang, J.; Wu, H.; Bassoli, R.; Bonetto, R.; Fitzek, F.H. Deep learning-based energy optimization for electric vehicles integrated
smart micro grid. In Proceedings of the ICC 2022-IEEE International Conference on Communications, Seoul, Republic of Korea,
16–20 May 2022; IEEE: Piscataway, NJ, USA, 2022; pp. 2187–2193.

11. Shojaeighadikolaei, A.; Ghasemi, A.; Bardas, A.G.; Ahmadi, R.; Hashemi, M. Weather-Aware Data-Driven Microgrid Energy
Management Using Deep Reinforcement Learning. In Proceedings of the 2021 North American Power Symposium (NAPS),
College Station, TX, USA, 14–16 November 2021; IEEE: Piscataway, NJ, USA, 2021; pp. 1–6.

12. Alavi, S.A.; Mehran, K.; Vahidinasab, V.; Catalão, J.P. Forecast-based consensus control for DC microgrids using distributed long
short-term memory deep learning models. IEEE Trans. Smart Grid 2021, 12, 3718–3730. [CrossRef]

13. Lu, R.; Bai, R.; Ding, Y.; Wei, M.; Jiang, J.; Sun, M.; Xiao, F.; Zhang, H.T. A hybrid deep learning-based online energy management
scheme for industrial microgrid. Appl. Energy 2021, 304, 117857. [CrossRef]

14. Emara, D.; Ezzat, M.; Abdelaziz, A.Y.; Mahmoud, K.; Lehtonen, M.; Darwish, M.M. Novel control strategy for enhancing
microgrid operation connected to photovoltaic generation and energy storage systems. Electronics 2021, 10, 1261. [CrossRef]

15. Widodo, D.A.; Iksan, N. Renewable Energy Generation Forecasting on Smart Home Micro Grid using Deep Neural Network.
In Proceedings of the 2021 International Conference on Artificial Intelligence and Mechatronics Systems (AIMS), Bandung,
Indonesia, 28–30 April 2021; IEEE: Piscataway, NJ, USA, 2021; pp. 1–4.

16. Krishnan, V.A.; Balamurugan, P. An efficient DLN2-CRSO approach based dynamic stability enhancement in micro-grid system.
Appl. Energy 2022, 322, 119432. [CrossRef]

17. Fang, X.; Zhao, Q.; Wang, J.; Han, Y.; Li, Y. Multi-agent deep reinforcement learning for distributed energy management and
strategy optimization of microgrid market. Sustain. Cities Soc. 2021, 74, 103163. [CrossRef]

18. Shirzadi, N.; Nasiri, F.; El-Bayeh, C.; Eicker, U. Optimal dispatching of renewable energy-based urban microgrids using a deep
learning approach for electrical load and wind power forecasting. Int. J. Energy Res. 2022, 46, 3173–3188. [CrossRef]

19. Kanwal, S.; Khan, B.; Ali, S.M. Machine learning based weighted scheduling scheme for active power control of hybrid microgrid.
Int. J. Electr. Power Energy Syst. 2021, 125, 106461. [CrossRef]

20. Zjavka, L. Power quality 24-hour prediction using differential, deep and statistics machine learning based on weather data in an
off-grid. J. Frankl. Inst. 2022. [CrossRef]

21. Bagheri, F.; Dagdougui, H.; Gendreau, M. Stochastic optimization and scenario generation for peak load shaving in Smart District
microgrid: Sizing and operation. Energy Build. 2022, 275, 112426. [CrossRef]

22. Lan, T.; Jermsittiparsert, K.; TAlrashood, S.; Rezaei, M.; Al-Ghussain, L.; AMohamed, M. An advanced machine learning based
energy management of renewable microgrids considering hybrid electric vehicles’ charging demand. Energies 2021, 14, 569.
[CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

https://doi.org/10.1007/s00202-022-01509-4
https://doi.org/10.1016/j.rser.2021.110992
https://doi.org/10.1016/j.solmat.2023.112289
https://doi.org/10.1016/j.apenergy.2021.117770
https://doi.org/10.3390/en15197381
https://doi.org/10.1016/j.rser.2019.109523
https://doi.org/10.1016/j.enconman.2019.111799
https://doi.org/10.1016/j.energy.2021.122036
https://doi.org/10.1016/j.asoc.2022.109314
https://doi.org/10.1109/TSG.2021.3070959
https://doi.org/10.1016/j.apenergy.2021.117857
https://doi.org/10.3390/electronics10111261
https://doi.org/10.1016/j.apenergy.2022.119432
https://doi.org/10.1016/j.scs.2021.103163
https://doi.org/10.1002/er.7374
https://doi.org/10.1016/j.ijepes.2020.106461
https://doi.org/10.1016/j.jfranklin.2022.06.048
https://doi.org/10.1016/j.enbuild.2022.112426
https://doi.org/10.3390/en14030569

	Introduction 
	Related Works 
	System Model 
	Methodology 
	Performance Analysis 
	Conclusions 
	References

