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Abstract: With accelerating grid decarbonization and technological breakthroughs, grid-connected
photovoltaic (PV) systems are continuously connected to distribution networks at all voltage levels.
As the grid interaction interfaces between PV panels and the distribution network, PV inverters must
operate flawlessly to avoid energy and financial losses. As the failure of semiconductor switches
is the leading cause of abnormal operation of PV inverters and typically cannot be detected by
internal protection circuits, this paper aims to develop a method for the autonomous diagnosis
of semiconductor power switch open-circuit faults in three-phase grid-connected PV inverters. In
this study, a ReliefF-mRMR-based multi-domain feature selection method is designed to ensure the
completeness of the fault characteristics. An NGO-HKELM-based classification method is proposed
to guarantee the desired balance between generalization and exploration capability. The proposed
method overcomes the common problems of poor training efficiency and imbalances between
generalization and exploration capabilities. The performance of the proposed method is verified
with the detection of switch OC faults in a three-phase H-bridge inverter and neutral-point-clamped
inverter, with diagnostic accuracy of 100% and 99.46% respectively.

Keywords: photovoltaic inverters; fault detection; fault localization; maximum relevance-minimum
redundancy; hybrid kernel extreme learning machine; northern goshawk optimization

1. Introduction

With the rapid growth of the global economy, human society has demonstrated drasti-
cally increasing energy demand. Using conventional fossil energy sources results in high
CO2 emissions, which not only accelerates global warming but also has detrimental impacts
on biodiversity, ecosystems, and a sustainable human living environment [1,2]. To alleviate
the severe climate problem, countries worldwide are accelerating the replacement of fossil
fuels with inexhaustible renewable energies such as wind and solar [3,4]. As opposed to
wind power, whose exploration requires an open area rich in wind all year around, dis-
tributed solar energy systems pose less requirements on the installation place. They can be
mounted on rooftops/walls of buildings including residential houses, factories, shopping
malls, etc. [5–7]. A grid-tied solar PV system is connected to the power grid via a dedicated
PV inverter that can track the maximum power point of PV arrays. As the grid-interaction
interface, the stable operation of PV inverters is crucial for avoiding potential profit losses
and potential interference in the power grid [8]. According to a survey of a PV plant, PV
inverter failures can account for 21% of unscheduled maintenance events [9]. The failure
of a PV inverter is mostly due to the failure of its subsystems or components (e.g., power
switches, diodes, capacitors, etc.) [10]. Based on a questionnaire survey conducted with
different semiconductor manufacturers, it was reported that the leading causes of power
converter failure are harsh environmental conditions, system transients, heavy load or
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overload, and others (e.g., manufacturing design defects and abnormal power cycles). In
contrast, the most vulnerable component inside a power converter is the semiconductor
device, including the high-frequency power switches and diodes, as shown in Figure 1 [11].
Therefore, appropriate fault diagnosis methods have to be proposed to ensure the safe and
reliable operation of PV power systems.
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Figure 1. Potential causes of power converter failure and the possibility of failure for vulnerable
power converter components: (a) potential causes of power converter failure; (b) the possibility of
failure for vulnerable power converter components.

As the failure of semiconductor power switches causes most inverter faults, this paper
focuses on investigating methods for the detection of power switch failures. When a grid-
tied PV inverter has a power switch failure, its grid-side voltage waveform is unaffected.
At the same time, its output AC current typically exhibits a unique time-domain waveform
shape that can be extracted as the label of the particular fault [12,13]. The PV inverter
fault diagnosis process can be divided into two steps: fault feature extraction and fault
diagnosis. Fault feature extraction uses sensor devices to obtain the fault signals that
can be monitored, such as current, voltage, power, etc., record the fault waveforms, and
extract the fault signals’ multi-domain features via signal processing techniques. The
fault feature extraction techniques usually include the state observer method, parameter
estimation method, vector analysis method, spectrum analysis method, wavelet analysis
method, principal element analysis method, empirical modal decomposition method, etc.
For example, Clarke transformation is applied in ref. [14] to extract the voltage pattern of a
three-phase faulty inverter on the Alpha-Beta plane. In ref. [15], a high-frequency voltage
signal is injected into the Alpha-Beta plane, with the induced current response applied to
locate the fault of a three-phase H-bridge inverter. In refs. [16,17], the wavelet transform
technique is applied to identify, separate and group the low-frequency and high-frequency
components of a PV inverter’s fault signals. Ref. [18] proposed a fault diagnosis strategy for
three-phase H-bridge inverters that applies empirical mode decomposition to the inverter
output current signals, then calculates the variance contribution of each eigenmode and
selects the dominant eigenmodes as the open-circuit fault features. The selection of fault
features requires the consideration of diagnostic time, accuracy, the extraction difficulty,
etc., and meeting the target device’s fault diagnosis needs.

Fault diagnosis is often combined with machine learning (ML) algorithms to auto-
matically classify and identify faults. Typical methods include neural networks, Bayesian
networks, support vector machines, fuzzy logic reasoning, data mining, and expert ex-
perience. In ref. [19], a back propagation neural network (BPNN) is applied to diagnose
the fault types of a PV inverter based on its output current characteristics. Ref. [20] offers
a Bayesian classifier-based fault diagnosis method for a three-phase inverter where the
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grid-side voltages measured for different fault modes are used as the training data. In
ref. [21], a secondary classification fault diagnosis strategy based on PCA-SVM has been
proposed to distinguish two groups of similar faults that occur in cascaded PV inverters.
To improve the learning speed of feedforward neutral networks, extreme learning machine
(ELM) is proposed with proven performance in multi-class classification [22]. To further
enhance the non-linear handling capability of ELM, kernels of different types are integrated
into ELM to form the hybrid kernel ELM (HKELM). However, the generalization and
exploration capability of HKELM is strongly affected by the kernel types and HKELM
parameters [23]. To further enhance the performance and stability of HKELM in anomaly
detection, this paper combines HKELM with an advanced swarm-based algorithm named
northern goshawk optimization (NGO). In this way, the parameters of kernels and ELM
will be optimized to pursue the best performance of HKELM. The advantages and disad-
vantages of the ML-based fault diagnosis techniques commonly applied to PV inverters
are tabulated in Table 1. As summarized in Table 1, the abovementioned methods can
capture the complex relationship between fault features and fault modes to some extent.
However, their fault diagnosis performance is highly dependent on the selected feature sets,
the applied model structure, and hyperparameters. The widely applied experience-based
model construction approach with suboptimal model settings tends to underperform the
fault diagnosis model. When compared to the above-mentioned fault diagnosis methods,
the main improvements of the proposed NGO-HKELM-based fault diagnosis method are
as follows: (1) the completeness of fault information is captured by the proposed ReliefF-
mRMR-based multi-domain fault feature selection method; (2) the balance between the
generalization and exploration capabilities is ensured by the hybrid kernels; (3) optimal
hyperparameters are guaranteed by the NGO optimizer.

Table 1. Advantages and disadvantages of the ML-based fault diagnosis techniques commonly
applied to PV inverters.

ML-Based Fault Diagnosis
Technique Advantages Disadvantages

BP neural network (e.g., [19])
(1) simple network structure;
(2) easy to implement;
(3) no requirement for parameter tuning;

(1) slow convergence speed;
(2) local minimum;
(3) sensitive to initial values.

Bayesian networks (e.g., [20])

(1) simple network structure;
(2) can handle multi-class problems;
(3) excellent performance for small-scale
problems.

(1) high computational cost;
(2) difficult to implement;
(3) performance deteriorates with large-scale
problems.

SVM (e.g., [24])
(1) can deal with nonlinear data via kernel;
(2) good generalization capability;
(3) can handle high-dimensional data.

(1) computationally intensive;
(2) performance affected by the choice of
kernel;
(3) limited to two-class problems (but can be
indirectly applied to muti-class problems).

Decision trees (e.g., [25])

(1) simple structure;
(2) easy to interpret and implement;
(3) can handle both outliers and missing
values.

(1) overfitting can occur;
(2) biased decisions can occur;
(3) structure of decision trees is sensitive to
the data.

Proposed NGO-HKELM

(1) improved global and local optimization
ability in anomaly detection;
(2) good generalization capability;
(3) fast and efficient learning speed;
(4) optimized HKELM parameters;
(5) can handle large multi-class problems.

(1) increased computational costs;
(2) performance is affected by the predefined
hybrid kernels.

Inspired by the existing research, this paper proposes a novel fault diagnosis method
for reliably and precisely identifying faults in three-phase grid-connected PV inverters due
to failures of their semiconductor power switches. The main contributions of this research
are summarized below:
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(i) As PV inverter faults are mainly caused by the failure of semiconductor power
switches such as IGBTs and MOSFETs, this paper thoroughly investigates the fault op-
eration modes and features of conventional three-phase grid-connected PV inverters
due to the failure of semiconductor power switches.

(ii) As the characteristics of PV inverter faults are weak, multi-domain fault feature indices
are considered, and a novel ReliefF-mRMR-based feature set extraction method is
proposed to find the most appropriate fault feature set.

(iii) A novel NGO-HKELM-based fault diagnosis technique is proposed where the hyper-
parameters of HKELM can be internally optimized without relying on the experience-
based hyperparameter tuning process. The results show that the proposed fault
diagnosis technique performs outstandingly in the fault diagnosis of three-phase
PV inverters.

The paper is structured as follows: Section 2 starts with a review of conventional
topologies and control strategies of three-phase grid-connected PV inverters, followed by
an analysis of the fault operation modes and features. Afterwards, a ReliefF-mRMR-based
multi-domain fault feature extraction method and an NGO-HKELM-based fault diagnosis
technique are proposed. The performance of the proposed fault diagnosis method is
evaluated in Section 3, and the main conclusions are summarized in Section 4.

2. Materials and Methods
2.1. Conventional Topologies and Control Circuits of Grid-Connected PV Inverters

As the interaction interfaces between PV arrays and the power grid, PV inverters
convert the DC power generated from PV panels to an AC form that the power grid can
adopt. It is imperative to ensure that PV inverters operate without interruption under cyclic
power fluctuations and temperature deviations. As the topology and control circuits have
a deterministic impact on the fault operation modes and multi-domain fault features of PV
inverters, analysis of the conventional topologies and control circuits of three-phase grid-
connected PV inverters is required. As the most widely used and well-proven PV inverter
topologies, H-bridge inverters and neutral-point clamped (NPC) PV inverters are the basis
for many improved and advanced PV inverter topologies, such as the cascaded H-bridge
multilevel inverter [26,27], five-level NPC with self-balanced switched-capacitor [28], and
seven-level active boost NPC inverter [29,30]. The general topologies of H-bridge inverters
and NPC inverters are shown in Figure 2, and they are made up of DC-link capacitors,
diodes and insulated gate bipolar transistor (IGBT) based power switching devices. H-
bridge inverters are featured by simple structure and control circuit, easy implementation,
and low investment cost. However, due to the low utilization rate of DC-link voltage, the
AC output current of H-bridge inverters is rich in high-frequency harmonics, resulting in
higher requirements for grid-side EMI filters [31]. Accordingly, H-bridge inverter topology
is mainly for low-power PV applications (e.g., residential grid-connected PV systems) that
do not have stringent power quality requirements. NPC inverter topology is introduced
to improve the DC-link voltage utilization ratio and alleviate the voltage stress on power
switches, for which its output voltage has multiple levels [32]. Although this configuration
is capable of reducing harmonics in both the output voltage and current, the NPC inverter
topology is usually applied for medium-power PV applications due to the doubled number
of power switches, additional clamping diodes (as opposed to H-bridge inverter topology),
complicated control circuit design, and potential voltage deviation at the neutral point [33].

Apart from the topology of the inverter, its control circuit directly affects the fault
operation modes and features. As illustrated in Figure 3, the control circuit of a PV inverter
can be divided into four parts: the DC-link voltage control, grid synchronization, current
control and pulse width modulation (PWM). The DC-link voltage control maintains the
DC-link voltage at its reference value, while the grid synchronization transforms the
three-phase (ABC) signal into a dq0 rotating frame (to facilitate the design of the control
system). The current control is to inject a pure sinusoidal current into the grid while
maintaining the system operating at a unity power factor. Finally, the gate signals for the
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power switches are obtained from the PWM technique. The four parts are correlated, as in
Figure 4, together constituting a three-phase PV inverter’s outer voltage and inner current
closed-loop control [31,34]. As the gate signals for high-frequency power switches are
generated from the control circuit, the diversity of control strategies can result in different
fault operation modes and features. A review of the state-of-the-art control strategies
applied to three-phase PV inverters can be found in [34].
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Figure 2. Typical topologies of three-phase grid-connected PV inverters: (a) H-bridge PV inverters;
(b) neutral-point clamped PV inverters.
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2.2. Analysis of the Fault Operation Modes and Features of Grid-Connected PV Inverters

An analysis of the fault operation modes and multi-domain characteristics is required
to select appropriate fault features for three-phase grid-connected PV inverters. As the
failures of semiconductor switches are the most likely causes of PV inverter faults, this
section focuses on investigating the fault operation modes and features of three-phase PV
inverters with failures of semiconductor switches. The faults of semiconductor switches
can be divided into short-circuit and open-circuit faults. When a short-circuit fault of a
semiconductor switch occurs, it is often difficult to diagnose since the fault exists for a very
short time (within 10 µs). In most PV inverter circuit designs, the short-circuit detection and
overcurrent protection circuits are generally integrated into the driver circuit. Moreover,
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the short-circuit faults of semiconductor switches cannot last for an extended period and
are usually converted into open-circuit faults in the form of permanent damage to switch
modules. Unlike short-circuit faults, when an open-circuit fault occurs in a power switch
module, the system does not immediately fail. Still, it works in an abnormal operating
condition that is likely to cause secondary faults in connected devices, resulting in more
significant losses. Therefore, only the open-circuit (OC) faults of semiconductor switches
are considered in this paper. In addition, as the DC-link voltage is ideally maintained at its
reference value with negligible high-frequency ripples superimposed, the DC-link voltage
is represented as a controllable DC voltage source in the following subsections.
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2.2.1. Fault Operation Modes and Features of a Three-Phase H-Bridge Inverter

As a conventional power conversion module in distributed PV applications, the three-
phase H-bridge inverter is vital in ensuring the regular operation of the whole solar PV
system. The general topology of a three-phase H-bridge inverter circuit using IGBTs as
power tubes is shown in Figure 4 and can be regarded as a system made up of three identical
single-phase half-bridge inverter circuits. In Figure 4, S1–S6 are IGBTs and VD1–VD6 are
current-continuing diodes.

In the operation of a three-phase H-bridge inverter with IGBTs as power tubes, the
probability of more than two IGBTs failing simultaneously is very low and can result in
the immediate collapse of the whole system. Accordingly, it is assumed that at most two
IGBTs may fail at the same time. Such fault cases can be divided into four types: (i) normal
operation state, (ii) single IGBT failure, (iii) the two failed IGBTs located on the same bridge
arm, and (iv) the two failed IGBTs located on different bridge arms, as tabulated in Table 2.
In Table 2, Sx indicates that the IGBT labeled Sx alone has an OC fault, while SxSy suggests
that the two IGBTs labeled Sx and Sy have OC faults simultaneously. It is observed from
Table 2 that there are a total of 22 different fault modes. The grid-side current waveforms
of a three-phase H-bridge PV inverter under four types of OC faults are illustrated in
Figure 5. It is observed that the three-phase H-bridge inverter can still operate under
the considered OC faults of the IGBTs and exhibit a diversified waveform shape of the
inverter grid-side current. As the fault currents are rich in high-frequency harmonics, using
frequency-domain feature indices may facilitate fault diagnosis.
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Table 2. Fault classification of three-phase H-bridge inverter.

Types of OC Faults Failure Situation Faulty Device Name Number of Fault
Modes

Type I Normal operation state / 1

Type II Single IGBT failure S1, S2, S3, S4, S5, S6 6

Type III
The two failed IGBTs
located on the same

bridge arm
S1S4, S3S6, S2S5 3

Type IV
The two failed IGBTs
located on different

bridge arms

S1S2, S1S3, S1S5, S1S6,
S2S3, S2S4, S2S6, S3S4,
S3S5, S4S5, S4S6, S5S6

12
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Figure 5. Illustration of the grid-side current waveform of a three-phase H-bridge inverter under
different types of OC faults: (a) Type I; (b) Type II; (c) Type III; (d) Type IV.

2.2.2. Fault Operation Modes and Features of a Three-Phase NPC Inverter

A distributed solar PV system based on a three-phase neutral point clamped (NPC)
inverter is shown in Figure 6. As opposed to the three-phase H-bridge inverter, the number
of IGBTs used by an NPC inverter is doubled, resulting in higher fault risks and increased
complexity of switch fault diagnosis.

As the NPC inverter is three-phase symmetrical, its operating states can be analyzed on
a single inverter bridge arm. As illustrated in Figure 7, the NPC inverter has three operating
states (the P state, O state and N state in Table 3). The solid blue line represents the positive
direction of the current, and the dashed red line represents the negative direction of the
current. By neglecting the voltage drop across the on-state switches, Sa1 and Sa2 are turned
on in the P state, and Sa3 and Sa4 are turned off. The potential of point A is always equal
to that of point P, and the output voltage is Ud/2. In the O state, Sa2 and Sa3 are turned
on, and Sa1 and Sa4 are turned off. The potential of point A is always equal to point O’s,
and the output voltage is 0. In the N state, Sa3 and Sa4 are turned on, and Sa1 and Sa2 are
turned off. The potential of point A is always equal to point N’s, and the output voltage is
−Ud/2. The output voltage and the corresponding operating states are given in Table 3.
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The inverter has three levels of output voltage: Ud/2, 0, and −Ud/2, and it is called a
three-level inverter. Moreover, Sa2 and Sa3 switch on and off more frequently and for longer
periods than the other switches, resulting in higher fault risks. The switching states of Sa1
and Sa3 and Sa2 and Sa4 are always complementary, and Sa1 and Sa4 cannot be turned on
simultaneously. In addition, from the perspective of control methods, there will never be
a direct switch between the P and N states, and there must be an O state for transition.
Therefore, the devices’ voltage is only half of the DC voltage, introducing a high safety
margin.
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Figure 6. Illustration of a simplified three-phase NPC inverter.
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the positive and negative current flow directions, respectively).

Table 3. Output voltage and operating states of a three-phase NPC inverter.

Operating State Sa1 Sa2 Sa3 Sa4 Output Voltage

P state ON ON OFF OFF Ud/2
O state OFF ON ON OFF 0
N state OFF OFF ON ON −Ud/2
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As a three-phase NPC inverter has twice the number of IGBTs compared to a three-
phase H-bridge inverter, its potential fault cases also become more complicated. When
the number of IGBT device faults on a particular bridge arm of the NPC inverter exceeds
two, the bridge arm has no output at all, and the PV system immediately stops working
due to internal protection. Therefore, only the fault cases where the number of failed
IGBTs does not exceed two are considered here. As in Table 4, the OC faults of the PV
system can be divided into four types: the first type is the normal operation of the NPC
inverter, in which the IGBT devices are operating smoothly. The second type is the single
IGBT failure, resulting in 12 fault cases depending on where the faulty IGBT is located.
The single OC fault of an IGBT can be represented as San(n = 1, 2, 3, 4). The third type
refers to the scenario of two failed IGBTs located on the same bridge arm, which make up
12 fault modes. The fourth type is the scenario of two failed IGBTs located on different
bridge arms, constituting 48 fault modes. As there are 73 fault modes, appropriate feature
indices and fault classifiers are required. The grid-side current waveforms of a conventional
three-phase NPC inverter under four types of OC faults are illustrated in Figure 8. It is
noticed that Type III and Type IV OC faults have very similar time-domain waveform
shapes, indicating the requirement for proper frequency-domain fault feature indices.

Table 4. Fault classification of three-phase NPC inverter.

Types of OC Faults Failure Situation Faulty Device Name Number of Fault Modes

Type I Normal operation state / 1

Type II Single IGBT failure
Sa1, Sa2, Sa3, Sa4,
Sb1, Sb2, Sb3, Sb4,
Sc1, Sc2, Sc3, Sc4

12

Type III Two failed IGBTs located
on the same bridge arm

Sa1Sa3, Sa1Sa4, Sa2Sa3, Sa2Sa4,
Sb1Sb3, Sb1Sb4, Sb2Sb3, Sb2Sb4,
Sc1Sc3, Sc1Sc4, Sc2Sc3, Sc2Sc4,

12

Type IV Two failed IGBTs located
on different bridge arms

Sa1Sb1, Sa1Sb2, Sa1Sb3, Sa1Sb4,
Sa1Sc1, Sa1Sc2, Sa1Sc3, Sa1Sc4,
Sa2Sb1, Sa2Sb2, Sa2Sb3, Sa2Sb4,
Sa2Sc1, Sa2Sc2, Sa2Sc3, Sa2Sc4,
Sa3Sb1, Sa3Sb2, Sa3Sb3, Sa3Sb4,
Sa3Sc1, Sa3Sc2, Sa3Sc3, Sa3Sc4,
Sa4Sb1, Sa4Sb2, Sa4Sb3, Sa4Sb4,
Sa4Sc1, Sa4Sc2, Sa4Sc3, Sa4Sc4,
Sb1Sc1, Sb1Sc2, Sb1Sc3, Sb1Sc4,
Sb2Sc1, Sb2Sc2, Sb2Sc3, Sb2Sc4,
Sb3Sc1, Sb3Sc2, Sb3Sc3, Sb3Sc4,
Sb4Sc1, Sb4Sc2, Sb4Sc3, Sb4Sc4

48

2.3. ReliefF-mRMR-Based Multi-Domain Fault Feature Selection Method

This section introduces the ReliefF-mRMR-based multi-domain feature selection
method to define the optimal feature set that will be applied for the next-stage fault
classification and detection. It starts with an introduction of the considered multi-domain
features, followed by a comparative analysis of the proposed ReliefF-mRMR-based feature
selection method.

2.3.1. Fault Feature Indices

Before applying artificial intelligence-based fault detection algorithms, it is crucial to
identify and extract appropriate fault feature indices. Fault feature indices can be acquired
either in the time domain or in the frequency domain [9]. Specifically, considered time-
domain feature indices include impulse indicator, crest factor, shape indicator, Kurtosis,
skewness and clearance factor. The considered frequency-domain feature indices are
further divided into type I indices describing the featured frequency and type II indices



Sustainability 2023, 15, 9588 10 of 25

describing the distribution patterns of frequency components. Type I frequency-domain
feature indices include spectral centroid, mean square (MS) frequency, root-mean-square
(RMS) frequency, variance frequency and root variance (RV) frequency. Type II frequency-
domain feature indices include the mean of spectral kurtosis (SK), standard deviation (SD)
of SK, skewness of SK and kurtosis of SK. The formulas for the abovementioned feature
indices are tabulated in Table 5. The next-step fault feature set selection will consider all of
the above-mentioned feature indices. It should be noted that for a three-phase signal, the
feature indices will be calculated for each phase.
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Figure 8. Illustration of the grid-side current waveform of a three-phase NPC inverter under different
types of OC faults: (a) Type I; (b) Type II; (c) Type III; (d) Type IV.

Table 5. Considered multi-domain fault feature indices.
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2.3.2. ReliefF-mRMR-Based Fault Feature Selection

To find the unique pattern of a specific fault signal (so that the fault classifier can
detect it), an appropriate feature set has to be defined from the diversified time-domain
and frequency-domain feature indices introduced in Section 2.3.1. To acquire the most
suitable feature set from the numerous random combinations of features, feature selection
techniques are required. Various feature selection techniques have been proposed in the
existing literature, including principal component analysis (PCA) [35], the ReliefF [36]
and the minimum redundancy maximum relevance (mRMR) [37], Pearson correlation,
Euclidean distance, the cosine coefficient [38], etc. Among all these techniques, the ReliefF
and mRMR methods are still the most widely used feature selection approaches. Specifically,
the ReliefF method ranks the features based on their calculated weights (indicating the
importance of features) [39,40]. The ReliefF method first sets the weights of all features to
zero and iteratively selects a random sample Si. For each sample Si, the ReliefF method
rewards features that give different values to nearby samples of other classes and penalizes
features that give different values to nearby samples of the same class [40]. The main
drawback of the ReliefF method is that it only considers the correlations between features
and the sample classes without considering the correlations among the features, resulting
in the redundancy of selected features and a suboptimal feature set. Unlike the ReliefF
method, the mRMR method ranks features according to the mutual information (MI) of
features. Feature with the highest relevance (i.e., largest MI) to the target sample class and
the lowest correlations (i.e., smallest MI) with the other features will be ranked in priority
order [40]. Although the mRMR method considers the relationships among features, it
treats all features equally without considering the fact that different features can have
distinct contributions to the target sample class.

To tackle the inherent disadvantages of the ReliefF and mRMR methods and achieve
their complementary advantages, this paper applies a ReliefF-mRMR-based fault feature
selection method. It first applies the ReliefF method to calculate the weights of all available
features and ranks features based on their weights. Afterwards, features with weights
below predefined threshold values are discarded. The remaining features are then reranked
with the mRMR method, and the first m features are selected from the optimal feature set
(m is the required number of features). The whole procedure of the ReliefF-mRMR-based
fault feature technique is illustrated in Figure 9.

Sustainability 2023, 15, x FOR PEER REVIEW 12 of 26 
 

To tackle the inherent disadvantages of the ReliefF and mRMR methods and achieve 

their complementary advantages, this paper applies a ReliefF-mRMR-based fault feature 

selection method. It first applies the ReliefF method to calculate the weights of all available 

features and ranks features based on their weights. Afterwards, features with weights be-

low predefined threshold values are discarded. The remaining features are then reranked 

with the mRMR method, and the first m features are selected from the optimal feature set 

(m is the required number of features). The whole procedure of the ReliefF-mRMR-based 

fault feature technique is illustrated in Figure 9. 

 

Figure 9. Illustration of the ReliefF-mRMR-based fault feature selection approach. 

Figure 10 compares the accuracy among the ReliefF-mRMR, ReliefF, and mRMR 

methods in a BPNN-based fault diagnosis of a three-phase H-bridge inverter. The number 

of features gradually increases from 3 to 36, with a step of 3. It turns out that ReliefF has 

better accuracy than mRMR when the number of selected features is small. When the 

number of selected features is above a certain value, mRMR has better accuracy than Re-

liefF. ReliefF-mRMR combines the merits of both methods and achieves the highest accu-

racy. 

 

Figure 10. Comparison of the accuracy of the ReliefF-mRMR method, the ReliefF method and the 

mRMR method in a BPNN-based fault diagnosis of a three-phase H-bridge inverter. 

2.4. NGO-HKELM-Based Fault Diagnosis Method 

Once the fault feature set is defined, the next step is to select an appropriate fault 

diagnosis method to detect any abnormal operation patterns of PV inverters and locate 

the faulty power electronic components. This section proposes an NGO-HKELM-based 

fault diagnosis method to enhance the stability and classification capability of the conven-

tional KELEM-based fault diagnosis method. 

Fault signals Feature extraction

Acquire the 

optimal 

feature set
F3 F1 F5 ... F7

1
st

2
nd

3
rd

Rank

Features

n
th

F3 F5 F4 ... F9

1
st

2
nd

3
rd

Rank

Features

n
th... ...

ReliefF based feature 

ranking
Discard features with weight 

below the threshold value

F4 F9 F5 ... F2

1
st

2
nd

3
rd

Rank

Features

n
th...

mRMR based feature ranking

1. Data processing and 

feature extraction

2. Feature selection

Time domain

Frequency domain

Entropy0.4 0.5 0.6

-25

-20

-15

-10

-5

0

5

S
ig

n
al

Time (s)

 
 
 
 
 

0 3 6 9 12 15 18 21 24 27 30 33 36 39

50

60

70

80

90

100

A
c
c
u

ra
c
y

 (
%

)

Number of features

 ReliefF-mRMR

 ReliefF

 mRMR

Figure 9. Illustration of the ReliefF-mRMR-based fault feature selection approach.

Figure 10 compares the accuracy among the ReliefF-mRMR, ReliefF, and mRMR
methods in a BPNN-based fault diagnosis of a three-phase H-bridge inverter. The number
of features gradually increases from 3 to 36, with a step of 3. It turns out that ReliefF
has better accuracy than mRMR when the number of selected features is small. When the
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number of selected features is above a certain value, mRMR has better accuracy than ReliefF.
ReliefF-mRMR combines the merits of both methods and achieves the highest accuracy.
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Figure 10. Comparison of the accuracy of the ReliefF-mRMR method, the ReliefF method and the
mRMR method in a BPNN-based fault diagnosis of a three-phase H-bridge inverter.

2.4. NGO-HKELM-Based Fault Diagnosis Method

Once the fault feature set is defined, the next step is to select an appropriate fault
diagnosis method to detect any abnormal operation patterns of PV inverters and locate the
faulty power electronic components. This section proposes an NGO-HKELM-based fault
diagnosis method to enhance the stability and classification capability of the conventional
KELEM-based fault diagnosis method.

2.4.1. NGO-Based Optimization Technique

The NGO-based optimization technique is a novel swarm intelligence-based algorithm
proposed by Mohammad Dehghani, with competitive performance compared to other
well-known metaheuristic algorithms such as PSO, GA, GWO, etc. [41,42]. The main idea
behind the algorithm is to emulate the behavior of a northern goshawk while hunting and
catching prey [42]. The hunting behavior of the northern goshawk can be further divided
into two phases: the prey identification phase and the chase and escape phase. Different
mathematical models are formulated for the two phases.

(a) Phase one: prey identification phase

During the first phase of its hunting behavior, the northern goshawk will randomly
select a prey and attack it, reflecting the global exploration capability of the NGO algorithm.
First, the positions of all northern goshawks (representing the populations) are initiated
under the constraints of position boundaries. Then, for each northern goshawk, its position
value Xi (representing the solution of the control variable) is updated by comparing the ob-
jective functions between the current position of the northern goshawk Xi and its randomly
selected prey position PRi. The behavior of phase one can be represented by (1)–(3).

PRi = Xk, i = 1, 2, . . . , N; k = 1, 2, . . . , i− 1, i + 1, . . . , N (1)

xup,s1
i,j =

xi,j + r
(

pri,j − Ixi,j

)
, FPRi < Fi

xi,j + r
(

xi,j − pri,j

)
, FPRi ≥ Fi

(2)

Xi =

{
Xup,s1

i , Fup,s1
i < Fi

Xi, Fup,s1
i ≥ Fi

(3)
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where: the prey position for ith northern goshawk, PRi, is randomly selected initially, and
its position value at jth dimension is represented by pri,j; k is a random integer number
within [1, N]; xi,j is the position value at jth dimension, and its updated value is represented

by xup,s1
i,j ; Xi refers to the position of ith northern goshawk, and its updated solution is

represented by Xup,s1
i ; the objective function values of PRi, Xi and Xup,s1

i are represented

by FPRi , Fi and Fup,s1
i , respectively; r is a random number in [0, 1] and I is a random number

equaling 1 or 2.

(b) Phase two: the chase and escape phase

Once the target prey is located and attacked by the northern goshawk, it will start
to escape under the chase by the northern goshawk. The basic assumptions made for the
chase and the escape stage are: (1) the northern goshawk can eventually capture the target
prey in almost any situation; (2) the chasing range of the northern goshawk is a cycle with
center and radius of xi,j and R, respectively; (3) the chasing area is constantly shrinking with
the increasing count of chasing behaviors (representing the increasing iteration number).
In this stage, the exploitation capability of the algorithm is enhanced via the local search.
The process of the chase and escape phase can be represented by (4)–(6).

xup,s2
i,j = xi,j + R(2r− 1)xi,j (4)

R = 0.02
(

1− it
T

)
(5)

Xi =

{
Xup,s2

i , Fup,s2
i < Fi

Xi, Fup,s2
i ≥ Fi

(6)

where: R is the radius of the search cycle; Xup,s2
i is the updated position of ith northern

goshawk, and its value at jth dimension is represented by xup,s2
i,j ; the objective function

value of Xup,s2
i is represented by Fup,s2

i ; it and T refer to the current iteration number and
the maximum iteration number, respectively.

2.4.2. HKELM-Based Fault Classification

As the randomly generated input weights and hidden bias of extreme learning ma-
chine (ELM) can result in strong fluctuation of classification accuracy, kernel extreme
learning machine (KELM) is applied where the original sigmoid and Gaussian function-
based mapping function are replaced by kernel functions with outstanding non-linear
mapping capability [43,44]. The added kernel functions bring KELM improved perfor-
mance on classification tasks [44]. KELM’s typically applied kernel functions include
polynomial kernel function, radial basis function (RBF) based kernel function, Gaussian
kernel function, linear kernel function, etc. As the selection of kernel functions directly
affects the classification accuracy of KELM, it is crucial to select the appropriate kernel func-
tion type [45]. For example, the polynomial kernel function features good generalization
capability but relatively poor learning capability. In contrast, the linear kernel function
features good learning capability but poor generalization capability. Therefore, to further
improve the performance stability of KELM, HKELM is introduced, and the single kernel
function of KELM is replaced by a hybrid kernel function that combines several different
kernel functions. For example, for a hybrid kernel function with a mixture of polynomial
and RBF kernel functions, its mathematical expression is represented by Equations (7)–(10).
It should be noted that different selections of kernel parameters and the weighting coeffi-
cients of kernel functions directly affect the performance of the final HKELM-based fault
classification. Specifically, the polynomial kernel function is a type of global kernel and is
featured by prominent generalization capability and poor learning capability. In contrast,
the RBF kernel is a type of local kernel with superior local exploration capability and poor
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generalization capability. Therefore, fine-tuning with a weighing coefficient is crucial for
achieving the desired balance between stability and classification performance.

KHKELM(x, xi) = c1Kpoly(x, xi) + c2KRBF(x, xi) (7)

Kpoly(x, xi) = (x·xi + c3)
d (8)

KRBF(x, xi) = exp

(
−||x− xi||2

σ2

)
(9)

c1 + c2 = 1 (10)

where: KHKELM(x, xi), Kpoly(x, xi) and KRBF(x, xi) refer to the hybrid kernel function, the
polynomial kernel function and the RBF kernel function, respectively; c3 and d are the
kernel parameters of Kpoly(x, xi), while σ is the kernel parameter of KRBF(x, xi); c1 and c2
are the weighting coefficients of Kpoly(x, xi) and KRBF(x, xi), respectively, and are in the
range of [0, 1].

The general structure of the HKELM-based fault classification algorithm is illustrated
in Figure 11. For a sample set (X, Y) where X refers to the input feature sets of samples and
Y refers to the output label sets of samples, the acquisition of output weights βHKELM(x)
under HKELM can be expressed as (11), which will decide the output label. Apart from
the kernel parameters and the weighting coefficients of kernel functions, the regularization
coefficient, C, also affects the classification performance of HKELM. A large value of C
can improve the accuracy of HKLEM, whereas a small value of C can enhance the gener-
alization capability of HKELM. Accordingly, it is imperative to define the optimal value
set of kernel parameters, the kernel function weighting coefficients and the regularization
coefficient to achieve harmonization among the generalization capability, performance
stability, and accuracy. More details on the implementation procedure for HKELM can be
found in [45–47].

βHKELM(x) =


KHKELM(x, x1)
KHKELM(x, x2)

...
KHKELM(x, xn)


(

ΩHKELM +
I
C

)−1
Y (11)

where: ΩHKELM refers to the hybrid kernel matrix, and I and C refer to the diagonal matrix
and the regularization coefficient, respectively.
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2.4.3. An NGO-HKELM-Based Fault Diagnosis Technique

As discussed in Section 2.4.2, the performance of HKELM is mainly determined by
kernel parameters, weighting coefficients of selected kernel functions and the regularization
coefficient, assuming the considered kernel function types are predefined. To pursue the
optimal parameter set of HKELM, the NGO-based optimization technique is integrated
into the HKELM algorithm, and the resultant NGO-HKELM-based classification algorithm
has its flowchart illustrated in Figure 12. Specifically, the basic parameters of the NGO
algorithm are first defined, and the HKELM parameter sets are randomly initiated within
their considered boundaries. Then, the generated HKELM parameter sets are fed to the
HKELM-based classification algorithm, and their corresponding classification accuracy
values (for both the training dataset and the test dataset) are taken into the objective
function (12) to create the initial populations of the northern goshawk. Afterwards, the
positions (corresponding to the parameter sets of HKELM) of northern goshawks are
updated via the prey identification phase (using (1)–(3)) and the ensuing chase and escape
phase (using (4)–(6)). During the two-stage optimization process, the parameter sets of
HKELM are fed to the HKELM-based classification model, with the updated model tested
on the multi-domain feature sets and the corresponding label sets. After the performance
evaluation of the revised classification model, the retrieved accuracy values for the training
and test datasets are again returned to the NGO algorithm for further optimization of the
HKELM parameter set.

Fi = 1− acctrain,i + acctest,i

2
(12)

where: acctrain,i and acctest,i refer to the classification accuracy values of the training dataset
and the test dataset, respectively, while Fi is the objective function of ith northern goshawk.
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Based on the selected multi-domain feature set, the ReliefF-mRMR-based feature
selection technique and the proposed NGO-HKELM-based classification algorithm, a novel
fault diagnosis technique for PV inverters is derived, with its implementation procedure
shown in Figure 13. The main steps are summarized as follows:
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Figure 13. The general procedure of the proposed NGO-HKELM-based fault diagnosis technique for
PV inverters.

Step 1: Analyze the fault operation modes of the three-phase PV inverter under test
and define the switch fault types (as in Section 2.2). Conduct the fault tests either via
simulations or laboratory experiments and record the current signals measured at the grid
integration point of the PV inverter.

Step 2: Apply appropriate data processing techniques (e.g., filtering, resampling,
interpolation, FFT/DFT and wavelet transform) to the collected signal set and extract the
considered multi-domain features (i.e., the fault feature indices presented in Table 5). Apply
the ReliefF-mRMR-based fault selection technique to define the optimal feature set and
remove the redundant features. Create a dataset for the training of the fault classifier.

Step 3: Split the dataset into training and test datasets based on cross-validation. Train
the NGO-HKELM-based classifier for which the kernel parameters, the kernel function
weighting coefficients and the regularization coefficient are internally optimized by the
NGO optimizer. The output weights of the NGO-HKELM classifier are then applied to
locate the fault type. The accuracy of the final NGO-HKELM classifier is validated on the
test dataset.
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Step 4: Retrieve the finely trained NGO-HKELM classifier and apply it to the fault
detection and diagnosis of real-time signals of PV inverters.

3. Performance Evaluation

To evaluate the performance of the proposed fault diagnosis technique for PV invert-
ers, two commercially available grid-connected PV inverters are tested on a laboratory
testbed, followed by developing their representative component-based model (CBM). The
developed CBMs will be further used to perform comprehensive fault simulations and
generate the required dataset to train the NGO-HKELM classifier. The performance of the
proposed fault diagnosis technique will be further compared to conventional classifiers,
including BP neural network (BPNN), decision tree (DT) and support vector machine
(SVM).

3.1. Testbed Setup and Component-Based PV Inverter Model Build-Up

To train the proposed NGO-HKELM classifier, a collection of PV inverter fault signals
is required. For a grid-connected PV inverter, obtaining fault signals of all types is chal-
lenging and will significantly affect the accuracy of the trained NGO-HKELM classifier.
Although fault data collection can be conducted in a laboratory environment, irreversible
damage to the PV inverters may occur during fault testing. Therefore, component-based
models (CBMs) are built-up for two commercially available three-phase grid-connected
PV inverters. Then, comprehensive fault simulations of semiconductor power switches are
conducted to collect the fault signals that will be applied for the next-stage fault classifier
training.

The testbed setup for three-phase grid-connected PV inverters is illustrated in Figure 14.
It consists of a three-phase programmable power source, impedance section module, data
acquisition system, breakers, three-phase PV inverter under test, the PV panel emulator
(programmable DC source) and a load for dissipating the power generated from the PV
system. The testbed is fully automated via a central control PC, and the SCPI commands
are exchanged among several programmable devices via GPIB or RS-232 port. With the aid
of the laboratory testbed, the two PV inverters are tested at different operating powers (in a
range from 70% Prated to 100% Prated, where Prated is the rated power of the PV inverter), with
their input and output voltage and current waveforms recorded. The basic information on
the two PV inverters is tabulated in Table 6. Specifically, PVI-A is a three-phase H-bridge
inverter rated at 10 kW, while PVI-B is a three-phase NPC inverter rated at 15 kW.

Table 6. Basic information on the two grid-connected PV inverters under test.

PVI-A PVI-B

Topology H-bridge NPC
Rated power (kW) 10 15
Rated current (A) 14.5 21
Phase connection Three-phase Three-phase

Based on the pre-knowledge of the circuit topologies of the two inverters under test,
their generalized CBMs are first developed, followed by tuning the circuit and control
parameters to match the measurements and simulation results. The circuit schematics of
developed CBMs for the three-phase H-bridge inverter and the three-phase NPC inverter
are shown in Figure 15, with their finely tuned model parameters in Table 7. To consider
the possible parameter deviations between the developed CBM model and the actual
PV inverter device, a standard deviation of 20% is applied to the parameter value of the
electrical components (i.e., parameter values of filter and DC-link capacitor). Moreover,
to consider the impact of the fluctuating power output from the PV system on the fault
diagnosis, different operating power points of PV inverters are considered (ranging from
70% Prated to 100% Prated, with a step of 10% Prated). For each combination of the above
impact factors, fault tests are performed by using developed CBMs for PVI-A and PVI-B.
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The numbers of simulated fault tests for PVI-A and PVI-B are listed in Table 8. The
simulated grid-side voltage and current waveforms are recorded for each test point to form
the fault database.

Sustainability 2023, 15, x FOR PEER REVIEW 18 of 26 
 

With the aid of the laboratory testbed, the two PV inverters are tested at different operat-

ing powers (in a range from 70% Prated to 100% Prated, where Prated is the rated power of the 

PV inverter), with their input and output voltage and current waveforms recorded. The 

basic information on the two PV inverters is tabulated in Table 6. Specifically, PVI-A is a 

three-phase H-bridge inverter rated at 10 kW, while PVI-B is a three-phase NPC inverter 

rated at 15 kW 

  

(a) (b) 

Figure 14. The testbed setup for three-phase PV inverters: (a) block diagram of the testbed setup; (b) 

actual laboratory testbed. 

Table 6. Basic information on the two grid-connected PV inverters under test. 

 PVI-A PVI-B 

Topology H-bridge NPC 

Rated power (kW) 10 15 

Rated current (A) 14.5 21 

Phase connection Three-phase Three-phase 

Based on the pre-knowledge of the circuit topologies of the two inverters under test, 

their generalized CBMs are first developed, followed by tuning the circuit and control 

parameters to match the measurements and simulation results. The circuit schematics of 

developed CBMs for the three-phase H-bridge inverter and the three-phase NPC inverter 

are shown in Figure 15, with their finely tuned model parameters in Table 7. To consider 

the possible parameter deviations between the developed CBM model and the actual PV 

inverter device, a standard deviation of 20% is applied to the parameter value of the elec-

trical components (i.e., parameter values of filter and DC-link capacitor). Moreover, to 

consider the impact of the fluctuating power output from the PV system on the fault di-

agnosis, different operating power points of PV inverters are considered (ranging from 

70% Prated to 100% Prated, with a step of 10% Prated). For each combination of the above impact 

factors, fault tests are performed by using developed CBMs for PVI-A and PVI-B. The 

numbers of simulated fault tests for PVI-A and PVI-B are listed in Table 8. The simulated 

grid-side voltage and current waveforms are recorded for each test point to form the fault 

database. 

P
V

 in
v
erter

P
ro

g
ram

m
ab

le 

P
V

 p
a
n
el

Three-phase 

programmable 

power source

Equivalent grid 

impedance

V

Data 

acquisition 

system

Control PC

L
o
ad

LSIN A

V

Impedance selection

Emulated power grid

Equipment 

under test

PoC

B1
B2 B3

S1 S2

Standard Commands for Programmable 

Instruments (SCPI)

AA

PV panel 

emulator

Programmable 

source

Load

PV inverter 

under test
Control PCData acquisition 

system

Figure 14. The testbed setup for three-phase PV inverters: (a) block diagram of the testbed setup;
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Figure 15. Developed CBMs for PVI-A and PVI-B: (a) CBM for PVI-A; (b) CBM for PVI-B.
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Table 7. The model parameters for PVI-A and PVI-B.

CBM Parameters for PVI-A CBM Parameters for PVI-B

Input filter L1 = 0.85 mH, L2 = 0.55 mH, C = 12 µF L1 = 0.5 mH, L2 = 0.5 mH, C = 100 µF
DC-link v∗dc = 690 V, Cdc = 600 µF v∗dc = 800 V, Cdc1 = Cdc2 = 1100 µF

DC-link PI controller KP = 1.1, KI = 1 KP = 1.1, KI = 1
Current PI controller KP = 4, KI = 90 KP = 5, KI = 5000

Table 8. The number of simulated fault tests for PVI-A and PVI-B.

Number of Simulated Fault Tests for
PVI-A

Number of Simulated Fault Tests for
PVI-B

Different operating powers 4 (70%, 80%, 90% and 100% Prated) 4 (70%, 80%, 90% and 100% Prated)
Parameter sets 11 11

Fault types 22 73
Total 968 (4 × 11 × 22) 3212 (4 × 11 × 73)

3.2. Comparative Performance Evaluation Results

The multi-domain fault features are extracted and applied with the collected fault
signals to train the proposed NGO-HKELM classifier by following the procedure presented
in Figure 14. The acquired optimal parameter sets of the proposed NGO-HKELM are
tabulated in Table 9. Here, the RBF and polynomial functions are selected to form the
hybrid kernel applied in the NGO-HKELM classifier. In this way, the advantages of
both the local kernel (e.g., the RBF kernel) and global kernel (e.g., the polynomial kernel)
can be complementary to achieve a good balance between the learning capability and
the generalization capability of the classifier. The performance of the proposed NGO-
HKELM classifier is compared to the other three well-known fault classification techniques,
including the BPNN classifier, the SVM classifier and the DT classifier. For the processed
fault datasets for PVI-A and PVI-B, 70% of the data sets are used for classifier training,
while the other 30% are applied for model validation. The classification accuracy will be
evaluated using (13).

Accuracy =
NTP,T + NTP,V

NTP,T + NFP,T + NTP,V + NFP,V
× 100% (13)

where: NTP,T and NTP,V refer to the total number of correct predictions in the training
dataset and test dataset, respectively; NFP,T and NFP,V refer to the total number of wrong
predictions in the training dataset and test dataset, respectively.

The acquired actual class and predicted class for the fault diagnosis of PVI-A and
PVI-B are illustrated in Figures 16 and 17, respectively, with the cross-validation accuracy
tabulated in Table 10. For the fault diagnosis of PVI-A, it is observed from Figure 16 that
the proposed NGO-HKELM classifier has the best accuracy, as opposed to the other three
classifiers, and can correctly identify all 22 OC fault modes (those listed in Table 2) of PVI-A.
The BPNN classifier can accurately identify the 1st~16th and 18th~22nd OC fault modes
but often mistakes the 17th fault mode type for the 22nd fault mode. It indicates that the
BPNN classifier cannot precisely capture the slight difference between the 17th and the
22nd fault modes via the considered feature indices. It is mainly due to the occurrence of
overfitting problems in the process of the BPNN classifier training. The SVM and the DT
classifiers have similar accuracy, and the misprediction only occurs for a few cases (less
than 1% of the total 968 datasets). The prediction error results of the SVM model are owing
to the fact that the default linear kernel cannot perfectly separate the large-scale data that
are highly linearly inseparable. Compared to the other three classifiers, the DT classifier
has the poorest performance in discriminating the different fault modes of the Type IV
OC fault of PVI-A, where the misprediction occurs for the 2nd, 12th~14th and 17th~20th
fault modes. For PVI-A operating under Type IV fault modes, the grid-side AC current
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becomes less distinguishable in both time and frequency domains, and the DT classifier
is incapable of capturing the slight difference between different fault modes due to the
occurrence of overfitting. Similarly, for the fault diagnosis of PVI-B, the NGO-HKELM
classifier can achieve an accuracy above 99%, which is better than that of the other three
classifiers. The conspicuous performance of the NGO-HKELM classifier is attributed to the
superior generalization and exploration capability arising from the utilization of hybrid
kernels and the NGO-based model parameter optimization. Regarding the distribution
patterns of the prediction error results, it turns out that the NGO-HKELM classifier has its
prediction errors roughly evenly distributed across the four types of faults, while the other
three classifiers have their prediction errors occur mostly in the Type IV fault. It indicates
that the NGO-HKELM classifier has more prominent performance in capturing the almost
indistinguishable differences between various fault patterns. In contrast, the BPNN and
SVM classifiers have competitive performance in detecting the Types I~III OC faults due to
their inherent nonlinear mapping capability between fault features and fault modes. The
DT classifier has the worst accuracy compared to the other three, and the misprediction
mostly occurs for the Type IV OC fault of PVI-B, as illustrated in Figure 17d. This is due to
the fact that the DT classifier can easily overfit the training samples when the tree structure
is over-complex.

Table 9. Optimal parameter sets for the proposed NGO-HKELM classifier applied to PVI-A and
PVI-B.

Parameter Set for the
NGO-HKELM Classifier of

PVI-A

Parameter Set for the
NGO-HKELM Classifier of

PVI-B

Types of kernel functions RBF kernel and polynomial
kernel

RBF kernel and polynomial
kernel

Kernel parameters in
Equations (8) and (9) σ = 14.54, c3 = 0.001, d = 1 σ = 12.30, c3 = 243.791,

d = 2.0038

Weighting coefficients of
kernel functions, c1 and c2, in

Equations (7) and (11)
c1 = 0.0112, c2 = 0.9888 c1 = 0.2728, c2 = 0.7272

Regularization coefficient, C
in Equation (11) 19.3252 13.3914

Parameters for NGO
optimizer (population number

Np, number of dimensions
Ndim, and maximum iteration

number itermax)

Np = 50, Ndin = 5, itermax = 20 Np = 50, Ndin = 5, itermax = 20

Table 10. Comparison of the accuracy of the proposed NGO-HKELM classifier, BPNN classifier, the
SVM classifier and DT classifier when applied to the fault diagnosis of PVI-A and PVI-B.

Type of Classifier Fault Diagnosis of PVI-A Fault Diagnosis of PVI-B

NGO-HKELM 100.00% 99.46%
BPNN 98.87% 97.64%
SVM 99.48% 94.98%
DT 99.50% 81.52%

Finally, a comparison of the accuracy of the proposed NGO-HKELM-based fault
diagnosis method and the relevant ML-based fault diagnosis methods in the literature
is conducted, with the outcomes given in Table 11. The considered ML-based classifiers
include BPNN, BN, SVM, DT and random forest (RF). It turns out that the proposed NGO-
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HKELM-based fault diagnosis method achieves the highest accuracy in detecting the switch
OC faults of a three-phase H-bridge inverter and NPC inverter.
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Table 11. Comparison of the accuracy of the proposed NGO-HKELM-based fault diagnosis method
and the relevant ML-based fault diagnosis methods in the literature.

Type of Classifier Inverter Topology Measured Signals Accuracy

NGO-HKELM
Three-phase H-bridge inverter Inverter output current 100%

Three-phase NPC inverter Inverter output current 99.46%
BPNN [19] Three-phase H-bridge inverter Inverter output current /

BN [20] Three-phase H-bridge inverter Inverter output voltage 98.99%
SVM [24] Three-phase H-bridge inverter Inverter output current 95.6%
DT [25] Three-phase H-bridge inverter Inverter output current 96.4%
RF [48] Three-phase NPC inverter Inverter output current 97.27%
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4. Conclusions

In this paper, we proposed an NGO-HKELM-based fault diagnosis method to pre-
cisely and reliably identify three-phase PV inverter faults caused by the OC failure of
semiconductor switches. We investigated the fault operation modes and features of the two
most widely used three-phase PV inverter topologies—the H-bridge inverter topology and
NPC inverter topology. Then, diversified multi-domain fault feature indices were reviewed,
and a ReliefF-mRMR-based fault feature selection technique was introduced, which can
select the optimal feature set for the following classifier training. As the HKELM classifier
has a mixture of different kernel functions, it can achieve a balance between the learning
capability and the generalization capability if only the model parameters are finely tuned.
Therefore, we proposed an NGO-HKELM classifier where the NGO optimizer is applied
to retrieve the optimal parameter set from the training dataset automatically. As the fault
classifier training relies on extensive historical fault datasets that are hard to obtain practi-
cally, we used simulation-generated training datasets instead. Specifically, we developed
two CBMs for a three-phase H-bridge inverter and a three-phase NPC inverter, where
the model parameters were finely tuned via laboratory measurements. Afterwards, the
two CBMs emulated diversified OC faults of semiconductor switches, with the generated
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fault database applied for the fault classifier training. To evaluate the performance of the
proposed NGO-HKELM-based fault diagnosis technique, we compared the fault diagnosis
accuracy of the NGO-HKELM classifier with the other three widely used classifiers, namely
the BPNN classifier, the SVM classifier and the DT classifier. It turned out that the proposed
NGO-HKELM classifier achieved the best accuracy for all of the considered fault cases.
It could accurately predict all of the considered faults of a three-phase H-bridge inverter.
When it was applied to the fault diagnosis of a three-phase NPC inverter, its prediction
accuracy was maintained above 99%. As opposed to the mainstream ML-based fault diag-
nosis methods in PV inverters, the proposed NGO-HKELM-based fault diagnosis method
featured the following superiorities:

(i) The proposed ReliefF-mRMR-based multi-domain fault feature selection method
can capture the most appropriate feature set that ensures the completeness of fault information.

(ii) The proposed NGO-HKELM classifier is proven to have remarkable classification
capability in the fault diagnosis stage. This is attributed to applying hybrid kernels and the
model parameter optimization via the novel NGO algorithm.

(iii) The proposed fault diagnosis method only needs the inverter output current signal
that is captured by the current sensor already installed within the PV inverter (for control
and protection purposes). Therefore, no additional sensors are required for measurements.

(iv) The proposed fault diagnosis method can be implemented in a PV inverter by
modifying the microcontroller embedded within the inverter control circuit.

From the viewpoint of practical application, there are still many aspects that are not
covered in this paper, including the measurement noise and outliers, the sampling rate of
the inverter output current, the applied time-frequency signal processing technique, etc.
In our future work, we are further motivated to include those aspects and promote the
proposed fault diagnosis method toward practical implementation.
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