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Abstract: More than 8000 pedestrians were killed due to road crashes in Australia over the last
30 years. Pedestrians are assumed to be the most vulnerable users of roads. This susceptibility of
pedestrians to road crashes conflicts with sustainable transportation objectives. It is critical to know
the causes of pedestrian injuries in order to enhance the safety of these vulnerable road users. To
achieve this, traditional statistical models are used frequently. However, they have been criticized for
their inflexibility in handling outliers and missing or noisy data, and their strict pre-assumptions.
This study applied an advanced machine learning algorithm, a Bayesian neural network, which has
the characters of both Bayesian theory and neural networks. Several structures of this model were
built, and the best structure was selected, which included three hidden neuron layers—sixteen hidden
nodes in the first layer and eight hidden nodes in the second and third layers. The performance
of this model was compared with the performances of some other machine learning techniques,
including standard Bayesian networks, a standard neural network, and a random forest model.
The Bayesian neural network model outperformed the other models. In addition, a study on the
importance of the features showed that the individuals’ characteristics, time, and circumstantial
factors were essential. They greatly increased model performance if the model used them. This
research lays the groundwork for using machine learning approaches to alleviate pedestrian deaths
caused by road accidents.

Keywords: pedestrian fatality; road accident; Bayesian neural network; Bayesian theorem; sustainable
road network development; machine learning

1. Introduction

Pedestrians are the most susceptible road users. Pedestrians also are an important
component of the sustainable development of road networks. However, their vulnerability
to road crashes conflicts with sustainable transportation objectives. Pedestrian deaths
and injuries in road crashes have major socio-economic consequences. This is particularly
important in view of developed countries’ ongoing efforts to enhance road safety. Since
practically anyone can be a pedestrian, pedestrians make up the biggest single road user
category. People walk for a variety of reasons, including recreation; traveling to work,
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study, or small retailers; and linking up with other means of transportation. In the National
Road Safety Strategy, pedestrians are designated as a susceptible road user category. When
compared to other road users, they have very limited defence in collisions [1]. Over 50,000
people have died on Australian roads in the last 30 years. Pedestrians accounted for 15.6%
of all road accident deaths, even though pedestrians cover fewer miles than other road
users. [2]. However, the pedestrian death toll has decreased by almost 57% over the past
30 years. Pedestrians account for a significant portion of fatalities in Australian collisions
involving large vehicles and buses. Pedestrians, for example, account for around 30% of
those killed in bus collisions [3]. Pedestrians, motorcyclists, and bicyclists make up around
a quarter of all deaths in truck crashes [3].

Despite the decrease in pedestrian deaths due to road crashes in Australia, scholars
have continued to look for opportunities to acquire a deeper understanding of the factors
that impact crash probability in the hopes of effectively estimating the probability of
pedestrian-involved crashes and guiding policy initiatives and prevention methods to
decrease the incidence of pedestrian-involving crashes [4–7].

There have been several significant data flaws in the literature on pedestrian-related
crashes. These problems could lead to erroneous pedestrian crash forecasts and inaccurate
conclusions about the factors that cause crashes if analytical models are poorly specified.
Imprecision in crash locations and time, challenges in data linkages (for instance, with
traffic data) because of database discrepancies, intensity misclassification, errors and incom-
pleteness of affected users’ demographics, and wrong identification of accident contributory
determinants are just a few of these issues [8]. Furthermore, it is challenging to identify and
assess factors influencing pedestrian crash deaths because of the heterogeneity intrinsic in
pedestrian crash data, which results from unobservable characteristics that are not recorded
by police and cannot be collected from crash reports. As a result of this heterogeneity,
parameter estimation may be skewed, leading to possibly inaccurate findings [9–11].

To study the crash data, traditional broadly utilised discrete choice modelling ap-
proaches, including mixed logit models, multinomial logit models, ordered logit/probit
models, and partial proportional odds logit models have been utilised. Most of the so-
lutions mentioned above, however, rely heavily on pre-existing assumptions. Machine
learning (ML) techniques have more flexibility than traditional statistical models in that
they can analyse noisy data, outliers, and missing data, without or with minimal previ-
ous assumptions about inputs [12–18]. In addition, ML methods are notable instances of
data-driven techniques that strive to improve the efficiency and precision of accident data
processing and forecasting. Early research employed multiple ML methods, including
support vector machines, decision trees, artificial neural network, and ensemble learning,
to forecast the severity and frequency of pedestrian-involved crashes, and their findings
show that these techniques are very flexible and can outperform conventional methods.
Hence, this study selected the ML-based approach in a Bayesian neural network (BNN) to
analyse data associated with pedestrian deaths due to road crashes (PDRC).

Due to advancements in computer methods, Bayesian computing approaches are be-
coming more prominent. Bayesian models offer the privilege of dealing with extremely com-
plicated models, particularly those with difficult-to-calculate probability functions. On the
other hand, standard NN models have been criticized for their inability to fit training data
accurately, and they may generate forecasted results with undesirable variances [19–22].
Overfitting is among the main causes of this issue. Even if the standard NN model has
stronger linear and nonlinear estimation capabilities than traditional statistical approaches,
this technique, being vulnerable to the overfitting issue, has poor generalization, which
restricts its utility for crash severity and frequency forecasts [19]. In various domains,
several earlier studies have shown that applying the Bayesian algorithm in NN models can
significantly lessen overfitting while maintaining the NN’s excellent nonlinear approxi-
mation ability (e.g., [23–25]). However, the combination mentioned above has rarely been
used in the domain of crash prediction (e.g., [19]), especially for predicting PDRC.
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The main aim of this study was to see how effective the BNN model is for the prediction
of PDRC. Furthermore, our study contributes to the area of pedestrian road crash fatality
modelling in the following ways: (1) building a combination of architectures to assess
the model’s performance; (2) evaluating a variety of characteristics that might help with
pedestrian fatality classification and forecasting; (3) evaluating BNN in comparison to other
machine learning models.

Utilizing data obtained on road transport crash fatalities in Australia, different BNN
structures were evaluated to achieve the study’s goal. The authors estimated 16 BNN
structures and compared their performances utilizing several performance criteria. The
authors compared the performance of the best model with other ML models. In addition,
the influences of predictors were evaluated using a different approach in which various
types of factors were combined to determine the best variable set for predicting PDRC.

The rest of this paper is layed out as follows. A literature review on the methods
used for analysing pedestrian crash data is presented in Section 2. Moreover, the necessity
of using advanced ML techniques for analysing pedestrian crash data is highlighted in
this section. Section 3 presents brief explanations of the methods, performance criteria,
and dataset. The feature selection, model development process, selection of the best BNN
structure, comparison of the selected BNN model with other ML models, significance of
the influential factors, and study limitations are presented in Section 4. The last section
presents a summary of the paper and some recommendations for future studies.

2. Literature Review

Traditional statistical methods have been employed in the majority of pedestrian-
involved crash forecast studies. These models included the ordered probit model [26–30],
binary logit model [31], and multinomial logit model (MNL) [29,32–36]. MNL was widely
used to study pedestrian crashes; nevertheless, it was criticised since it relies on the
assumption that independent variables have the same impacts across instances, which
could be contradicted if there are unobserved data heterogeneities. This is a concern because
of the incompleteness of the data on road crashes, which means that the impacts may change
in different circumstances. Therefore, the mixed logit model was utilised to circumvent
the restriction imposed by the independence of irrelevant alternatives (IIA) property by
randomly distributing the parameters among individual observations [32,36–39]. Along
with the mixed logit model that overcomes the drawbacks of MNL, other models, including
partial proportional odds (PPO), also were applied to examine the pedestrian-involved
crashes [40–44]. The PPO allows some of the parameter estimates to have different effects on
a dependent variable, which is suitable for modelling the pedestrian crash injury severities.

Traditional statistical methods for predicting pedestrian-related crashes are widely
used; however, they may become out-of-date if efficacy and accuracy are taken into account.
Furthermore, the majority of traditional approaches are regression-based, which include
drawbacks such as assuming linear or nonlinear correlations between exploratory factors
and the target variable. When such requirements are not satisfied, the models may inadver-
tently lead to incorrect conclusions [45]. Abreast with the fast evolution of ML techniques
and the growing amount of data available, it is becoming increasingly popular to use ML
to solve transportation-related issues. In comparison to traditional statistical methods,
ML techniques, as non-parametric approaches, have fewer restrictions on pre-existing
assumptions regarding the correlations between road accident fatality outcomes and major
contributors [46].

Neural networks (NN), random forest, support vector machines (SVMs), decision
trees (DTs), and gradient boosting (GB) are among the most frequently used ML techniques
for crash data analysis. A list of some studies that have employed the ML techniques for
analysing pedestrian crash data is provided in Table 1. It should be noted identifying
contributing elements in road crashes is basically a multiclass or binary class problem.
Among all ML techniques utilized for the pedestrian crash data, DT-based models, includ-
ing classification and regression trees (CART), XGBoost, and random forest (RF), were the
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most frequently used techniques. Instead, powerful models such as NN were rarely used
for analysis of pedestrian-related crash data (e.g., [47]). The standard NN models have been
criticized for their vulnerability to overfitting and poor generalization [19]. Consequently,
some solutions have been proposed, including combining the Bayesian inference method
with the NN algorithm [24,48–50]. This combination allows the neural network to choose
hidden neurons and input variables with greater freedom. The BNN model has been
successfully applied in many fields of research. However, to date, a very limited number
of studies in traffic safety have adopted this model (e.g., [19,51]). These studies mostly
attempted to predict motor vehicle collisions and estimate the energy equivalent speed.
Given the benefits of NN models over traditional statistical models, along with the gains
made by consolidating Bayesian inference into NN, it is worth looking into whether the
BNN model can be utilized to model PDRC effectively and whether it outperforms other
ML techniques.

Table 1. Some studies on the prediction of crashes related to pedestrians using ML techniques.

Study Study Aim ML Technique Employed

Pour et al. [52]

To determine the impact of
temporal, geographical, and

personal variables on the
severity of vehicle-pedestrian

collisions.

DT, KDE

Ding et al. [53]
To provide a different

perspective on the effects of
pedestrian collisions.

MAPRT

Mokhtarimousavi [54]
To predict the severity of

injuries in pedestrian
collisions.

SVM, MNL

Das et al. [55]

To create a framework for
classifying crash kinds from
unstructured textual input

using ML algorithms.

RF, SVM, XGBoost

Rahimi et al. [56]
To identify death patterns in

heavy truck-related
pedestrian/bike collisions.

RF, DT

Guo et al. [57]

To simulate the issue of
categorizing three levels of
severity in older pedestrian

traffic crashes.

XGBoost

Saha and Dumbaugh [58]

To assess the characteristics of
the relationships between

built environment variables
and pedestrian crash

frequency at the census block
group level.

GB, DT, GAM

Zhu [47]

To look into the elements that
contribute to the intensity of
vehicle-pedestrian collisions

at crossings.

CART, GB, RF, ANN, SVM

Support vector machines = SVM; artificial neural network = ANN; random forest = RF; decision tree = DT;
classification and regression trees = CART; kernel density estimation = KDE; multiple additive Poisson regression
trees = MAPRT; multinomial logit model = MNL; extreme gradient boosting = XGBoost; generalized additive
model = GAM; gradient boosting = GB.

3. Methodology

This study primarily aimed at predicting and classifying PDRC using a dataset from
Australia. This study employed the BNN algorithm to achieve the objective mentioned
above. The flowchart of the investigation is shown in Figure 1. The following sections
provide more in-depth descriptions of the stages.
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3.1. A Basic Understanding of the Bayesian Neural Network and Bayesian Inference

This study utilized a Bayesian method to forecast and classify PDRC. Employing
Bayes’ theory, Bayesian models attempt to derive and determine characteristics regarding a
likelihood distribution from collected data (Equation (1)).

P(α|K) = P(K|α)
P(K)

(1)

where α is a collection of uncalibrated model parameters, which must be calibrated with
dataset K. Posterior distribution on α is indicated by P(α), and it reflects our understanding
of how data are produced prior to observing them. The posterior distribution, abbreviated
as P(α|K), represents the uncertainty levels of attribute values that accurately describe
observed data. The probability function P(K|α) denotes how likely distinct values of α are
to produce the observed dataset K. P(K) uses a proper probability density to normalize the
posterior distribution.

The use of Bayesian inference in NN has gotten a great deal of interest. This study
focuses on expanding the BNN’s usage for forecasting and classifying PDRC. A BNN
is a NN that has been trained to fit measured values utilizing Bayesian inference, with
the assumption that the network’s parameters are arbitrary based on a prior probability
distribution [49]. In the training stage, various sorts of NN use different approaches to learn
from the data and adjust network weights [59]. The weights of a standard NN are regarded
deterministic, and then when the model is trained, a single data point approximation is
achieved. Contrastingly, instead of assuming a singular point estimation following training,
the BNN’s weights are expressed as likelihood distributions across feasible data points. The
variance of the weights’ network distribution reveals the BNN’s performance uncertainty.
The distinction between a BNN and a deterministic NN is shown in Figure 2.
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3.2. Bayesian Neural Network

The authors employed a BNN in this research to perform a binary classification
between the two tasks—0 = non-pedestrian death and 1 = pedestrian death—while con-
sidering data uncertainty. The authors utilize variational inference (VI) to train the BNN,
an optimization algorithm for approximating likelihood densities. VI is different from
other traditional approaches, such as Markov chain and Monte Carlo, as it determines the
parameters of these distributions rather than the weights directly.

The BNN used in this study can be regarded as a probabilistic model P(b|a, γ) . Here,
b is a collection of our categories—b = 0 or 1; a is a collection of attributes; γ is the weight
parameter; P(b|a, γ) is a categorical probability. The likelihood function (LF) that is a
function of the parameter Y could be generated using the training dataset K. The following
is the LF:

P(K|γ) = ∏ P(b|a, γ) (2)

The maximum likelihood estimate (MLE) of γ can be obtained via maximisation of the
LF, with the objective function being negative log-likelihood. Based on the Bayes theory, the
posterior distribution is proportionate to the outcome of the prior distribution, P(γ) and
the probability P(K|γ) . MLE, on the other hand, uses point calculations for parameters;
therefore, the uncertainty in the weights is not represented. As a result, a BNN averages
forecasts from a number of NN that are weighted according to the posterior distribution of
the γ. The following is the mathematical equation for the posterior predictive distribution:

P(b|a, K) =
∫

P(b|a, γ)P(γ|K)dγ (3)

A BNN can employ a variational distribution S(γ|ϑ) of established functional form to
estimate the correct posterior distribution because determining the posterior distribution,
P(γ|K) , is complicated. To accomplish this, the Kullback–Leibler (KL) divergence between
the correct posterior P(γ|K) and S(γ|ϑ) concerning ϑ is reduced [60]. The following is the
relevant objective function:

KL(S(γ|ϑ)||P(γ|K)) = E[logS(γ|ϑ]− E[logP(γ)]− E[logP(K|γ)] + logP(K) (4)

Since the KL cannot be determined, this study employs the evidence lower bound
(ELBO) that does not comprise the component logP(K) and is the inverse of the KL diver-
gence function. Since log p(K) is a constant, it may be ignored, making maximization of
the ELBO function equal to minimization of the KL divergence. The adaptive moment
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estimation (Adam) optimizer is employed to calibrate the variational parameters γ, which
can be modified adaptively. The ELBO function’s mathematical form is given below.

ELBO(S) = E[logP(γ)] + E[logP(K|γ)− E[ logS(K|γ)] (5)

3.3. Evaluation of Various Models’ Performances

This work used the k-fold cross-validation method to arbitrarily divide a whole
dataset into five distinct subdivisions with nearly equivalent numbers of data points to
avoid biases and overfitting throughout model training. The performances of BNN models
in classifying and forecasting pedestrian fatalities due to traffic crashes were assessed using
the set of criteria:

• Average training accuracy (ATA): Prediction accuracy in this study’s binary class case
is defined as the total number of correct forecasts over two classes divided by the total
number of forecasts.

• Average F1-score: In the binary-class forecasting study, the average F1-score was em-
ployed to approximate criteria for each classification, and the average was calculated
by estimating the number of correctly predicted occurrences.

• The area under the ROC curve (AUC): the area under the receiver operating character-
istic curve (AUC) was utilised to estimate a scoring classifier at multiple cutoffs in this
investigation. The AUC measures a model’s ability to distinguish between positive
and negative classifications.

• Matthew’s correlation coefficient (MCC): The MCC was employed to assess the quality
of binary classifications in this investigation. The MCC is a balanced measure that can
be utilized even if the categories are of significantly distinct sizes, since it considers
true and inaccurate positives and negatives. This criterion is a correlation coefficient
that produces a number between −1 and +1 for actual and forecasted binary classes.

This study also used some other common criteria to assess the performance of various
BNN architectures. However, the final evaluations and comparisons were based on the
four metrics mentioned above. These additional criteria included false discovery rate,
false negative rate, false positive rate, negative predictive value, precision, sensitivity,
and specificity.

3.4. Dataset

The Australian Road Deaths Database (ARDD) provided the data for this research [2].
This database contains information on deaths in road transport crashes in Australia, as
provided by the police to state/local road safety bodies monthly. The ARDD collects
demographic and crashes information for individuals who died in car accidents in Australia.
A road death, often known as a fatality, occurs when an individual dies because of injuries
sustained in a car accident within 30 days of the accident. In this dataset, a pedestrian
crash is defined as any collision in which a pedestrian is killed, regardless of the number
of cars involved. The ARDD includes 24 columns/variables, and 13 of these variables are
suitable for predicting pedestrian crashes. It is worth noting that the data utilized in this
study were the most up to date, having been collected between 1989 and 2021. This dataset
has a sample size of 52,843, and it was used in its entirety to forecast pedestrian fatalities.
Table 2 provides a summary of the variables used in this research. This dataset includes
basic information about the PDRC. These variables allowed us to achieve the objective of
this study, which was applying the combination of Bayesian theory and neural network to
pedestrian crash data. Future studies can extend this study by employing datasets with a
higher number of variables.
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Table 2. Summary of the variables employed in this present research.

Variable and Sub-variable Description Value Mean/Mode
Individual characteristics (IC)

Age Age of the individual who was
killed (years) 1–101 39.662

Gender Person’s sex Female, male Male
Time and occasions (TO)

Month Month of crash 1–12 12

Day of week
Specifies whether the crash

happened on a weekday or on a
weekend.

Weekend; weekday Weekday

Time of day
Specifies whether the crash

happened during the day or at
night.

Day, Night Day

Christmas Period
Specifies whether the crash

happened in the 12 days
starting on 23 December.

Yes, no No

Easter Period
Specifies whether the crash

happened within the five days
leading up to Good Friday.

Yes, no No

Road characteristics (RC)

Speed limit The designated speed limit at
the location of the crash. 10–130 km 82.10

National Road Type

Access Road, Arterial Road,
Collector Road, Local Road,
National or State Highway,
Pedestrian Thoroughfare,

Sub-arterial Road

National or State Highway

Crash attributes (CA)

Crash Type

If a pedestrian was died in a
collision, it is marked as a
pedestrian crash; else, the

vehicles engaged is recorded.

Multiple, single Single

Bus involvement Shows that a bus was involved
in the accident. Yes, no No

Heavy Rigid Truck Involvement Shows that a heavy rigid truck
was involved in the collision. Yes, no No

Road User (target variable) Road user type of killed person. Non-pedestrian, pedestrian Non-pedestrian

It is worth mentioning that input variables were normalized and transformed as follows:

• The order of nominal variables was rearranged, with the smallest category appearing
first and the largest category appearing last.

• In continuous variables, missing values were substituted with the mean.
• The mode was used to substitute missing values in nominal variables.
• The median was utilized to substitute missing values in ordinal variables.
• The target variable (road user) was initially nominal, and its values included driver,

motorcycle pillion passenger, motorcycle rider, passenger, pedal cyclist, pedestrian.
The road user was transformed into a binary variable. This new variable included two
classes: non-pedestrian death and pedestrian death.

4. Results and Discussions
4.1. Determination of Significant Variables

This study applied the advanced XGBoost technique to refine irrelevant inputs for a
Bayesian-inferred pedestrian death model. It has been proven that the XGBoost method is
superior to other non-linear classification methods; however, few studies have applied this
technique for feature selection in pedestrian crash prediction and classification (e.g., [57,61]).
XGBoost adopts the F-score to determine the significance score (weight) of each variable. A
greater F-score is assigned to a variable that embodies more information for classification.
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The F-score is calculation using the number of occasions an input is employed for dividing,
weighted through the squared enhancement of the model as a consequence of every
division, and averaged over all probabilities [62]. This criterion is capable of treating both
categorical and continuous inputs fairly to evaluate and rank the inputs. The authors
applied the XGBoost technique on 12 variables. Figure 3 illustrates the input rank outcomes
organised by their influence. This algorithm selected the ten most important inputs,
including speed limit, crash type, age, time of day, bus involvement, gender, day of the
week, month, Christmas period, and national road type.
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4.2. Development and Performance Assessment of the BNN Model

Creating a proper neural network structure is reliant on problems and data. Initially,
the authors used a rectified linear unit (ReLU) as the activation function between the
consecutive hidden layers to induce non-linearity in the neuron’s output. To calculate
the error gradient, a batch size of 64 samples from the training dataset was employed. In
order to detect the error gradient of the model optimization during the learning stage,
various learning rates (LRs) for the Adam optimizer operation were evaluated (10-3, 10-2,
10-1). Then, ELBO loss was observed on validation and training sets. In the prediction
of PDRC, Figure 4 shows in what way LRs affected model convergence utilising a BNN
model with a single hidden layer (hidden units = 16). Figure 4a illustrates a desirable
match, as the validation and training losses rapidly climb to the established position, with
little divergence between the two ultimate loss rates. Figure 4b,c shows noisy fluctuations
around the training and validation loss, with every iteration moving ahead at an excessively
large step size thanks to the high LR. The authors tuned the BNN model utilizing the Adam
optimizer’s LR of 0.001 to determine the best number of hidden layers and neurons.
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Various structures of BNN were trained 200 times. Table 3 presents the Bayesian-
inferred PDRC model’s forecasting performance. The authors evaluated the forecasting
performances of several model structures with eleven performance criteria.
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Table 3. Performances of several BNN designs.

NS HL ATA Sensitivity Specificity Precision NPV FPR FDR FNR F1 Score AUC MCC

NS1 1 0.802 0.940 0.421 0.817 0.721 0.578 0.182 0.059 0.874 0.808 0.442
NS2 1 0.834 0.844 0.171 0.986 0.015 0.828 0.013 0.155 0.909 0.748 0.005
NS3 1 0.879 0.890 0.747 0.974 0.345 0.252 0.021 0.110 0.932 0.776 0.454
NS4 1 0.887 0.900 0.752 0.974 0.413 0.247 0.025 0.100 0.939 0.780 0.503
NS5 2 0.607 0.967 0.271 0.553 0.900 0.728 0.446 0.032 0.704 0.811 0.329
NS6 2 0.570 0.972 0.256 0.504 0.922 0.743 0.4951 0.027 0.664 0.811 0.312
NS7 2 0.670 0.9605 0.303 0.636 0.858 0.696 0.363 0.039 0.765 0.804 0.361
NS8 2 0.767 0.947 0.379 0.766 0.771 0.620 0.233 0.052 0.847 0.796 0.419
NS9 2 0.784 0.945 0.399 0.791 0.750 0.600 0.208 0.055 0.861 0.822 0.432
NS10 3 0.867 0.879 0.687 0.976 0.274 0.313 0.023 0.120 0.925 0.824 0.377
NS11 3 0.894 0.906 0.774 0.975 0.453 0.225 0.0245 0.093 0.939 0.844 0.540
NS12 3 0.792 0.928 0.399 0.816 0.661 0.600 0.183 0.071 0.868 0.788 0.396
NS13 3 0.781 0.944 0.394 0.786 0.750 0.605 0.213 0.055 0.858 0.734 0.426
NS14 3 0.717 0.936 0.334 0.711 0.750 0.665 0.289 0.063 0.808 0.719 0.353
NS15 3 0.707 0.949 0.334 0.687 0.811 0.665 0.312 0.050 0.797 0.717 0.376
NS16 3 0.668 0.946 0.304 0.640 0.811 0.696 0.359 0.053 0.764 0.719 0.336

NS = network structure; NS1 = 16; NS2 = 32; NS3 = 64; NS4 = 128; NS5 = (16, 8); NS6 = (16, 16); NS7 = (32, 8);
NS8 = (32, 16); NS9 = (32, 32); NS10 = (8, 8, 8); NS11 = (16, 8, 8); NS12 = (16, 16, 8); NS13 = (32, 8, 8); NS14 = (32, 16,
8); NS15 = (32, 32, 16); NS16 = (64, 32, 16). HL = hidden layers; AAT = average training accuracy; NPV = negative
predictive value; FPR = false positive rate; FDR = false discovery rate; FNR = false negative rate; AUC = area
under curve; MCC = Matthews’s correlation coefficient.

Concerning ATA, the BNN with three hidden neuron layers (NS11) had the best
results (ATA = 0.894). The second best ATA belonged to a BNN architecture including a
hidden layer of 128 elements (namely, NS4). NS5 and NS6 were the two poorest network
architectures. Regarding AUC, F1 score, and MCC, NS11 also outperformed other BNN
structures, which indicated the model’s success in classifying PDRC.

The BNN design with three hidden layers (NS11) performed reasonably well, with
sixteen hidden neurons in the first layer and eight hidden neurons each in the second and
third layers. As a result, this research focuses on this BNN model in the subsequent sections
to see how the model’s classification uncertainties affect the forecasts of PDRC.

4.3. Quantification of Ambiguity in the Forecast and Classifying Probability

A Sankey plot was built to depict the relationship between actual and forecasted labels
to understand the classification errors of the BNN model (Figure 5). The actual classes
are represented by the left nodes on the Sankey plot, whereas the forecasted classes are
displayed by the right-hand points. The thicknesses of the color connections and streams
are proportional to the amounts of data. As seen in Figure 5, non-pedestrian deaths (class 0)
were mainly predicted to be non-pedestrian deaths, with only a few being misclassified
as pedestrian deaths (class 1). However, more than half of pedestrian deaths (54.6%) were
incorrectly predicted as non-pedestrian deaths. The proposed BNN’s classification of the
“non-pedestrian death” class is superior to that of the “pedestrian death” class with forecast
rates of 97.5% and 45.37% accuracy, according to the comparison of forecast performance
across each category.
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Figure 5. Correct and wrong forecasts classified by the BNN model.

The Bayesian technique has two notable features: (1) it yields predictive class prob-
abilities rather than deterministic class label forecasts, and (2) it produces the standard
deviation of the posterior prediction to indicate the level of uncertainty. The findings are
shown as a raincloud graphic, which mixes a data distribution depiction and box plots
overlaid on jittered raw data. For two death categories, Figure 6 depicts the range of the
predictive probabilities and the forecast uncertainty. As can be seen in thick regions, the
probability values for both classes are predominantly concentrated in the great probability
zones that are in the range of 0.8–1.0. Both classes’ prediction uncertainties are highly
aggregated in the range of 0.0 and 0.1, indicating a low level of ambiguity. Overall, the
BNN had a great level of confidence in classifying both death classes.
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4.4. Variable Significance

When performing field research, knowing the impacts of variables on a model’s pre-
dictive ability can lower the cost of gathering data on PDRC. Assessing the significance of
all specified traits and their conceivable combinations, on the other hand, is time-intensive
and computationally costly. In this investigation, ten XGBoost-selected variables were cate-
gorised according to the kinds to which they related. This study built eleven combinations



Sustainability 2022, 14, 2436 13 of 18

in which different types of factors were combined to identify the best variable combina-
tion. Simultaneously, the model’s performance was analysed in order to determine the
smallest number of variables that must be collected while maintaining reliable prediction
performance. Table 4 presents the outcomes of the models’ executions. The outcomes
of this analysis showed that ARR8 (TO + RC) was the weakest combination. In contrast,
ARR7 (IC + TO + RC + CA) was the best combination, followed by ARR6 (IC + RC + CA).
These findings imply that the combination of factors related to the time, occasions, and
road characteristics is not able to predict the PDRC accurately alone. The predictions based
on these two types of data should be improved using other factors, such as individual
characteristics and crash attributes. The findings of this study are in line with those of
Onieva-García et al. [63], Toran Pour et al. [64], Park and Ko [65], Li and Fan [44], and
Kim et al. [66], who confirmed the significant roles of age and gender in pedestrian-related
crashes and deaths. Several studies also confirmed the effects of bus involvement on the
risks of injury and death of pedestrians (e.g., [67–69]), which indicates the significant role
of crash attributes in the prediction of PDRC. Overall, when personal characteristics and
crash features are factored in, this model appears to be successful and accurate.

Table 4. The performance of the BNN model with various variable arrangements.

Arrangement Combination of
Variables ATA F1 Score AUC MMC

ARR1 IC + TO 0.845 0.915 0.591 0.1375
ARR2 IC + RC 0.855 0.918 0.698 0.324
ARR3 IC + CA 0.858 0.920 0.761 0.317
ARR4 IC + TO + RC 0.860 0.921 0.754 0.3527
ARR5 IC + TO + CA 0.863 0.923 0.762 0.361
ARR6 IC + RC + CA 0.890 0.937 0.788 0.526
ARR7 IC + TO + RC + CA 0.894 0.939 0.844 0.540
ARR8 TO + RC 0.844 0.915 0.500 0
ARR9 TO + CA 0.846 0.916 0.695 0.113
ARR10 TO + RC + CA 0.866 0.924 0.774 0.387
ARR11 RC + CA 0.847 0.916 0.762 0.127

ARR = arrangement; AAT = average training accuracy; AUC = area under curve; MCC = Matthews’s cor-
relation coefficient; IC = individuals’ characteristics; TO = time and occasions; RC = road characteristics;
CA = crash attributes.

4.5. Comparison of BNN Modes with Other ML Models

The authors of this study compared the BNN model with various ML models, in-
cluding a random forest (RF), a standard Bayesian network (BN), and a standard neural
network (NN). This comparison helps with determining which machine learning algorithm
has the highest prediction accuracy. It will help to reduce future work spent on selecting
acceptable methods for PDRC data analysis. The advantages of using BNN for PDRC
prediction are further confirmed by this comparison. The outcomes of this comparison
are presented in Table 5. This comparison shows that the BNN model outperformed the
other models, especially the standard NN model. Additionally, the standard BN model
showed a poor prediction performance compared with the other models. The RF model
showed a desirable performance that can be rooted in its capabilities for ensembling weak
learners [70]. This study’s Bayesian-inferred pedestrian fatality model performs well in
prediction and classification based on the presented results.

Table 5. Comparisons of the BNN model with other ML models used to predict the PDRC.

Model ATA F1 Score AUC MMC

BNN 0.89 0.94 0.84 0.54
RF 0.87 0.92 0.79 0.60
BN 0.85 0.91 0.80 0.36
NN 0.84 0.91 0.53 0.07
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4.6. Limitations and Future Enhancements

The Australian Road Deaths Database (ARDD) was employed to create and test
Bayesian inference with NN for forecasting and classifying road-related pedestrian deaths.
However, there are a few drawbacks to be aware of, and potential enhancements for
the future. Even though the Bayesian-inferred pedestrian fatality model outperformed
traditional ML models, BNN, like many other ML techniques, is a data-driven modelling
approach, and the ARDD contains little variety and skewed distributions. This suggests
that in certain severe circumstances, the model would be unstable. Future investigations
are required to improve this model by consolidating a more varying set of environmental
factors, built environment factors, and road characteristics (e.g., weather conditions, use
patterns, and road widths), as past studies have confirmed their usefulness (e.g., [71–73]).

While this study was effective at using a BNN model to predict PDRC, it is important
to remember that the performances of ML models vary depending on the data. If the data
are within the range of the current study’s data, the results of this study can be replicated.
Future research could use this technique, possibly with some tweaks, to analyse other
datasets and present their findings. It enables a valid assessment of the BNN’s ability to
forecast PDRC.

Several prior studies also have found that walking behaviors can have a role in
pedestrian fatalities as a result of road crashes. When it comes to pedestrian-involved
collisions, the pedestrian crossing pattern is one of the most essential features of walking
behaviour [74]. Pedestrians who were tragically wounded or admitted to hospital were
typically crossing unlawfully and/or at fault, according to prior research (e.g., [33,75]).
However, ARDD does not capture pedestrian activities at the moment of a collision, such
as crossing and use of a mobile phone. The ARDD must include a wide variety of character-
istics of both sides, vehicles and pedestrians, to gain a deep understanding of the reasons
behind pedestrian-involved crashes.

5. Conclusions

The Australian Road Deaths Database was employed to train the BNN model to
generate sound pedestrian death forecasts based on individuals’ characteristics, time,
occasions, road characteristics, and crash attributes in this study. For every road crash
fatality class, this study created BNN models, including various structures, to assess their
performances and to examine their corresponding predictive ambiguities. Below is a
summary of this study’s findings:

• The BNN model, which consists of three hidden neuron layers with sixteen hidden
nodes in the first layer, provided the best training accuracy of 0.894. Its posterior
predictive probabilities are in the great probability range, and the predictive ambiguity
is tightly concentrated in the 0–0.1 range.

• BNN model outperformed RF, BN, and NN models.
• Personal characteristics and time and occasion factor groups are clearly essential,

greatly boosting the performance of the model if they are used as inputs.
• Individually, the most important parameters in PDRC prediction were the speed limit,

collision type, and age.

The following are some practical implications of the major results that may be of
interest to both academics and practitioners in the domain.

For pedestrian safety on special occasions, such as Christmas and Easter, specific
effective pedestrian safety strategies should be implemented. These policies may assist
pedestrians in using roads safely and developing sustainable commute habits.

The speed limit has emerged as the most important factor for predicting pedestrian
fatalities due to road crashes. It is obvious that increasing vehicle speed raises the collision
risk exponentially [76]. According to Australian and worldwide case reports, lowering
the posted maximum speed on rural roads by 10 km/h reduces the chance of an accident
by 20–25%. Furthermore, after the removal of unrestricted speeds in some highways, the
Australian road mortality database reveals that there was a 3.4 per year decline in fatalities
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on highways with speed restrictions of 110 km/h and above. In Australia, for every person
killed on the road, another 23 persons are injured as a result of an accident, highlighting
the social benefit of any speed restriction lowering [77].

Another key factor in predicting pedestrian fatalities due to traffic collisions was age.
Several prior studies have found that senior pedestrians are more prone to pedestrian cross-
ing collisions. Elder pedestrian crashes are more likely to occur in congested metropolitan
locations, and older pedestrians are more likely to be at fault because of their incapacity
to manage complicated traffic scenarios, such as crossing roads [78]. These problems can
be avoided if government agencies and licensing departments enhance crossing safety by
reducing intersection ambiguity, increasing visibility, increasing conspicuity, and eliminat-
ing right-hand turns that require gap acceptance decisions. In addition, they can install
or retrofit systems that defend pedestrians in locations where there is a significant risk of
pedestrian fatality, such as high-pedestrian-activity places.

Our BNN model is capable of predicting future PDRC accurately, and it has a low level
of predictive uncertainty. Although further research is needed in this area, the methods
utilised in this study could be employed as a starting point for finding pedestrian risk
determinants and developing appropriate legislation.
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