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Abstract: The advent of synchrophasor technology has completely revolutionized the modern smart
grid, enabling futuristic wide-area monitoring protection and control. The Synchrophasor Communi-
cation Network (SCN) is a backbone that supports communication of synchrophasor data among
Phasor Measurement Units (PMUs) and Phasor Data Concentrators (PDCs). The operator at the
control center can visualize the health of the smart grid using synchrophasor data aggregated at
PDCs from several PMUs. Since the core of the SCN is the existing IP network as an underlying
communication infrastructure, the synchrophasor data is subjected to attacks that can compromise its
security. The attacks, such as denial-of-service (DoS), can result in degradation of performance and
even can disrupt the entire operation of the smart grid, if not controlled. Thus, a resilient SCN is a
pertinent requirement in which the system continues to operate with accepted levels of performance
even in response to the DoS. This article endeavors to propose a comprehensive resiliency framework
for the SCN with enhanced resiliency metrics based on hardware reliability and data reliability. The
proposed framework is deployed for a SCN pertaining to a practical power grid in India for its
resiliency analysis. The proposed work can be regarded as a significant contribution to smart grid
technology, as it provides a framework for resiliency analysis covering different aspects such as
hardware reliability, data reliability, and parameters validation using the QualNet network simulator.
Nevertheless, an analytical design of the hybrid SCN proposed in this work can even be extended to
other topological designs of SCN.

Keywords: smart grid; cyber physical system; resiliency; reliability; synchrophasor communication
network; synchrophasor technology; QualNet network simulator

1. Introduction

It is expected that energy requirements will soar to 82% by end of 2030 as per the report
from International Energy Outlook [1]. In order to cope with the ever-growing demands
of electricity, it will be necessary to incorporate non-conventional sources such as solar,
wind, etc., into the mainstream of electricity generation. Further, the flow of electricity in
the power system must be bidirectional. The burgeoning information and communication
technologies must be incorporated into the existing power system to effectively monitor,
control, and protect the power system. Nevertheless, high penetration of information and
communication technologies are required across all domains of the power system including
generation, transmission, distribution, and consumer domains. To achieve these objectives,
the existing power grid is modernized as the Smart Grid (SG) [2].

Several power outages have been observed in the last few years. Out of several power
outages, some major outages are those in Canada and U.S in 2003, Brazil and Paraguay
in 2009, India in 2012, Bangladesh in 2014, Pakistan in 2015, Indonesia in 2019, etc. [3].
The systematic analysis of these outages revealed the need for the implementation of a
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Wide Area Monitoring System (WAMS) to achieve real-time protection and control of the
SG. However, the existing Supervisory Control and Data Acquisition (SCADA) was not
feasible due to its low resolution, which cannot capture the real-time dynamics of the SG.
Further, SCADA is not even capable of providing synchronized measurements of system
parameters. The unsynchronized measurements from SCADA suffer from communication
latency, resulting in inaccurate reports on the health of the SG in real-time. Therefore,
the North American Synchrophasor Initiative (NASPI) was initiated with the objective to
enhance power system visibility by incorporating synchrophasor technology in WAMS [4].

The synchrophasor technology uses high-speed sensors known as Phasor Measure-
ment Unit (PMU) which are capable of measuring vital system parameters such as voltage,
currents, frequency, and rate of change of frequency in real time [5]. Further, these measure-
ments are measured at a very high rate and in a synchronized manner. The synchronized
measurements are communicated to the Phasor Data Concentrator (PDC) which acts as an
aggregator. The PDC is responsible for processing, storage, and handling of synchrophasor
data. The operator can use the synchrophasor data from PMUs to visualize the SG in
real-time. The communication systems involved in facilitating synchrophasor data commu-
nication between PMUs and PDCs are referred to as the Synchrophasor Communication
Network (SCN) [6]. In nutshell, the complete system behavior can be captured in real-time
using synchrophasor technology by which PMUs communicate synchrophasor data to PDC
over SCN.

Due to the amalgamation of various components, computational technologies, infor-
mation and communication technologies, etc., a significant impact on the reliability of
the power system is observed from its cyber physical aspects [7]. Since the SCN uses an
existing IP network as its core communication infrastructure, the synchrophasor data is
susceptible to security attacks. The attacks on a particular PMU will result in the loss of
the corresponding synchrophasor data or even pose a data integrity risk. This disrupts
the normal operation of the SCN, resulting in degradation in its performance. Thus, a
SCN must be resilient in order to restore itself to normal operation and improve its perfor-
mance in response to the attacks. The panoramic survey of different threats and attacks for
Internet-based systems is presented in [8] where authors presented a taxonomy of threats
and attacks with possible mitigation strategies.

The growth of a country and its economy largely depends on electricity. The uninter-
rupted availability of electricity requires reliable and resilient SCN which entails enhancing
the monitoring and controlling capability of the SG using synchrophasor applications.
The lesson learned from blackouts that have occurred in the past has necessitated enhanc-
ing the resiliency of the SCN. A resilient SCN has the potential to avoid huge economic
losses, which can be justified by the cost-effect analysis of some of the major outages such
as Pacific Southwest in 2011, Brazil in 2011, India in 2012, Vietnam in 2013, Thailand in
2013, Bangladesh in 2014, Pakistan in 2015, Turkey in 2016, Kenya in 2016, etc. which are
comprehensively discussed in [3]. All these power outages have catastrophically affected
the human life and economy of the countries and as a result, resiliency is given enormous
attention thereafter. The most common definition of resiliency in the literature is the ability
of the system to respond, adapt, and absorb unwanted extreme events so as to continue its
intended operations.

To comprehensively summarize the organization of the article, the rest of the article
is planned as follows: In Section 2, related work is briefly reviewed based on which the
motivation of the present work is extracted. The systemic analytical modeling, parameteri-
zation, and design of hybrid SCN are presented in Section 3. In Section 4, a comprehensive
resiliency analysis framework is presented which is extended for resiliency analysis of the
designed hybrid SCN in Section 5, where resiliency metrics are obtained. The hybrid SCN
pertaining to a practical power grid of India is considered for which resiliency analysis
is performed in Section 6 with extensive simulation results and discussions. Lastly, the
conclusion of the present work is included in Section 7.
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2. Related Work and Motivation
2.1. Related Work

The SCN has been discussed sufficiently in literature such as [8–12] to list a few.
However, none of these articles have discussed SCN from the perspective of resiliency
analysis. For example, V. Katsaros et al. in [9] studied the impact of delay and approaches
to minimize it in the implementation of synchrophasor applications. Appasani et al.
in [10] considered the synchrophasor communication system from different perspectives
and proposed a communication infrastructure for situational awareness enhancement.
Whereas a comprehensive situational awareness framework for the SCN in the context
of SG cyber physical system is proposed in [11]. Cybersecurity aspects of these messages
and related attacks are discussed in [12,13]. However, the resiliency perspective of the
SCN is not covered in these articles, even though some insights on mathematical modeling
were presented.

In literature, resiliency is defined differently in various contexts since its first occur-
rence in ecology in 1973 [14]. But, in general, resiliency can be defined as the ability of the
system to respond, adapt, or absorb unwanted extreme events, and to restore back to the
original functional state from the partially or fully failed state [15]. Without loss of gener-
ality (W.L.O.G), it is emphasized that resiliency is a function of both time and operating
environment. Hosseini et al. in [16] presented a review of definitions and measures of
resiliency for a system.

Jena et al. in [17] considered the market domain of SG for estimating its resiliency. Partic-
ularly, the authors here used optimal sensor placement techniques for the SG communication
network to analyze the network resiliency. The seminal work by Venkataramanan et al. in [18]
considered the transmission domains of the SG for which the resiliency analysis framework
is proposed. With respect to the distribution domain, a novel and resilient scheduling
model for the microgrid has been analyzed by G. Liu et al. in [19]. In this study, the authors
considered the scheduling in microgrids where the resiliency is guaranteed. Bedoya et al.
in [20] considered resiliency analysis of the distribution domain where a reinforcement
learning model of distribution system using artificial intelligence has been proposed with
validation using the IEEE 13-bus system. Borghei et al. in [21] proved that the resiliency of
the smart grid distribution network can be enhanced with an optimal placement strategy
of the microgrid distribution network.

The resiliency analysis of the communication infrastructure of the SG has been per-
formed by AlMajali et al. in [22] in which authors have modelled a cyber-attack to validate
the proposed resiliency analysis framework. Under contingencies and cyber-attacks, the
resiliency analysis of SG is performed by integrating the software-defined networking
(SDN) platform to the SG by Jakaria et al. in [23]. The resiliency analysis of SG based
on topological characteristics is proposed by Al Mtawa et al. in [24] where authors have
considered the IEEE 14-bus system as a case study. For a microgrid system, the resiliency
analysis using the attack-restore method has been presented by Ibrahim et al. in [25]. Saad
et al. in [26] have placed the emphasis on the cyber aspects of the SG cyber physical system,
and discussed the scope of the Internet of Things (IoT) in enhancing the resiliency of the mi-
crogrid under cyber-attacks. Several authors have considered cyber attacks and resiliency
in parallel to each other for analysis of the SG. Another resiliency assessment model for
SG systems under cyber-attack has been considered by Tabar et al. in [27]. However, in
this study, its authors have evaluated the resiliency as counter to the false data injection
threats to the communication network of multi-area microgrids. The resiliency estimation
of WAMS is considered in [28] where the Monte-Carlo based simulations are used which
do not exclusively involve analysis of the SCN. In [29], the SCN is considered for resiliency
analysis; the authors commented on the sufficient scope for resiliency metric improvement
and performance enhancement of the SCNs.

Khalkho et al. in [30] have considered the SCN pertaining to the IEEE 39-bus system for
which resiliency analysis methodology has been discussed with an objective of operational
enhancement. From the perspective of cybersecurity, the resiliency of SG using emerging
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technologies such as artificial intelligence has been discussed by Iftimie et al. in [31]. A
deep-learning based model is proposed by Khediri et al.in [32] to enhance resiliency of the
SG. Singh et al. in [33] proposed a resiliency framework for a PMU network capable of
detecting an intrusion in order to develop a potential mitigation strategy.

2.2. Motivation

The systematic literature review reveals that the SCN has been sparsely explored
in the past from the resiliency perspective. In fact, though, the enormous contribution
on resiliency under different contexts can be utilized for resiliency analysis of the SCN.
Further, even the resiliency analysis of the SG is also explored to a small extent. Thus, this
paper is motivated to bridge such gaps in the literature by presenting a resiliency analysis
framework for SCN in the SG. The proposed framework can be utilized for resiliency
analysis of the SG from various other perspectives. To summarize, the present work is
motivated to fill a gap in terms of resiliency framework of SCN which exists in the literature.

2.3. Contribution

The proposed work envisages a contribution in the literature in the SG paradigm for
resiliency analysis of the SCN. The vital contributions of the present work are as follows:

• The proposed work presents a mathematical modelling of the SCN pertaining to the SG.
• The design perspective of a SCN is presented spanning communication infrastructures,

communication protocols, and communication technologies.
• A resiliency analysis framework, including resiliency estimation metrics, is proposed.

The resiliency framework is based on both key parameters: hardware reliability and
data reliability, ensuring a wide perspective of disturbances for resiliency analysis.

• The proposed resiliency framework is validated for resiliency analysis of a SCN
pertaining a practical power grid of India, (West Bengal State) as a case study.

3. System Model and Parametrization
3.1. System Modelling

We consider a SCN system with θ number of PMUs and φ number of PDCs. The SCN
system is designed for a SG with K number of electrical buses. The PMU installed over
an electrical bus is capable of monitoring more than one of the buses simultaneously as
the PMUs are optimally placed over the electrical buses. Due to optimally placed PMUs, a
smaller number of PMUs are required to monitor all of the buses of the grid, which leads to
θ < K, and θ = κ, where κ is the number of buses with at least one PMU. Further, since a
PDC acts as an aggregator for more than one PMUs, it is obvious that the relation φ < θ
holds true. As a result, in the SCN system with optimally placed PMUs and PDCs, the
following inequality holds true: φ < θ; θ ≤ K; θ = κ.

If we denote collection of all PMUs by a set A = {PMU1, PMU2 . . . , PMUθ} and PDCs
by a set B =

{
PDC1, PDC2 . . . , PDCφ

}
, then sets A and B are finite sets with cardinality of

|A| = θ and |B| = φ. The electrical buses with at least a PMU can be represented by a finite
set C = {Bus1, Bus2 . . . , Busκ} such that C ⊆ {Bus1, Bus2 . . . , BusK}, and |C| = κ.

Further, a PMUi∈{1,2...,θ} : PMUi ∈ A = {PMU1, PMU2 . . . , PMUθ} is located on
a Busk∈{1,2...,κ} : Busκ ∈ {Bus1, Bus2 . . . , BusK}. Hence, in terms of the corresponding
bus location, a PMU can be represented as PMUk∈{1,2...,κ}

i∈{1,2...,θ} . Similarly, a PDCj∈{1,2...,φ} :
PDCj ∈ B =

{
PDC1, PDC2 . . . , PDCφ

}
can be represented in terms of its bus location

as PDCk∈{1,2...,κ}
j∈{1,2...,φ} where Busk∈{1,2...,κ} : Busκ ∈ {Bus1, Bus2 . . . , BusK}.

It is worthwhile to recall that a single PDC acts as a data aggregator for multiple PMUs.
A PDC observable set βPDCj can be defined as a collection of all PMUs which communicate
their synchrophasor data to a particular PDC i.e., PDCj. A PDC observable set and its
element are given by Equation (1).

PMUk∈{1,2,...,κ}
i∈{1,2,...,θ} ∈ βPDCj ; if PMUk∈{1,2,...,κ}

i∈{1,2,...,θ} communicates its synchrophasor data to PDCk∈{1,2,...,κ}
j∈{1,2,...,φ} (1)
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Nevertheless, a PMU observable set λPMUi can be defined such that it is a collection of
all electrical buses which can simultaneously be monitored by a PMUi. A PMU observable
set and its elements are given by Equation (2).

if k = k′ or
if PMUk∈{1,2,...,κ}

i∈{1,2,...,θ} can monitor Busk′

}
then Busk′ ∈ λPMUi , Busk ∈ λPMUi (2)

For example, if PMUk∈{1,2,...,κ}
1 , PMUk∈{1,2,...,κ}

3 , and PMUk∈{1,2,...,κ}
4 treat PDCk∈{1,2...,κ}

2

as a data aggregator, then the PDC observable set βPDC2 is given as

βPDC2 =
{

PMUk∈{1,2,...,κ}
1 , PMUk∈{1,2,...,κ}

3 , PMUk∈{1,2,...,κ}
4

}
. For a PMUk∈{1,2,...,κ}

6 installed
on Bus2, if Bus1, Bus4, and Bus5 can simultaneously be monitored then the PMU observable
set λPMU6 can be given as λPMU6 = {Bus1, Bus2, Bus4, Bus5}.

Since the SCN is designed in an optimal way in terms of PMUs placement on electrical
buses, the following inequalities hold valid.

λPMUi 6= C; λPMUi ⊂ C
βPDCj 6= A; βPDCj ⊂ A

}
(3)

3.2. Design of Hybrid SCN

The objective of hybrid SCN is to communicate synchrophasor data from PMUs to the
PDC, which can then be further utilized by remotely located control center to monitor and
protect the SG in real-time. For synchrophasor data, PMUs are used which are installed
over several electrical buses in a substation. A PMU monitors the vital buses parameters
such as voltage, currents, frequency, rate of change of frequency, phase angle, etc.; and these
measurements are time-synchronized using Global Positioning System data before being
sent to the PDC for visualization at the control center. Presently, a generic architecture of
the hybrid SCN is presented in this section that can be used to facilitate synchrophasor data
exchanged between optimally distributed PMUs and PDCs.

The prime constituents of the hybrid SCN are PMUs, PDCs, and the core commu-
nication infrastructure. The Internet Protocol (IP) network is considered to be the core
communication infrastructure. The hybrid SCN is shown in Figure 1, where hybrid network
topologies are used. The PMUs are connected over a Wireless Local Area Network (WLAN)
in which all devices such as End Devices (ED), PMU, etc. use wireless interfaces such
as WiFi to connect to the WLAN network. On the other hand, the PDC and the other
EDs at the control center use wired interfaces such as Ethernet to connect to the network.
Such network is simply referred to as an LAN. In a SCN, there are several geographically
distributed PMUs. Thus, a WLAN can be introduced to accommodate each PMU, which
results in θ number of WLANs. Both WLAN as well as LAN are considered to be shared
networks, since the communication resources are shared among all devices such as PMUs,
PDCs, EDs, etc. The WLANs, and LANs are connected using Wide Area Network (WAN)
based on IP network topology.

With respect to the interfacing, the devices on WLAN use WiFi based on IEEE 802.11
protocols for data communication over an IP network. Alternatively, LAN uses Ethernet
based IEEE 802.3 protocols for data communication. The IP network is meant to facilitate
the communication of data from the EDs using different application layer protocols such
as HTTP, FTP, TFTP, TELNET, etc. The existing IP network has not evolved to support
synchrophasor data communication from PMUs and PDCs, however. Thus, a communica-
tion framework is required to achieve compatibility between synchrophasor data and the
IP network. In this context, IEEE developed IEEE C37.118 standards in two parts: IEEE
C37.118.1 and IEEE C37.118.2 in 2011 [34].



Sustainability 2022, 14, 15450 6 of 17

Sustainability 2022, 14, x FOR PEER REVIEW 6 of 18 
 

 

PDCs, EDs, etc. The WLANs, and LANs are connected using Wide Area Network (WAN) 
based on IP network topology. 

ED

ED

ED

ED

ED

IP Network

LAN

ED

ED

ED

ED

PDC

AP

AP

PMU1

WLAN1

WLANθ 

NR

NR

NR

PMUθ

 
Figure 1. Design of hybrid SCN. 

With respect to the interfacing, the devices on WLAN use WiFi based on IEEE 802.11 
protocols for data communication over an IP network. Alternatively, LAN uses Ethernet 
based IEEE 802.3 protocols for data communication. The IP network is meant to facilitate 
the communication of data from the EDs using different application layer protocols such 
as HTTP, FTP, TFTP, TELNET, etc. The existing IP network has not evolved to support 
synchrophasor data communication from PMUs and PDCs, however. Thus, a communi-
cation framework is required to achieve compatibility between synchrophasor data and 
the IP network. In this context, IEEE developed IEEE C37.118 standards in two parts: IEEE 
C37.118.1 and IEEE C37.118.2 in 2011 [34]. 

The IEEE C37.118.1 (also known as IEEE C37.118.1-2011) standards define parame-
ters of synchrophasor measurements such as input/output quantities, phasor measure-
ments, ROCOF, frequency, evaluation of synchrophasor measurements, evaluation of 
measurements compliance, etc. [35]. Alternatively, the communication of synchrophasor 
data among different power system components, including PMUs and PDCs, is governed 
by the IEEE C37.118.2 (also known as IEEE C37.118.2-2011) standard [36]. Particularly, it 
describes messaging including types, use, contents, and data formats for real-time com-
munication between PMUs and PDCs, in addition to the other power system equipment 
for different synchrophasor applications. This standard governs a communication frame-
work that can use an IP network as a communication infrastructure for synchrophasor 
applications. It is worthy to note that this standard only defines message formatting ap-
plicable to the application layer of the TCP/IP protocol suite, and does not define any other 
layer protocols of the TCP/IP. Thus, no restriction related to the physical and data link 
layer (in terms of communication media), transport layer (in terms of transport protocols 
such as TCP, UDP, etc.) are implied by IEEE C37.118 standards [37]. 

The combined efforts of IEEE and IEC led to the development of IEEE/IEC 60255-118-
1-2018 standards in 2018, which superseded IEEE C37.118.1 standard [38]. Further, in 
2019, IEEE has instituted the IEEE C37.247-2019 standard, which defines functionality, 
performance requirements, performance metrics including latency, throughput, etc. of the 
PDC [39]. In this standard, the detailed mechanism for aggregating, processing and han-
dling of synchrophasor data at PDC from several PMUs are presented. 

Figure 1. Design of hybrid SCN.

The IEEE C37.118.1 (also known as IEEE C37.118.1-2011) standards define parameters
of synchrophasor measurements such as input/output quantities, phasor measurements,
ROCOF, frequency, evaluation of synchrophasor measurements, evaluation of measure-
ments compliance, etc. [35]. Alternatively, the communication of synchrophasor data
among different power system components, including PMUs and PDCs, is governed by the
IEEE C37.118.2 (also known as IEEE C37.118.2-2011) standard [36]. Particularly, it describes
messaging including types, use, contents, and data formats for real-time communication
between PMUs and PDCs, in addition to the other power system equipment for different
synchrophasor applications. This standard governs a communication framework that can
use an IP network as a communication infrastructure for synchrophasor applications. It is
worthy to note that this standard only defines message formatting applicable to the appli-
cation layer of the TCP/IP protocol suite, and does not define any other layer protocols
of the TCP/IP. Thus, no restriction related to the physical and data link layer (in terms of
communication media), transport layer (in terms of transport protocols such as TCP, UDP,
etc.) are implied by IEEE C37.118 standards [37].

The combined efforts of IEEE and IEC led to the development of IEEE/IEC
60255-118-1-2018 standards in 2018, which superseded IEEE C37.118.1 standard [38]. Fur-
ther, in 2019, IEEE has instituted the IEEE C37.247-2019 standard, which defines functional-
ity, performance requirements, performance metrics including latency, throughput, etc. of
the PDC [39]. In this standard, the detailed mechanism for aggregating, processing and
handling of synchrophasor data at PDC from several PMUs are presented.

4. Comprehensive Resiliency Analysis Framework

Having traced an overview of the design of a hybrid SCN, we can now develop a
resiliency analysis framework for the designed hybrid SCN. In this section, we proceed
to institute a resiliency analysis framework for the hybrid SCN. Firstly, a resiliency frame-
work will be presented, followed by the resiliency metrics for resiliency analysis of the
hybrid SCN.

4.1. Resiliency Framework

The resiliency of a SCN is its ability to adapt, configure, and respond to contingencies
in order to maintain its intended performance. A contingency arises in response to a
disturbance (internal or external) which may deviate the system from its normal operation.
If the performance of a SCN can be denoted as ‘P’, then the performance before the
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contingency (in ideal condition) and after the recovery can be expressed as ‘Pideal’, and
‘Prec’ respectively. Moreover, the performance at the time of contingency is not necessarily
the same as in ideal condition. Thus, ‘Pcont’ can be used to denote performance at the time
of contingency.

To ensure real-time protection and control of the SG using SCN, the system perfor-
mance must be measured with respect to time. Let us consider that a disturbance occurs
at time ‘tcont’ leading to contingency. The resiliency operation begins at time ‘tdeg’ which
avoids further degradation in the system performance. At some time ‘trec’, which is referred
to as a time of recovery, the system begins its recovery. Thus, the system performance
starts improving from time ‘trec’. The system completely recovers at time ‘tfull’ as a measure
of resiliency.

The resiliency operation of the SCN can be further described by different states of
the systems. The state prior to the contingency is referred to as fully operational state
where performance of the system is measured by Pideal (in ideal condition) or Pcont The
performance of the system degrades when contingency occurs, which results in degradation
of the system performance. This state can be referred to as a degradation state. The
resiliency function becomes operational in response to a contingency which restricts further
degradation of the system after a certain level. Of note, the system can be said still to
be operational under such level, but with the least performance index. Such a state is
referred to as a partial operational state in which the system performance can be regarded
as threshold performance, and denoted as ‘Pth’. As a result of resiliency, the system starts
recovery from partial operational state towards fully operational state. The transition state
between the partial operational state and the fully operational state is referred to as the
recovery state.

The instantaneous performance of the system is used as a Figure of Merit (FoM) to
describe the system’s resilient behaviors in response to contingencies. The instantaneous
performance of the system as a function of time can be denoted as ‘Pinst’. The different states
of a resilient system are shown using Figure 2. As shown in the figure, the disturbance
occurs at time tcont where the performance is measured as FoM = Pideal = Pcont. Thus,
degradation of the performance starts at time tcont and the system enters into a degra-
dation state in which the performance is measured by its instantaneous value, given as
FoMinst = Pinst. In response to contingency, the resiliency function becomes operational,
which restricts performance degradation to its threshold value Pth at time tdeg. Due to
resiliency, the system starts recovering from the partially operational state at time trec and
enters into recovery state, in which the performance is measured by its instantaneous
value given as FoMinst = Pinst. The system recovers to a fully operational state at time
tfull with FoM = Prec. If the system fails to maintain the threshold performance metric i.e.,
FoM < Pth, then such a state is referred to as a failed state and the system ceases to be
operational. A failed state is observed for tfail with FoM = Pinst < Pth
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Figure 2. A typical resiliency curve. Here, FOS: fully operational state, POS: partially operational
state, DS: degradation state, and RS: recovery state.
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4.2. Resiliency Metric

The performance of the system primarily depends on two key factors: hardware relia-
bility and data reliability. The hardware reliability measures the availability of individual
components of the system such that they remain functional in order to make the system
fully operational. Another key factor for determining the performance of the system is data
reliability, which reflects the number of successful packets at the destination compared to
the packets transmitted by the source. Thus, for measuring the system performance, both
of the factors, i.e., hardware reliability and data reliability are considered as FoM. The FoM
which is used to reflect the system performance can be given by Equation (4).

FoM = R× PDR (4)

where, R represents the hardware reliability, and PDR represents Packet Delivery Ra-
tio (PDR) which measures the data reliability. The instantaneous resiliency in terms of
instantaneous FoM (FoMinst) and ideal FoM (FoMideal) can be defined by Equation (5).

<inst = FoMideal −
∣∣∣∣ FoMideal − FoMinst

FoMideal

∣∣∣∣ (5)

The system that has recovered from disturbance does not necessarily perform the same
as it performed before the disturbance. Thus, there exists a performance gap between before
the disturbance and after the disturbance. The resiliency based on such a performance gap
can be measured in terms of the net resiliency, which is given by Equation (6).

<net = FoMcont −
∣∣∣∣ FoMcont − FoMrec

FoMcont

∣∣∣∣ (6)

Further, the degradation rate, which measures the system ability to degrade in re-
sponse to contingency without resilient action in force, can be given by Equation (7).

ξdeg =
FoMti − FoMtj

ti − tj
(7)

where, FoMti represents instantaneous FoM at time ti. In particular, ti and tj represents
contingency start time (tcont) and mitigation start time (tdeg). Moreover, the recovery
rate which measures the system’s ability to recover to operational state in response to
contingency with resilient action in force can be given by Equation (8).

ξrec =
FOMtk − FOMtl

tk − tl
(8)

In particular, tk and tl represent recovery start time (trec) and recovered time (tfull).

5. Parameters for Resiliency Analysis of Hybrid SCN

In this section, we institute several parameters to develop a resiliency analysis frame-
work. Based on these parameters, resiliency analysis of a hybrid SCN can be performed. For
the resiliency analysis, two key parameters are considered, which are hardware reliability
and data reliability. The hardware reliability is measured in terms of a device’s availability
to perform the intended function while deployed in the network. The hardware reliability
analysis is presented in this section. The data reliability, however, is based on simulation
approach which will be discussed in a later section.

5.1. Reliability Analysis of Series and Parallel Configures System

Consider that there are n components connected with series configuration and m
components connected with parallel configuration as shown in Figure 3. If Rl represents
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the hardware reliability of lth components such that l ∈ {1, 2, . . . , n}, then the hardware
reliability of such a series configuration system can be given by using (9).

Rs =
n

∏
l=1

Rl (9)
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Similarly, if Rx represents the hardware reliability of xth components such that
x ∈ {1, 2, . . . , m}, then the hardware reliability of such a parallel configuration system
can be evaluated using (10).

Rp = 1−
m

∏
l=1

(1− Rx) (10)

5.2. Hardware Reliability for Hybrid SCN

To measure hardware reliability, a SCN corresponding to one pair of PMU and PDC
can be considered, which is shown in Figure 4.
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The redundant configuration of AP and NR routers is used in WLAN corresponding
to the PMU for reliability enhancement. Likewise, redundant configuration of NRs are
used in LAN corresponding to the PDC at the control center for reliability enhancement.
The hardware reliability of such a one-pair SCN can be given as:

RPMUi−PDCj = RPMUi ×
{

1− (1− RAP)
2
}
×
{

1− (1− RNR)
2
}2
× RPDCj × RIP (11)

where reliability of PMUk∈{1,2...,κ}
i∈{1,2...,θ} , PDCk∈{1,2...,κ}

j∈{1,2...,φ} , AP, NR and IP network are represented as
RPMUi , RPDCj , RAP, RNR, and RIP.

For the hybrid SCN with PMUi∈{1,2...,θ} : PMUi ∈ A = {PMU1, PMU2 . . . , PMUθ}
and PDCj∈{1,2...,φ} : PDCj ∈ B =

{
PDC1, PDC2 . . . , PDCφ

}
such that Busk∈{1,2...,κ} :
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Busκ ∈ {Bus1, Bus2 . . . , BusK}, the average reliability of hybrid SCN can be obtained
using Equation (12).

RHySCN =

φ

∑
j=1

θ

∑
i=1

RPMUi−PDCj

φ

∑
j=1

∣∣∣βPDCj

∣∣∣ (12)

The hardware reliability of the prime constituents of hybrid SCN can be considered
from [40]. Thus, with RPMU = 0.9983, RPDC = 1, RAP = 0.9999697, RNR = 0.99985, and
RIP = 0.99, the hardware reliability of hybrid SCN having similar topologies of all one-pair
hybrid SCN is obtained as 0.988316.

5.3. Data Reliability of Hybrid SCN

The data reliability is measured in terms of PDR which represents a ratio of number of
packets received at the PDC and number of packets sent by a PMU. If a hybrid SCN with a
PMU and a PDC is considered, then the PDR corresponding to one pair of PMU and PDC
can be given by Equation (13).

PDR
PMUk∈{1,2,...,κ}

i∈{1,2,...,θ}−PDCk∈{1,2,...,κ}
j∈{1,2,...,φ}

=

t=τ∞
∑

t=τ0

RP
PDCk∈{1,2,...,κ}

j∈{1,2,...,φ}
(t)

t=τ∞
∑

t=τ0

SP
PMUk∈{1,2,...,κ}

i∈{1,2,...,φ}
(t)

(13)

where, RP
PDCk∈{1,2,...,κ}

j∈{1,2,...,φ}
, and SP

PMUk∈{1,2,...,κ}
i∈{1,2,...,φ}

represent instantaneous values of the number of

received packets at PDCk∈{1,2...,κ}
j∈{1,2...,φ} , and the number of sent packets at PMUk∈{1,2...,κ}

i∈{1,2...,θ} with time
ranging from starting time τ0 and final time τ∞. It is worthy to note that the Equation (13) can
be extended to calculate the PDR corresponding to any PMUs and PDCs in the hybrid SCN.

5.4. Resiliency Metrics for Hybrid SCN

Hardware reliability and PDR metrics can be used for evaluation of resiliency of a
hybrid SCN. Since the hybrid SCN is analyzed for a short span of time, the instantaneous
hardware reliability R(tinst)HySCN can be assumed to be independent of the time. Hence, we
can represent instantaneous hardware reliability of hybrid SCN as R(tinst)HySCN = RHySCN .
In accordance with the instantaneous performance measurements, the instantaneous
PDR corresponding to a PMUi∈{1,2...,θ} : PMUi ∈ A = {PMU1, PMU2 . . . , PMUθ} and a
PDCj∈{1,2...,φ} : PDCj ∈ B =

{
PDC1, PDC2 . . . , PDCφ

}
can be represented as

PDR(tinst)PMUk∈{1,2,...,κ}
i∈{1,2,...,θ}−PDCk∈{1,2,...,κ}

j∈{1,2,...,φ}
. Hence, the instantaneous FoM (FoMHySCN(tiinst)

) for

resiliency estimation of hybrid SCN corresponding to a PMUi∈{1,2...,θ} : PMUi ∈ A =

{PMU1, PMU2 . . . , PMUθ} and a PDCj∈{1,2...,φ} : PDCj ∈ B =
{

PDC1, PDC2 . . . , PDCφ

}
can be given by Equation (14) using Equation (4).

FoMHySCN(tiinst)
= RHySCN PDR(tinst)PMUk∈{1,2,...,κ}

i∈{1,2,...,θ}−PDCk∈{1,2,...,κ}
j∈{1,2,...,φ}

(14)

Using (5), the instantaneous resiliency of the hybrid SCN corresponding to a
PMUi∈{1,2...,θ} : PMUi ∈ A = {PMU1, PMU2 . . . , PMUθ} and a PDCj∈{1,2...,φ} :
PDCj ∈ B =

{
PDC1, PDC2 . . . , PDCφ

}
can be expressed by Equation (15).

<inst = FoMideal −

∣∣∣∣∣∣
FoMideal − RHySCN PDR(tinst)PMUk∈{1,2,...,κ}

i∈{1,2,...,θ}−PDCk∈{1,2,...,κ}
j∈{1,2,...,φ}

FoMideal

∣∣∣∣∣∣ (15)
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For the hybrid SCN with PMUi∈{1,2...,θ} : PMUi ∈ A = {PMU1, PMU2 . . . , PMUθ}
and PDCj∈{1,2...,φ} : PDCj ∈ B =

{
PDC1, PDC2 . . . , PDCφ

}
, the instantaneous resiliency is

given by Equation (16).

<inst = FoMideal −

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

FoMideal − RHySCN

φ

∏
j=1

θ
∏

i=1
PDR(tinst)

PMUk∈{1,2,...,κ}
i∈{1,2,...,θ} −PDCk∈{1,2,...,κ}

j∈{1,2,...,φ}
φ

∑
j=1

∣∣∣βPDCj

∣∣∣
FoMideal

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(16)

Moreover, the net resiliency of the hybrid SCN with PMUi∈{1,2...,θ} : PMUi ∈ A =

{PMU1, PMU2 . . . , PMUθ} and PDCj∈{1,2...,φ} : PDCj ∈ B =
{

PDC1, PDC2 . . . , PDCφ

}
can

be expressed using Equation (17) where PDR(trec)PMUk∈{1,2,...,κ}
i∈{1,2,...,θ}−PDCk∈{1,2,...,κ}

j∈{1,2,...,φ}
is given by

Equation (18).

<net = FoMcont −

∣∣∣∣∣∣
FoMcont − RHySCN PDR(trec)PMUk∈{1,2,...,κ}

i∈{1,2,...,θ}−PDCk∈{1,2,...,κ}
j∈{1,2,...,φ}

FoMcont

∣∣∣∣∣∣ (17)

PDR(trec)PMUk∈{1,2,...,κ}
i∈{1,2,...,θ}−PDCk∈{1,2,...,κ}

j∈{1,2,...,φ}
=

φ

∏
j=1

θ

∏
i=1

PDR(trec)PMUk∈{1,2,...,κ}
i∈{1,2,...,θ}−PDCk∈{1,2,...,κ}

j∈{1,2,...,φ}

φ

∑
j=1

∣∣∣βPDCj

∣∣∣ (18)

6. Resiliency Analysis of Hybrid SCN
6.1. Simulation Framework

The proposed resiliency framework can be deployed for the SCN for results validation
and analysis. To design the SCN, a practical power grid of West Bengal, India, has been
considered as a case study. The bus topology of the practical power grid to be considered
as a case study is shown in Figure 5. The power grid consists of 24 buses where 7 PMUs are
optimally placed to cover the entire power grid. The power grid is comprised of only one
PDC to aggregate data from seven PMUs. The geographical distribution of the PMUs and
PDCs are reported in Table 1.

The resiliency FoM is based on two key factors: hardware reliability and data reliability.
The hardware reliability can be estimated for the designed SCN pertaining to the case study
using the methodology presented in Section 5.2. For the case study with one-pair hybrid
SCN having similar characteristics, the hardware reliability is obtained to be 0.988316.

Further, in order to obtain the PDR, the hybrid SCN pertaining to the case study is
implemented in QualNet network simulator. The rationality behind choosing QualNet as a
network simulator is its wide adoption across several governments, academic, commercial,
and non-commercial organizations due to its high accuracy and industry standards [41].
Some of the key simulation parameters are reported in Table 2. The coordinate system is
choosen for the West Bengal’s practical power grid comprising 24-bus system such that the
Southwest (SW) corner = 20.21◦, Northeast (NE) corner = 30.41◦ for latitude; and Southwest
(SW) corner = 73.57◦, Northeast (NE) corner = 94.44◦ for longitude. The node placements
for PMUs and PDCs are done in accordance with their locations as reported in Table 1. An
altitude of 1500 m above mean sea level and 0 m below mean sea level is considered. To
mimic the dynamic environmental conditions, a weather mobility of 98 ms is considered.
Since the nodes corresponding to end devices (ED) other than PMUs and PDCs can be
of mobile in nature, the random walk mobility model for such nodes are considered in
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the QualNet. The nodes corresponding to PMUs and PDCs, however, do not follow any
mobility model.
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Table 1. Geographical distribution of PMUs and PDCs.

Bus with a PMU ID of
PMU/PDC

Bus Locations Distance from
PDC (Km)Latitude Longitude

Bus-1 PMU-1 24.7828 87.9041 154.11
Bus-3 PDC-1 23.4814 87.4464 -
Bus-7 PMU-2 22.7494 88.5417 141.03

Bus-10 PMU-3 22.4442 87.8672 124.07
Bus-11 PMU-4 22.8361 87.9594 90.78
Bus-14 PMU-5 22.3997 88.2177 145.61
Bus-19 PMU-6 22.1188 88.3319 177.71
Bus-22 PMU-7 25.8502 87.8500 265.57

6.2. Simulation Results and Discussions

To enable the attack scenario which occurs in a real-time environment, the attacks
on PMUs are required to be configured. Further, it is very unlikely that all PMUs will
be affected simultaneously. Thus, for the resiliency analysis, about 50% of the PMUs
i.e., four PMUs are modelled with DoS attack. The DoS attack is configured to capture
all probabilistic impacts on SCNs, such as low degradation time, high degradation time,
equal degradation and recovery time, and random degradation and recovery time. The
simulations are performed to analyze the PDR corresponding to each PMU for the resiliency
analysis of the hybrid SCN pertaining to the case study. The simulations are performed for
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300 s of simulation time to record FoM for the resiliency calculation. The resiliency curve
from simulation results with DoS attack on PMU1, PMU2, PMU3, and PMU4 are plotted in
Figures 6a, 6b, 6c and 6d, respectively.

Table 2. Simulations parameters.

Parameters Values

Coordinate System
Latitude Longitude

SW Corner = 20.21
NE Corner = 30.41

SW Corner = 73.57
NE Corner = 94.44

Altitude 1500 m above mean sea level
0 m below mean sea level

Weather mobility 98 ms
Node placement As per geographical distribution of PMUs and PDCs
Mobility model Random walk for EDs
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Since comprehensive parametric analyses are important for the purpose of analysis,
some of the vital parameters for resiliency analysis of the hybrid SCN are recorded in
Table 3. The performance (in terms of PDR) of vulnerable PMUs i.e., PMU1, PMU2, PMU3,
and PMU4 are observed for degradation state as well as recovery state in addition to the
instantaneous FoM of the hybrid SCN. In degraded states, the PDR of vulnerable PMUs
are noted prior to the disturbance occurrence i.e., Pcont at tcont, and when mitigation started
Pdeg at tdeg. On the other hand, performance of vulnerable PMUs in the recovery state are
also recorded at the point when recovery starts i.e., Prec at trec and after recovery i.e., Pfull
at tfull. To be noted, the instantaneous FoM is obtained for the hybrid SCN pertaining to
the case study for all these timing instances.

Table 3. Simulation results for hybrid SCN pertaining to the case study.

PMU with
DoS Attack

Degradation State Recovery State

Pcont FoM tcont Pdeg FoM tdeg Prec FoM trec Pfull FoM tfull

PMU1 0.987639 0.985745 50 0.429894 0.906998 90 0.698939 0.944984 200 0.998939 0.987341 250

PMU2 0.897155 0.973222 80 0.427155 0.906863 130 0.527155 0.920982 190 0.996521 0.987251 230

PMU3 0.998939 0.987341 90 0.712439 0.946890 110 0.712439 0.946890 130 0.998939 0.987341 240

PMU4 0.899277 0.973222 100 0.491277 0.915617 150 0.499299 0.916750 200 0.989277 0.985929 280

The instantaneous resiliency (with FoMideal = 1), net-resiliency, degradation rate, and
recovery rate for all the cases are reported in Table 4. For a high-resiliency operation, the
hybrid SCN must have low degradation rate and high recovery rate under disturbances. It
is observed that the minimum performance degradation under disturbance is observed
to be for PMU4 such that ξdeg = −1.15. Further, the maximum recovery rate as a result of
resiliency actions is observed for PMU2 with DoS such that ξrec = 1.66. Moreover, the net
resiliency of the hybrid SCN pertaining to the case study is observed to be greater than
98.628% for all the cases.

Table 4. Resiliency parameters for the hybrid SCN pertaining to the case study.

PMU with
DoS Attack

Degradation State Recovery State
<net

ξdeg
(per ms)

ξrec
(per ms)tcont <inst tdeg <inst trec <inst tfull <inst

PMU1 50 0.985745 90 0.906998 200 0.944984 250 0.987341 0.98736 −1.97 0.85

PMU2 80 0.973222 130 0.906863 190 0.920982 230 0.987251 0.98764 −1.33 1.66

PMU3 90 0.987341 110 0.946890 130 0.946890 240 0.987341 0.98734 −2.02 0.37

PMU4 100 0.973222 150 0.915617 200 0.916750 280 0.985929 0.98628 −1.15 0.86

6.3. Resiliency Metrics for WASA

The resiliency metric can play a vital role in the Wide Area Situational Awareness
(WASA) of the SG. For WASA, the operator must know the status of the grid to take
proactive control actions. The operator also utilizes the previously available grid data in
predicting the future state of the grid. Such data should be reliable and must reach the
operator in minimum time. The SCN plays an important role in providing high reliability
and minimum delay to the data pertaining to grid for its WASA. In order to strengthen
this objective, the SCN must be highly resilient, as reliability and delay are correlated with
resiliency of the SCN. Thus, one can use the resiliency metric in combination with delay
incurred in the synchrophasor data communication over the SCN to institute a WASA
metric. The authors would also like to carry the present work to extend the use of resiliency
metric for developing a WASA framework for the SG cyber physical system.
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6.4. Resiliency Metric for DTR SCN Model

The Dynamic Thermal Rating (DTR) is one of the more widely used technologies used
to enhance line ratings of the smart grid system by enforcing the system to work at its
maximum ratings [42]. However, the deployment of DTR in SG is dependent on the relia-
bility of the communication network. An important aspect of the reliability enhancement
of communication network for the SG cyber physical system with DTR system is presented
in [43]; the resiliency and reliability are highly correlated, and thus another paradigm for
evaluating resiliency of the SCN with the DTR system might attract the researchers. A brief
overview of evaluating resiliency of SCN with DTR system is presented as follows.

A one pair SCN with a PMU and a PDC with a DTR system for resiliency analysis
framework is shown in Figure 7. For such a system, the reliability can be obtained using
(19). A resiliency framework can be developed based on the methodologies presented in
this paper. For evaluation of the efficacy, a test system can be considered. The authors keep
the resiliency framework for such SCN system with DTR as an open research problem. The
authors also suggest the seminal work by Jimada et. al. [43] to be considered as a reference
to proceed on the said research problem.

RPMUi−PDCj = RPMUi ×
{

1− (1− RAP)
2
}
×
{

1− (1− RNR)
2
}2
× RPDCj × RIP × RDTR system (19)
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7. Conclusions

The resiliency of SCN is of paramount interest as it uses IP as a communication
infrastructure for synchrophasor data communication between PMUs and PDCs, which
is vulnerable to security attacks. In this paper, a mathematical modelling is presented
for designing a hybrid SCN. Further, a resiliency evaluation framework is proposed for
resiliency analysis of SCN. For resiliency analysis, the hardware reliability as well as the
data reliability are considered for parameterization of resiliency metrics. The proposed
framework is deployed for a practical power grid of India as a case study for which hybrid
SCN is designed and its resiliency analysis is performed. The simulation results are carried
out for DoS attack on 50% PMUs which includes PMU1, PMU2, PMU3, and PMU4. When
subjected to DoS attack, the performance of PMU3 is highly affected with ξdeg = −2.02. On
the other hand, the least impact in terms of degradation rate is observed for PMU4 such
that ξdeg = −1.15. In terms of recovery in response to DoS attack, PMU2 recovers quickly
to the fully functioning state with ξrec = 1.66, whereas, a significantly higher response time
is observed by PMU3 under the DoS attack, since ξrec = 0.37. Nevertheless, the hybrid
SCN is resilient even if 50% of the PMUs are vulnerable to DoS attack, since it achieves
a minimum resiliency of 98.628% under all cases. The resiliency analysis of SCN with a
DTR system for improving network capacity, which authors intend to include in the model
in their future research. Further, the extension of resiliency analysis framework for more
general case studies is also kept as a future research problem.
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