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Abstract: The present study aims at analyzing and assessing the performance of grid-connected
photovoltaic (PV) systems, where the considered arrangement is the two-stage PV system. Normally,
the maximum power point tracking (MPPT) process is utilized in the first stage of this topology
(DC-DC). Furthermore, the active and reactive power control procedure is accomplished in the
second stage (DC-AC). Different control strategies have been discussed in the literature for grid
integration of the PV systems. However, we present the main techniques, which are considered
the commonly utilized and effective methods to control such system. In this regard, and for MPPT,
popularly the perturb and observe (P&O) and incremental conductance (INC) are employed to
extract the maximum power from the PV source. Moreover, and to improve the performance of
the aforementioned methods, an adaptive step can be utilized to enhance the steady-state response.
For the inversion stage, the well-known and benchmarking technique voltage-oriented control, the
dead-beat method, and the model predictive control algorithms will be discussed and evaluated
using experimental tests. The robustness against parameters variation is considered and an extended
Kalman filter (EKF) is used to estimate the system’s parameters. Future scope and directions for the
research in this area are also addressed.

Keywords: PV systems; maximum power point tracking; active and reactive power control; robustness
assessment; extended Kalman filter estimation

1. Introduction

Recently, the penetration of the photovoltaic (PV) systems into the grid has been
increasing significantly [1,2]. Several factors contribute to this fast increase and interest of
PV energy. To mention a few: The PV energy is global and widespread across the world,
and it can be utilized for stand-alone or grid-connected purposes. Furthermore, the PV
energy is environmentally friendly, where approximately no emissions exist and it has
silent operation [3–5]. The PV systems can be implemented using different power convert-
ers [6,7] according to application levels, where module, string, multi-string, and central
configuration are used for PV systems construction. Generally, one can say that increasing
the number of converters enhances the PV system’s efficiency. This is mainly due to the
operation based on the information (measurement) obtained from a smaller structure,
which decreases the effect of mismatches, but this implies a higher cost [8–10]. However,
the main categorization is simply divided into the single-stage topology and the two-stage
configuration [11–13]. Therefore, and fundamentally, two control functions are required to
connect the PV system with the grid. The first one is the maximum power point tracking
(MPPT) action, and second is the active and reactive power management [14].
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The maximum power extraction occurs at the DC-DC converter stage and in this
respect numerous methods and algorithms have been discussed in the literature [15,16].
However, a general classification can be highlighted as follows:

• Traditional methods: In this branch, the measured values (normally the PV voltage
and current) are used to set the control parameter. Within this category, the well-
known perturb and observe (P&O) and the incremental conductance (INC) are very
popular [17,18]. The gradient descent method has a similar operating principle, where
the gradient of the power with respect to voltage is used to set the voltage reference
value [19,20].

• Mathematical models: Here, a model is derived based on the characteristics of the
PV source. The objective of this model is to allocate the position of the maximum
power point (MPP). The fractional open-circuit voltage method, fractional short-circuit
current method [21,22], and temperature algorithm [23,24] are examples from this
methodology. Temperature or radiation sensor can be utilized in such schemes in
addition to the voltage or current measurements [25].

• Intelligent methods: In this type, normally a fuzzy logic controller or neural network is
used to track the maximum power [26–28]. These algorithms need tuning and training
efforts [29].

• Methods for partial shading: The partial shading methods are designed to capture the
global maximum of the power–voltage (P-V) curve when nonuniform distribution of
radiation happens [30]. Heavy smoke, clouds, and shadowing from nearby buildings
are the main causes of partial shading [31]. Optimization techniques are employed
to hunt the ultimate maximum of the produced power. Particle swarm optimization,
genetic algorithm, simulated annealing, bat algorithm, etc. are common for such
execution [32,33].

The previous algorithms can be implemented using direct or indirect control technique.
In the direct method, the algorithm gives the duty cycle directly to the modulation stage.
However, in the indirect method, a proportional-integral (PI) controller is used to get the
duty cycle [34,35]. For both methods, a fixed step or an adaptive one can be applied to
obtain the control parameter. The adaptive-step strategy utilizes a big step when the control
parameter is far from the MPP, and a small step is enforced while the system is approaching
the MPP. Table 1 summarizes some methods [36–39] where the step is tuned adaptively.

Table 1. Brief summary of adaptive steps.

Method Ref.

d(k) = d(k− 1)± N|∆p
∆v | [36]

d(k) = d(k− 1)± N| ∆p
∆v−∆i | [37]

d(k) = d(k− 1)± N log |∆p
∆v | [38]

d(k) = d(k− 1)± N|∆p| [39]

For the inversion stage, and to control the active and reactive power, several algorithms
have been adopted for this purpose. However, the benchmarking method is the voltage-
oriented control (VOC). In this methodology, two sequential loops are used to generate
the reference voltage [40]. The first loop is the outer voltage loop, which generates the
direct axis reference current (id) for the inner and second loop. Then, the current loop
provides the reference voltage to the modulator. Normally, PI controllers are employed for
the voltage and current loops [31]. Direct power control (DPC) algorithm is also popular,
where the error signals between the active and reactive power and their references generate
the switching actions based on a hysteresis controller [41]. Clearly, the switching frequency
of this technique is variable. Furthermore, it suffers from poor steady-state behavior (high
ripples). Another method is the proportional-resonant (PR) controller, where the reference
voltage is generated using a second-order system called PR instead of the PI controller for
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the inner current loop. The PR controller is implemented in the α-β reference frame, where
the performance of the PI is poor in that frame [42,43].

Recently, model predictive control (MPC) has attracted the attention of researchers [44].
The MPC approach is a nonlinear controller, and it can be classified into continuous-set
model predictive control (CS-MPC), finite-set model predictive control (FS-MPC), and pre-
dictive dead-beat (DB) technique [31]. The CS-MPC develops the switching actions using
a modulator and its realization is complicated [45]. The FS-MPC is more popular in this
category, where it can handle several control objectives in one control law called the cost
function [46]. The implementation of this strategy is simple and intuitive [44]. It relies on
on the discrete-time model of the system. Nevertheless, the switching frequency of FS-MPC
is changeable. The DB control takes advantage of the discrete-time model of the system
and generates the required reference voltage vector (RVV). The RVV is applied next to the
modulation stage causing a fixed switching frequency behavior [14,47].

The objective of this paper is to evaluate the main control techniques for the two-stage
PV system. Therefore, our aim in this study is summarized as follows:

• Investigation of the primary control objectives for the two-stage PV topology.
• Experimental assessment of the performance of the MPPT operation using adap-

tive step-size.
• Comparative evaluation among the main control algorithms for the inversion-stage,

where the VOC, FS-MPC, and DB will be considered for comparison.
• Robustness assessment of all studied methods against system’s parameter variation.
• Estimation of these parameters based on an extended Kalman filter.
• Future scope will also be addressed.

The rest of this article is arranged as follows: Section 2 presents the model of the
two-stage PV structure. The control techniques of the PV arrangement including the MPPT
and the inverter control objectives are discussed in Section 3. The experimental results,
discussion, and evaluation are provided in Section 4. The future scope is explored in
Section 5. Finally, the outcome and recommendations of the study are summarized in
Section 6.

2. Model of the PV System

The PV framework under study consists of two stages. The first stage is commonly a
boost converter (DC-DC), which gives flexibility to the arrangement of the PV array (source).
Furthermore, it enables grid connection due to voltage boosting capability [14]. The second
stage is the inversion stage, where the active and reactive power regulation happens.
The detailed model of each part of the system is provided in the following sections.

2.1. PV Source Scheme

The PV generator can be described using its current-voltage (I–V) characteristics
according to different models. However, the single-diode model is preferable because
of its simplicity and accuracy [48]. Therefore, it is used in this study to represent the
characteristics of the PV source, which is given by [14,29]

ipv = iph − io[e
(

vpv+ipv Rs
nNsvt

) − 1]−
vpv + ipvRs

Rsh
, (1)

where iph is the generated photovoltaic current, n is the ideality (quality) constant of the
diode, io is the leakage current of the diode, Rs is the equivalent series resistance, Rsh is
the equivalent shunt resistance, Ns is the number of series cells in the module, ipv is the
delivered current, and vpv is the terminal output voltage. Based on that, the characteristics
of the PV source (KC200GT) at various conditions are illustrated in Figures 1 and 2 [14].
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Figure 1. P-V characteristics of the PV source at various irradiance conditions.
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Figure 2. I-V characteristics of the PV source at various irradiance conditions.

2.2. Boost Converter Modeling

The boost topology has two forms of operation according to the status of its power
switch, which are the ON and OFF states. These states are clarified in Figure 3. Therefore,
the performance of the boost converter is simply described as

ẋ = Ax + Bu,
y = Cx + Du,

(2)

where x = [ipv vdc]T is the state vector, u = [vpv iinv] is the input vector, and y = vdc is the
output voltage. Additionally, A, B, C, and D are the system matrices and can be given as

A =

[
0 − 1−d

L
1−d
cdc

0

]
, B =

[
1
L 0
0 − 1

cdc

]
, C =

[
0 1

]
, D = 0, (3)

where vdc is the input voltage for the inverter, iinv is inverter input current, L is the boost in-
ductance, cpv and cdc are the capacitors at the PV source and inverter terminals, respectively,
and d is the duty interval of the boost.

L

cdc

+

-

+

-
(a) (b)

cpv cdcvdc

+

-

ipv il

iinv
+

-

vpv vpv

ipv il L

vdc
iinvcpv

Figure 3. Structure of the boost converter when: (a) Switch is OFF, and (b) switch is ON.
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2.3. Model of the Inversion Stage with Grid Connection

The two-level inverter set-up with grid connection is shown in Figure 4. In fact, eight
switching vectors can be produced from the two-level inverter. These switching patterns
are also shown in Figure 4. Furthermore, the corresponding sector distribution is involved
in the same figure [49].

Lf

Grid

Two-level inverter

va

Rfia

ib

ic

RL filter

vc

vb

u0
u7

u1

u2
u3

u4

u5
u6

000

111 100

110010

011

001 101

a

c

b

(a) (b)

1

2

3

4

5

6

ua

ub

uc

Figure 4. (a) Two-level inverter configuration with grid coupling. (b) Switching actions and voltage
vectors of the two-level inverter.

In reference to Figure 4, one can simply obtain

vabc = uabc + L f
diabc

dt
+ R f iabc, (4)

where vabc are the grid voltages, uabc are the inverter output voltages, iabc are the line
currents, and L f and R f are the filter parameters.

In the stationary reference frame (α-β), Equation (4) is reformulated as

vαβ = uαβ + L f
diαβ

dt
+ R f iαβ. (5)

Furthermore, and in the (d-q) reference frame, the previous formula is written as

vd = ud + L f
did
dt + R f id −ωL f iq,

vq = uq + L f
diq
dt + R f iq + ωL f id,

(6)

where ω is the grid-frequency. Then, the expressions of the active and reactive power at
these frames are given by

P = 3
2 (vαiα + vβiβ),

Q = 3
2 (vβiα − vαiβ),

(7)

P = 3
2 (vdid + vqiq),

Q = 3
2 (vqid − vdiq).

(8)

3. Main Control Strategies for the Two-Stage PV System
3.1. Maximum Power Point Tracking

The objective of the MPPT algorithm is to pursue the maximum power from the PV
source at different atmospheric conditions. In this regard, the most popular techniques and
practically implemented in the industry are the P&O and INC [50]. The execution of both
methods is simple, where no model dependency is required [17].

• The perturb and observe method

The working principle of this method depends on the P-V characteristics of the PV
generator (Figure 1). Simply, the operating point is disturbed in one direction. For instance,
the control parameter is increased and if the power grows, the perturbation is kept in the
same direction (the control parameter will be increased again). Otherwise, the direction
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of the control parameter will be changed (reversed). Following this manner, the MPP will
be reached after certain iterations [51,52]. This, in turn, implies oscillation around the
MPP. To reduce this oscillation, the P&O method can be implemented by incorporating an
adaptive step. In the present study, an adaptive step based on the slope of the PV power
relative to the PV voltage is utilized as follows [36]

d(k) = d(k− 1)± N
∣∣∣∣ dP
dV

∣∣∣∣, (9)

where d(k) is the present duty period, d(k− 1) is the previous one, and N is a tuning factor.
The idea behind this relation is that the slope of the P-V characteristics is large when the
operating point is far from the MPP and small in the neighborhood of the MPP. Therefore,
a big move is enforced when the system operation is far from the MPP. In contrast, a tiny
step is provided as the system comes near the MPP, resulting in a lower ripple content in
the PV power under steady-state operation. The tuning factor (N) is adjusted to regulate
the step-size, which is the change of the duty cycle. Therefore, the value of the tuning factor
specifies the performance of the MPPT algorithm. Figure 5 shows the algorithm of the P&O
method with adaptive step realization.

Inputs:
vpv(k-1), ipv(k-1)

vpv(k), ipv(k)

�P= vpv(k).ipv(k) vpv(k-1).ipv(k-1)-

�V=vpv(k) - vpv(k-1)

�P= 0

�P>0

�V>0�V>0

Decrement Increment
d

IncrementDecrement

Yes

No

Yes

No

No

vpv(k-1)=vpv(k)
ipv(k-1)=ipv(k)

Yes

Return

YesNo

step= N |�P/�V|

ddd

Figure 5. The algorithm of the P&O method using adaptive step operation.

• The incremental conductance method

It is known that the slope of the P-V curve at the left side of the MPP is positive and
negative on the right part. Theoretically, the slope of the power with respect to the voltage
equals zero at the MPP, and hence this can be mathematically formulated as [53]

dp
dv

=
d(iv)

dv
= i + v

di
dv

= 0 (10)

where p, v, and i refer to the PV power, voltage, and current, respectively. Further manipu-
lation can be performed to obtain the following:

− i
v
=

di
dv
≈ ∆i

∆v
(11)
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where ∆i and ∆v represent the interval between two measurements. Simply, the basic
concept of the INC method is stated in the following rule

INC =⇒


di
dv = − i

v , at MPP ,
di
dv > − i

v , left of MPP,
di
dv < − i

v , right of MPP.

(12)

In practice, it is hard to fulfill the condition in Equation (11). Therefore, a permitted error
is allowed to achieve approximately zero oscillation around the MPP [34,54]. As a result,
the mentioned formula is modified to

| di
dv

+
i
v
| < e, (13)

where e is the allowable value of error. It is worth indicating that if the power–current
(P-I) characteristic is considered instead of the P-V curve, the method is recognized as the
incremental resistance (INR) [55].

3.2. Active and Reactive Power Control

• The voltage-oriented control

The VOC is the most recognized method for active and reactive power regulation
in grid-coupled applications. The primary principle of this technique is to align the grid
voltage with the direct axis of the rotating reference frame (d-q) [40,56]. Therefore, the active
and reactive power are decoupled, and hence, they can be controlled separately. In this
case, Equation (8) is simplified to

P = 3
2 vdid,

Q = − 3
2 vdiq.

(14)

Considering this, the active power can be directly managed by controlling the direct
axis current (id). By the same way, the reactive power is regulated using the quadrature
axis current (iq). Normally, the direct axis current is drawn from the DC-link to achieve
energy balance. Furthermore, the quadrature axis current is set to zero for unity power
factor operation [40]. However, the quadrature axis current value can be adjusted to inject
and support the system with reactive power, which in turn influences (reduces) the active
power value to avoid overloading on the inverter [57]. To implement the VOC strategy,
a cascaded loop structure is used employing PI controllers, where the outer loop provides
the reference currents for the inner loop. Then, the reference voltage is computed and
applied to the modulation stage.

• The finite-set model predictive control

FS-MPC has gotten a significant interest to control different power converters and
machines. That is because the simple implementation, and the inclusion of additional
control objectives and constraints [58]. The FS-MPC design is based on the discrete-time
model of the system. In the case of the two-level inverter (the present utilized converter),
Equation (4) can be discretized to

id(k + 1) = (1− TsR f
L f

)id(k) + ωTsiq + Ts
L f
(vd(k)− ud(k)),

iq(k + 1) = (1− TsR f
L f

)iq(k)−ωTsid +
Ts
L f
(vq(k)− uq(k)).

(15)

The FS-MPC principle implies calculating the previous predicted currents for all
possible switching states of the utilized converter (8 for the two-level inverter). Following,
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the best state among them is chosen to be applied next in accordance with the cost function
as follows

gi = |id(k + 1)u0,..,7 − idre f (k + 1)|+ |iq(k + 1)u0,..,7 − iqre f (k + 1)|, (16)

where idre f (k + 1) and iqre f (k + 1) are the reference currents. Additional objectives can be
added to the cost function. However, this comes at the cost of affecting the primary control
objective. For example, if it is required to decrease the switching frequency as an additional
objective, the cost function is modified to [49]

gm = |id(k + 1)u0,..,7 − idre f (k + 1)|+ |iq(k + 1)u0,..,7 − iqre f (k + 1)|+ λ
8

∑
i=1
|Si(k)− S(k− 1)|, (17)

where S(k) is the present switching state, S(k− 1) is the past one, and λ is a weighting factor.
Hence, the switching frequency will be decreased based on the value of the weighting factor.
This indeed affects the current tracking, resulting in an increased THD of the currents [46].

To decrease the computational burden of the FS-MPC, considering the current predic-
tions and cost function evaluations (8 times for both), the reference voltage vector (RVV) is
computed as follows [31,59]

udre f (k) = −R f id(k)−
L f
Ts
(idre f (k + 1)− id(k)) + ωL f iq + vd(k),

uqre f (k) = −R f iq(k)−
L f
Ts
(iqre f (k + 1)− iq(k))−ωL f id + vq(k).

(18)

Therefore, the cost function is calculated only for a definite number of voltage vectors,
which are mainly in the neighborhood of the RVV. This can be implemented by sector
identification or grouping of the converter switching vectors [31,46].

• The dead-beat technique

The DB is similar to the implementation of the FS-MPC. However, it has a fixed switch-
ing frequency due to the presence of a modulator. The idea behind this strategy is to force
the predicted currents to be equal to the reference values at the next sampling instant [47].
This can be accomplished using the previously mentioned RVV in Equation (18) and a
modulator. Furthermore, this technique (also the FS-MPC) can be directly implemented in
the α-β reference frame, which implies modifying Equation (18) to

uα(k) = −R f iα(k)−
L f
Ts
(iαre f (k + 1)− iα(k)) + vα(k),

uβ(k) = −R f iβ(k)−
L f
Ts
(iβre f (k + 1)− iβ(k)) + vβ(k).

(19)

The control strategies are illustrated in Figure 6, where the VOC with two loop con-
struction, the FS-MPC with the predictive principle, and the DB method are clarified.

3.3. Parameter Estimation Based on EKF

The predictive control techniques (including simplified algorithms) and the dead-
beat method depend on the model of the system. Therefore, potential variation of the
parameters of the system affects the performance of the controller [60]. Numerous methods
have been investigated to address this issue, where different analytical methods and
observers are implemented to account for the parameters change. Model reference adaptive
system (MRAS) [61], Luenberger observe [62], extended Kalman filter [31], disturbance
observer [63,64], and discrete-time integral action [64] have been discussed in the literature.
EKF is an effective method to estimate the system’s parameters [31]. Its design is dependent
on the discrete-time model of the structure. Therefore, it is chosen in this study to estimate
the PV system parameters, which are the filter parameters namely the filter resistance and
inductance. It should be mentioned that the authors presented EKF previously to address
the problem of parameters variation with FS-MPC in [31]. However, only simulation results
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were provided in this study. Therefore, we are motivated to investigate that experimentally
in this work.
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Figure 6. Active and reactive power regulation methods for grid-tied PV systems (a) The VOC
technique. (b) The FS-MPC approach. (c) The DB function.

To execute the EKF, the discrete-time model of the PV system is obtained by rearrang-
ing Equation (5) as

diαβ

dt
= −

R f

L f
iαβ +

1
L f

(vαβ − uαβ). (20)

In fact, the model of the grid-integrated system incorporating disturbance is given by

ẋ = Ax + Bu + w,
y = Cx + Du + v,

(21)
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where x = [iα iβ R f L f ]T is the state vector, u = [(vα − uα) (vβ − uβ)]T is the input states,
y = [iα iβ]T is the measured values, w is the system uncertainty with covariance matrix Q,
and v is the measurement noise with covariance matrix R. Further, A, B, C, and D are the
system matrices, which are defined according to Equation (20) as

A =


− R f

L f
0 0 0

0 − R f
L f

0 0

0 0 0 0
0 0 0 0

, B =


1

L f
0

0 1
L f

0 0
0 0

, C =

[
1 0 0 0
0 1 0 0

]
, D = 0. (22)

Hence, the discrete model is given as

x(k + 1) = Adx(k) + Bdu(k) + w(k),
y(k) = Cdx(k) + Ddu(k) + v(k),

(23)

where Ad = I + ATs, Bd = BTs, Cd = C, Dd = D, and I is the unity matrix. Normally,
the variability (uncertainty) of the system and the noise related to the measurement are not
identified; thus, the EKF is realized as

x̂(k + 1) = Ad x̂(k) + Bdu(k) + K(k)(y(k)− ŷ(k)),
ŷ(k) = Cd x̂(k) + Ddu(k),

(24)

where K(k) is the Kalman costant, and x̂(k) and ŷ(k) are the estimated values. At last,
the EKF can be executed within two processes of prediction and correction according to the
next steps:

1. Initialization for the state variables and covariance matrices.
2. Projection of state vector

x̂−(k) = Ad x̂(k− 1) + Bdu(k− 1). (25)

3. Prediction of error covariance matrix

P−(k) = f (k)P(k− 1) f (k)T + Q, (26)

where
f (k) =

∂

∂x
(Adx(k) + Bdu(k))|x̂−(k). (27)

3. Computation of Kalman constant

K(k) = P−(k)CT
d (CdP−(k)CT

d + R)−1. (28)

4. Estimation correction based on measurements

x̂(k) = x̂−(k) + K(k)(y(k)− Cd x̂−(k)). (29)

5. Update of error covariance matrix

P(k) = P−(k)−K(k)CdP−(k). (30)

6. Repeat from step 2.

4. Experimental Tests and Evaluations
4.1. Lab Setup Description

The two-stage PV topology, which is considered for validation, consists of a PV
emulator, DC-DC converter (boost), inverter, and R-L load. The emulator utilizes a DC
source with a group of shunt resistors to emulate a step change in the PV power (radiation
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in real case) [46]. Measurement board is used to sense the voltages and currents required for
implementation. As a real-time controller, dSPACE MicroLabBox is employed. The control
techniques are built using Matlab platform and the results are captured with the assistance
of control desk software. The test-bench configuration is shown in Figure 7, while the
parameters of the arrangement are tabulated in Table 2.

D 

C 

G 

E 

       A: dSPACE     B: Measurements board     C: Host PC     D: Load and PV emulator    
       E:  IGBT module      F: DC source      G: Boost converter 

F 

B A 

Figure 7. The laboratory setup of the two-stage PV system.

Table 2. PV system variables.

Variable Value

Boost inductance (L) 8.5 mH
DC-link capacitor (cdc) 240 µF
Power switch single switch (IGBT-Module FF50R12RT4)
Diode (D) fast recovery diode BYW77PI200
DC-link reference voltage (vdcre f ) 50 V
Load resistance (Rl) 5 Ω

Load inductance (Ll) 11 mH
PV emulator resistors 15 Ω/16.5 Ω

Sampling time (Ts) 100 µs

4.2. Assessment of the MPPT Performance

The behavior of the MPPT using the adaptive P&O method is investigated in Figure 8.
The results show the PV power, PV voltage, and PV current, respectively. The system
operates under certain power level. Then, the PV power is increased in step manner and
returned to its previous value. The P&O method succeeded to track the maximum power
in different operating conditions with less oscillation at the steady-state. The adaptive step
contributes to the limitation of the power ripple. The waveform of the duty cycle with
adaptive step is further investigated in Figure 9, where the oscillation of the duty cycle is
small. This, in turn, has a positive impact on the energy utilization. Therefore, the efficiency
of the P&O technique is given in Table 3.

Table 3. Average efficiency of the P&O technique.

Method ηpv,avg (%)

P&O with adaptive step-size 97.45
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Figure 8. The performance of the P&O algorithm with adaptive process.
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Figure 9. Duty cycle variation under adaptive step operation.

4.3. Inverter Control Results

In this subsection, the behavior of the VOC, FS-MPC, and DB techniques is discussed.
Figure 10 shows the results of DC-link voltage, d-axis current, q-axis current, and the
instantaneous abc currents, respectively. The behavior of the DC-link voltage is similar
for all methods with moderate over and undershoots. The ripple content of d-axis current
is small for the VOC method in comparison with the FS-MPC and DB. Furthermore,
the oscillations of the d-axis current is the highest for the FS-MPC technique. The variable
switching frequency behavior contributes to these high oscillations. It is worth mentioning
that the average switching frequency at different operating conditions (for the FS-MPC)
is comparable to the fixed switching frequency of the VOC and DB methods for fair
comparison. Similarly, the q-axis current tracking is the best for the VOC method. However,
the FS-MPC provides better q-axis current tracking when compared to the DB technique,
especially at higher power values. Moreover, a small steady-state error can be observed
between the d-axis current and its reference for the FS-MPC and DB. The reason for this
steady-state deviation is the model parameter mismatches and the un-modeled dynamics
of the system. As these approaches are more dependent on the model parameters when
compared to the VOC technique.

The THD of the abc currents are summarized in Table 4, where the FS-MPC gives
higher THD values due to the variable switching frequency nature. Furthermore, the THD
values with the VOC are the lowest. The computational burden of all methods is further
investigated in Table 5, where the execution times of all methods are provided. The FS-MPC
requires a higher execution time in comparison with the VOC and DB due to the presence of
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the prediction stage and cost function computation for all switching states of the converter.
However, the execution time of the DB is comparable to the VOC technique.

Figure 10. The behavior of the inverter control techniques at step change of the PV power: (a) The
VOC method. (b) The FS-MPC technique. (c) The DB approach.

Table 4. THD values of the abc currents for the VOC, FS-MPC, and DB techniques.

Technique THD %

VOC (low/high power) 3.59/ 2.48
FS-MPC (low/high power) 4.52/ 3.41
DB (low/high power) 3.80/ 3.01

Table 5. Execution times of the inverter control techniques.

Method Execution Time (µs)

VOC 14.62
FS-MPC 15.22
DB 14.51

4.4. EKF Estimation

As raised earlier, the FS-MPC and DB rely on the system’s parameter. Therefore, to tackle
this problem, the EKF is used to calculate these parameters. Figure 11 presents the estimation
of the filter inductance and resistance at step change of the injected currents. The estimated
values are in very good agreement with the nominal values (see Table 2), where the maximum
error in inductance estimation is 4% and 1.8% in the resistance estimation.

Another merit of the EKF, which motivates the authors to employ it for parameters
estimation, is the filtering capability of the EKF. This great advantage can provide a signifi-
cant benefit in case of noisy measurements. Therefore, the estimated currents can be fed
into the implemented control algorithm instead of the measured values. Figure 12 shows
the actual and estimated currents in the α-β reference frame. Moreover, Table 6 gives the
THD values of the actual and estimated currents. The THD values of the estimated (filtered)
currents are greatly reduced when compared with the actual ones.

Table 6. THD values of the actual and filtered currents.

Case THD %

Actual (low/high power) 3.81/3.05
Filtered (low/high power) 1.55/1.97



Sustainability 2022, 14, 11142 14 of 20

11

12

13

14

0 5 10 15 20 25

4.8

4.9

5

5.1

Figure 11. The estimated parameters at step change of the current: (a) Filter inductance. (b) Filter resistance.
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Figure 12. The current values in α-β reference frame. (a) Actual currents. (b) Estimated quantities.

4.5. Robustness Assessment

In this part, the influence of the parameters change on the system will be investigated.
The filter inductance is considered for analysis as the resistance effect is minor [31]. Two
values are used to assess the effect of the inductance variation on the system, where one
value represents a severe underestimation, and the other one is an overestimated value
for the inductance. The chosen values are 7 and 15 mH, which represents 4 mH difference
from the nominal value.

To have a clear picture of the inductance variation effect, the instantaneous abc currents
are shown in Figure 13 for the two values of the inductance. Then, the THD values at
inductance mismatch are calculated and tabulated in Table 7. From the table, the effect of
inductance variation on the VOC is approximately negligible, where the THD values vary
within a very narrow range. The FS-MPC and DB methods give better THD values at lower
inductance values, which is normal due to the filtering behavior of the inductance [14].
The effect of inductance overestimation is more noticeable for the DB method in comparison
with the FS-MPC, where, and at high inductance value, the THD increase in comparison
with the nominal inductance (see Table 4 low power condition) is approximately 1% for the
DB and 0.5% for the FS-MPC.

Even when the THD values get better with inductance underestimation, it should be
mentioned that parameter mismatches affect the tracking behavior of the actual current
with respect to its reference value. Figure 14 shows the response of the d-axis current at the
previously mentioned inductance values. One can notice the steady-state error between the
reference and actual currents.
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Figure 13. The abc currents at inductance variation where (1) is the underestimated inductance and
(2) is the overestimated one: (a) The VOC method; (b) The FS-MPC technique; (c) The DB approach.

2 2.02 2.04

2.6

3.2

14 14.02 14.04
2

2.5

3

2 2.02 2.04

2.6

3.2

12 12.02 12.04
2

2.5

3

2 2.02 2.04

2.6

3.2

14 14.02 14.04
2

2.5

3

Figure 14. The d-axis currents at inductance variation where (1) is the underestimated inductance and
(2) is the overestimated one: (a) The VOC method; (b) The FS-MPC technique; (c) The DB approach.

Table 7. THD values at under- and overestimated filter inductance.

Method THD % (7 mH/15 mH)

VOC 3.59/3.61
FS-MPC 4.42/4.99
DB 3.61/4.89

To this end, Table 8 provides a comparative summary for the VOC, FS-MPC, and DB
methods, where different aspects have been considered. The VOC gives the most adequate
performance in steady-state and its computational burden is low. However, tuning effort
for the PI controllers is considered a drawback of this method. The DB technique has also
perfect steady-state behavior. However, the dependency on the parameters is high in this
technique. The FS-MPC shows high ripple content at steady-state, but multi-objective
handling is a big merit of this approach.

The VOC and DB methods are advised when fixed switching is preferred over the
variable one. However, the VOC method has the advantage of fewer parameters depen-
dency. On the other hand, the DB method allows simple implementation in comparison
with VOC due to the low number of utilized PI controllers (at the outer loop only). FS-MPC
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is recommended in case of multi-objective requirements. It provides simple execution for
the multi-task, which can be involved within the cost function design. Furthermore, it
shows fast dynamics.

Table 8. Comparative summary for the inverter control methods.

Parameter VOC FS-MPC DB

Switching frequency Fixed Variable Fixed
PI requirements 3 1 1
Computation burden Low Moderate Low
Steady-state performance Excellent Good Very good
Tuning efforts High Low Low
Dependency on parameters Low Moderate High
Multi-objective inclusion Hard Easy Hard

5. Future Work

The present study proposed a comparative study among the main control methods
for grid integration of the PV system. The control objectives that have been discussed
include the MPPT, adaptive implementation of MPPT, active and reactive power regulation,
and robustness assessment and improvement. However, the authors believe that some
key points should be addressed to further improve the research in the field of PV systems.
To mention a few:

• Maximum power extraction in the case of partial shading is a hot topic [32,65]. How-
ever, the complexity of its implementation hinder the real application of these meth-
ods [50].

• The drift phenomenon in the conventional methods should be addressed. The conven-
tional methods confuse when dynamic weather condition occurs [14,52,66].

• Implementation of different power control strategies in addition to the MPPT function.
The PV system should be able to support the grid [67]. In this matter, different
functions are to be included within the MPPT operation. For example, constant power
generation is required to protect the grid against overloading at situations of peak
power generation [68].

• Simplification and calculation reduction of the FS-MPC techniques, especially when
considering multilevel inverters [69].

• Robustness enhancement of the FS-MPC and DB control. In this regard, analytical
methods and observers can be employed [14,46].

• Multi-objective realization for the control scheme, where different purposes can
be achieved.

• On-line tuning of the weighting factor in the case of FS-MPC [70]. Even more so,
weighting factorless approaches can be applied [71].

• Sensorless control is preferred as a back-up strategy in situations of sensor failure,
where the control objective can be fulfilled with a minimum number of sensors.
However, this may lead to deterioration of the controller quality [72].

• Low voltage ride through capability and improvement of the PV system [73].

6. Conclusions

This article discusses the main control techniques of the two-stage PV system. Firstly,
the P&O method is implemented for MPPT and an adaptive step is utilized to limit the
steady-state oscillation in the PV power. Secondly, the inverter control strategies including
the VOC, FS-MPC, and DB are discussed and compared together. The VOC and DB
methods provide less steady-state oscillation in comparison with the FS-MPC. Furthermore,
their switching frequency is fixed, which is preferred in some applications. The FS-MPC
allows multi-task incorporation in the cost function design, which makes it an interesting
option for multi-objectives. The DB and FS-MPC design depend on the parameters of
the system. In this regard, the robustness of the DB is lower when compared to FS-MPC.
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Therefore, an EKF is utilized here for parameters estimation. Furthermore, the EKF provides
filtering behavior. Thus, it can be advantageous in case of noisy measurements. Future
research directions include multi-objective inclusion for the FS-MPC technique. Robustness
enhancement for the DB method is also advised. For MPPT, the drift phenomenon at
fast-changing atmospheric conditions is to be addressed and effectively solved.
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