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Abstract: Educational systems have advanced with the use of electronic learning (e-learning), which
is a promising solution for long-distance learners. Students who engage in e-learning can access tests
and exams online, making education more flexible and accessible. This work reports on the design
of an e-learning system that makes recommendations to students to improve their learning. This
artificial intelligence-based student assessment and recommendation (AISAR) system consists of score
estimation, clustering, performance prediction, and recommendation. In addition, the importance of
student authentication is recognised in situations in which students must authenticate themselves
prior to using the e-learning system using their identity, password, and personal identification
number. Individual scores are determined using a recurrent neural network (RNN) based on student
engagement and examination scores. Then, a density-based spatial clustering algorithm (DBSCAN)
using Mahalanobis distance clustering is implemented to group students based on their obtained
score values. The constructed clusters are validated by estimating purity and entropy. Student
performance is predicted using a threshold-based MapReduce (TMR) procedure from the score-based
cluster. When predicting student performance, students are classified into two groups: average
and poor, with the former being divided into below- and above-average students and the latter
into poor and very poor students. This categorisation aims to provide useful recommendations for
learning. A recommendation reinforcement learning algorithm, the rule-based state–action–reward–
state–action (R-SARSA) algorithm, is incorporated for evaluation. Students were required to work on
their subjects according to the provided recommendations. This e-learning recommendation system
achieves better performance in terms of true-positives, false-positives, true-negatives, false-negatives,
precision, recall, and accuracy.

Keywords: artificial intelligence; clustering; map-reduce; recommendation system; student
assessment

1. Introduction

In traditional learning management systems (LMSs), students and teachers interact
with each other in a personal way to gain knowledge. The Internet has transformed many
different fields, including education. Most educational institutes have begun to use e-
learning due to its flexibility [1–3]. E-learning enables students to access assignments,
exercises, and lecture notes, etc., online. It is important to assess student satisfaction
with the growth of their education through e-learning. Educational institutions take
advantage of the positive aspects of e-learning. The intention to use e-learning is modelled
by hypotheses based on self-efficacy, e-learning content, student satisfaction, and perceived
usefulness [4,5]. E-learning is an interesting way to improve a student’s knowledge since
online assistance has recently become the most sophisticated solution.

Currently, e-learning is performing better than traditional education systems [6–9].
Personalised recommendation systems in e-learning have attracted wide attention for
improving student learning rates by evaluating their performance. The development of an
e-learning system involves certain challenges [10–12]. The major challenges that have been
identified in e-learning are as follows:
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• The absence of an accurate prediction of the performance of students with certain
difficulties leads to a lack of optimal recommendations for them.

• There is a lack of fast-performing algorithms due to the increasing amounts of input
data, which affect the exact prediction of student performance [13].

E-learning needs a complete recommendation system to better assist students. To over-
come the challenges, artificial intelligence and machine learning methods are used [14–18].
Deep learning algorithms perform faster and attain more accurate results. The advance-
ment of artificial intelligence brings exciting opportunities to education due to its wide
range of technologies, features, and functions. AI in education has the potential to provide
predictive models, identify high-performing and at-risk students, track academic progress,
and design and implement individualised lesson plans, tests, and feedback [19]. By using
algorithms, AI can improve learning and make learning more personalised. For example,
intelligent tutoring systems (ITS) are a new way of using technology to help people improve
their learning. AI can reduce the amount of time teachers/lecturers spend grading and
assessing multiple-choice tests and homework, and it can also be used to evaluate essays.
There has been increased interest in the use of and potential use of AI in education since
the COVID-19 pandemic [20]. The benefit of using artificial intelligence and deep learning
algorithms is that they can learn from processing and are also capable of performing par-
allel processing with massive amounts of data. As a result, the system’s performance is
robust and scalable, and a learning system driven by big data and supported by AI can
make learning more engaging, encourage students to study actively, and enhance academic
performance [21].

This paper presents an artificial intelligence-assisted student-collaborative filtering
recommendation system based on accurate performance prediction and reinforcement
learning algorithms. The scores of individual students are computed using a recurrent
neural network (RNN) followed by clustering. Based on the students’ performance, they
are clustered to make top-performing students stand out from others. The top-ranked
students will not receive any suggestions to improve their knowledge since they are already
performing well. The performance of the average and poor students is determined using
MapReduce. Lastly, reinforcement learning is applied to provide appropriate recommenda-
tions for the average and poor students. The performance of this recommendation system
is evaluated. The computation of student scores and performance is processed in parallel;
hence, the system is efficient in terms of time consumption.

1.1. Motivation

A learning management system (LMS) can track student performance; manage el-
ements of system administration such as user registration, content, calendars, and user
access; and provides a way for educators to deliver content over the Internet and across
multiple applications, such as through web searching, online tests, online courses, and
online e-books, among others. A recent development in e-learning is the inclusion of a
recommendation system. In general, a recommendation system in e-learning provides
appropriate guidance or suggestions for a particular student to improve their efficiency in
a particular field of study. Hybrid recommendation systems such as content-based filter-
ing (CBF), collaborative filtering (CF), and hybrid filtering (HF) were designed in [22–24].
These systems incorporate hybrid methods of filtration and similarity measurements. By
analyzing individual academic records and behavioral activity, students are classified as
beginner, intermediate, or master. An adaptive feedback system has been incorporated into
LMSs, which is essential to measure the varying performance of students. The utilization of
artificial intelligence in this system solves this critical issue, as it can make decisions based
on student performance [25].

The requirements for a recommendation system are as follows:

• The system should effectively analyse a student’s current academic performance and
activities and provide an accurate recommendation to improve their performance.
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• With an increase in the number of students, the system should make faster computa-
tions with zero errors, or else student access will be minimised.

• The system should reduce unauthorised student access, which reduces the number
of unnecessary computations that need to be made and connects poor student scores
with their better-performing peers.

This research develops an artificial intelligence-assisted e-learning recommendation
system. Figure 1 provides an overview of the student recommendation system. The e-
learning system is designed with two aims: (i) to predict student performance and (ii) to
provide recommendations to average and poor learners.
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The following questions will be addressed in this study:

1. In e-learning, how can artificial intelligence techniques be combined with reinforce-
ment learning techniques to achieve faster processing and more accurate results?

2. How can we predict the performance of individual students in order to identify
students with poor academic performance and enable us to provide appropriate
recommendations for them?

To answer these questions, the proposed system is designed to achieve higher ac-
curacy, precision, and recall in predicting a student’s performance. The exact predic-
tion of a student’s performance enables us to provide appropriate recommendations to
individual students.

1.2. Contribution

The significant contributions of this paper are as follows:

• Students’ scores are estimated using a recurrent neural network (RNN) that considers
both examination results and engagement in the classroom.
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• A density-based spatial clustering application with noise (DBSCAN) is applied based
on the Mahalanobis distance to extract and classify student performance as excellent,
average, or poor.

• To predict the performance of individual students, threshold-based MapReduce (TMR)
is applied to average and low-scoring students so that recommendations can be made
in a more accurate manner.

• Exact recommendations are presented to students by incorporating reinforcement
learning algorithms with artificial intelligence. Rule-based state–action–reward–state–
action (R-SARSA) delivers recommendations to students autonomously.

1.3. Organisation

This paper is organised into the following sections: Section 2 describes recent previous
works and details their limitations. Section 3 highlights the existence of a major problem,
and Section 4 proposes solutions. Section 5 details the implementation setup and compares
it to prior work to justify the potential of the proposed result. Finally, Section 6 concludes
the research and offers suggestions for future research directions.

2. Related Work

In this section, state-of-the-art works are detailed, including their limitations. This
section is divided into two subsections, namely research on student assessment systems
and research on e-learning recommendation systems.

2.1. Student Assessment System

In recent years, educational data mining (EDM) has become an effective tool for
identifying hidden patterns in educational data and for predicting academic performance.
Thus, the academic performance of students has been predicted using different algorithms
and methods. The findings support the use of machine learning algorithms to predict
student performance [26].

In [27], an LMS stores student activity records, which helps to indicate a student’s
generic skills. This was incorporated in four subjects. The teachers of these subjects
were surveyed using the activity records, and the students’ generic skills were evaluated.
However, the teacher surveys had to be updated frequently for evaluation purposes, and
student records were collected to assess their performance. In [28], student assessment
was addressed based on the collected profiles and previous experience. In this work, the
Levenshtein distance measure was incorporated to estimate the similarity between students.
The activity layout of each student was maintained with their previous score values using
the reports of the first six students, which were verified by distance estimation. However,
distance similarity was time consuming because of the large number of students.

In [29], student performance was predicted using homework submissions, and stu-
dents were labelled as either procrastinators or non-procrastinators using a k-means clus-
tering algorithm. Furthermore, the students were classified using the following methods:
ZeroR, OneR, ID3, J48, random forest, decision stump, JRip, PART, NBTree, and Prism. As
a result, the classifier’s output was analysed under different classes. However, the con-
sideration of a single constraint of homework to evaluate a student’s assessment was not
effective. In [30], an online assessment system for learning and study strategies inventories
(LASSI) was developed to assess student skills in a particular course. In-class activities
and assignments were observed, and the score values were then determined based on the
subject area that corresponded to the students. From these scores, the learning assessment
of the student was measured.

In [31], an inductive miner algorithm was modelled to determine pass and fail stu-
dents according to the estimated fitness values. The four key attributes that were taken
into account were time, identity, action, and information. During preprocessing, dupli-
cate records of students and instructors were deleted. For every unit (pass students, fail
students, all students), three inductive miners were used for the purposes of determining
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the corresponding fitness values. As per the fitness value, the students were categorised
as either pass or fail for each unit. This was to identify the performance of all students as
opposed to individual performance.

The study in [32] proposed a hybrid multi-attribute decision-making method with
fuzzy complex proportional assessment (COPRAS) that was used to rank e-learning web-
sites, which was helpful for students in terms of making a selection. However, the websites
needed to be relevant to the students’ interests. Hence, selecting a website from a ques-
tionnaire or from a set of ratings was not a major part of e-learning. Additionally, these
constraints differed based on the courses and the students’ study plans.

In [33], clustering was an effective solution, and four agents were designed: a project
clustering agent, a student clustering agent, a student–project matching agent, and a
student–student matching agent. A dynamic student clustering agent predicts student
behaviour. A particle swarm optimisation (PSO) algorithm was used to estimate the fitness
value. Based on the computed centroid, the clusters were constructed. Additionally, cluster-
ing was performed with k-means, k-medoids, fuzzy C-means, expectation–maximisation,
and clustering by fast search and finding of density peaks via heat diffusion (CFSFDP-
HD) [34,35]. However, a common issue with clustering is that it fails to predict student
performance individually, and it is only capable of determining good and bad performance.

2.2. E-Learning Recommendation System

A key part of artificial intelligence systems in education is the ability to make rec-
ommendations. A recommendation system’s capabilities are a critical component of AI
systems in e-learning. Thus, ensuring student equality in recommended educational oppor-
tunities is critical, as the recommended courses may result in educational gains or losses for
them. In [36], the authors explored ten of the most advanced recommendation systems in a
massive open online course platform and revealed that they provide systematically unequal
learning opportunities for students. In [37], an agile-based approach was constructed for
collaborative communication between students and professors. The professors were able to
share study materials, syllabi, and exercises that would enhance student performance. This
type of communication was introduced to provide appropriate suggestions for students.
In [38], a recommendation generation system was presented based on self-organisation
behaviors. The adaptability and diversity of recommendations were improved by propos-
ing learning object analysis. The three main constraints that were taken into account were
learning goals, learning styles, and the learner’s behavior. This was not sufficient; hence, a
student’s current ability is also required.

In [39], a hybrid approach was proposed in which ontology was applied to retrieve the
significant information required for recommendations. In this paper, the N-Gram and the
query expansion approaches were combined and used to retrieve recommendations based
on the learner’s query and course database. The recommendations for courses from similar
learners were provided to active learners. Recommendation systems require an accurate as-
sessment of student performance. In [40], a parallel frequent pattern (FP)-growth algorithm
was developed by evaluating learner behaviour and preferences. The core idea was based
on mining frequent item sets using an FP-growth algorithm. The recommendation engine
analyses the learner’s behaviour and activities to provide appropriate recommendations.
However, the frequent extraction from the item sets was based on the frequency of a certain
item in the dataset, which was not appropriate for student recommendations.

In [41], a similarity matrix was estimated to evaluate similarity based on the user’s
information and behaviour. Then, the ranking strategy was applied to the generated recom-
mendation list, which was viewed by all of the other students. However, a recommendation
for a particular student should only be able to be viewed by that student, for privacy reasons.
In [42], recommendations were made to students based on their knowledge using a machine
learning method. However, this work was completed based on latent Dirichlet allocation
(LDA), which processes presently used words. In [43], recommendations were made to
students after they had undergone the authentication process. An adaptive trust-based
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e-assessment system for learning enables authentication for online education students. In
this work, authentication in e-learning is based on knowledge, biometrics, possession, and
mechanisms. However, despite its importance, authentication in recommendation systems
has not received wide attention.

The significant findings that identified from the existing literature are as follows:

• Student performance was evaluated without the provision of recommendations, which
are helpful for the student to improve their academic scores in future examinations.

• The evaluations of student performance could not accurately identify the score values
of individual students.

• Student authentication was not a focus, which allowed unauthorised students to
engage in academic malpractices, which affected performance evaluation.

• The increase in the number of students who engaged with the system required results
to be obtained faster and for appropriate recommendations to be provided to improve
student performance.

3. Problem Statement

This section presents the research on student assessment. In [44,45], machine learning
algorithms and deep learning methods were used to estimate student scores. A multimodal
assessment framework was designed with CNN and was based on latent semantic analysis
(LSA), and machine learning algorithms such as decision tree, J48, gradient-boosted tree,
CART, and the Naïve Bayes algorithm were used. However, these methods only achieved
accuracy rates of 88% or less. Additionally, writing was taken into account as a risk factor
when predicting student performance.

In [46], decision tree-based classification was utilised for the estimation of a belong
matrix based on a mass vector. The construction of tree structures for classification cause
major changes in the tree when new data are included. Therefore, there will be a reduction
in the system’s accuracy during classification. Clustering, machine learning, and deep
learning were used to handle this problem in a priori works, resulting in a set of predication
problems. The problems were as follows:

• There was an absence of recommendations for the students, which are essential for
them to improve their knowledge.

• Grouping students based on their performance (average, good, poor) is not effective
in predicting the knowledge level of students individually since the suggestions for
instructors will change based on student performance, i.e., not all of the average
students require similar recommendations for additional exercises or tests.

• There was the presence of unauthorised students because of a lack of security. This
increased the system processing time and led to poor performance predictions.

The problematic issues discussed in this section are overwhelming and can be ad-
dressed by the proposed solutions that predict accurate student performance and provide
appropriate recommendations to improve their knowledge. The next section describes the
procedure of the proposed artificial intelligence-based recommendation system.

4. Proposed E-Learning Recommendation System

The proposed system is designed to provide an appropriate recommendation system
for students. Student performance is analysed based on the submitted student details, and
appropriate recommendations are sent. This system combines student engagement and stu-
dent scoring features to attain optimal results. Figure 2 illustrates the proposed e-learning
recommendation system. As shown, the proposed system involves the computation of
scores, clustering, and performance prediction and provides recommendations.
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Figure 2. Artificial intelligence-based student assessment and recommendation system (AISAR).

The overall scores of individual students are estimated using RNN, which is com-
posed of preprocessing, feature extraction, and score estimation. Then, using Maha-
lanobis distance clustering, DBSCAN is employed to cluster students based on their
performance in terms of scores. To identify the actual performance of each student, a
threshold-based MapReduce process that categorises performance individually is applied.
Lastly, recommendations for students are provided by the reinforcement learning algo-
rithm known as SARSA. Each process involved in this system is explained in detail in the
following sub-sections.

4.1. Authentication

Some conventional e-learning platforms employ an authentication method that either
provides low security at the expense of guaranteed usability or low convenience at the
expense of higher security [47].

Unfortunately, with the growth in the use of e-learning, some students engage in
academic malpractices to avoid the learning process. Some students share their login
information with others so that someone else can complete a test on their behalf to receive
higher grades. Student authentication is essential in the e-learning environment to prevent
test results that have been obtained by cheating being stored in databases. The risk of
online cheating can be reduced by authentication throughout the learning session.

Furthermore, some students who are not enrolled in a course may attempt to access
e-learning platforms using their previous log-in credentials.
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In the proposed system, the student must authenticate themselves by providing their
ID, password, and personal identification number (PIN). The PIN is generated and sent by
email after the ID and password have been entered.

Each student is required to submit all of the security credentials correctly. The correct-
ness of each credential is weighted as 1, and their total authentication weight is given as

AW = w1id + w2 pw + w3 pn (1)

The terms w1, w2, and w3 are the weight values, where w1 + w2 + w3 = 1, and AW
is the authentication weight that is estimated from identity id, password pw, and PIN pn.
If any authentication credentials are incorrect, the corresponding weight value will be 0,
and an “Unauthorized Student” message shown in Figure 3 will appear to the user. Hence,
students with the highest level of authentication will be allowed to take their tests. The
student is authenticated each time they access the system while taking their online tests.
A weight value is estimated using the student’s authentication information obtained from
these security credentials. Once they complete their tests online, their score values are
computed to determine their performance. In light of the student’s performance, they will
be sent an appropriate recommendation to improve their academic score on future tests.
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4.2. Student Score Estimation

One of the significant contributions of machine learning and AI is their capability to
predict students’ academic performance using artificial neural networks [48].

In this work, the scores for students are predicted using an RNN that performs
preprocessing, feature extraction, and score estimation. The RNN is designed with an input
layer, a hidden layer, and an output layer. Information on the student’s engagement and
academic score are fed into the input layer. Then, in the hidden layer, preprocessing and
feature extraction are performed. Finally, in the output layer, the score value is estimated.

Firstly, preprocessing is performed using data cleaning, and duplicated data are
eliminated. The data cleaning process is performed to detect and eliminate error attribute
entries present in the dataset. Processing of algorithms without data cleaning leads to
unreliable and irrelevant results. Duplicate data are identified and eliminated by computing
the Manhattan distance between records.

The Manhattan distance MD is calculated as follows:

MD =
N

∑
i=1
|R1i − R2i| (2)

Let N be the total number of attributes on individual student records R1, R2, . . .. If
the distance measure MD = 0, then the records are duplicates; otherwise, if MD > 0, the
records are not duplicated. After eliminating the duplicate records from the dataset, the
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attributes are extracted for score estimation. The features that are extracted from student
engagement are class attendance, number of clicks, course concept, and the preferred
student incentive, which is awarded to the students upon completion of their activity. The
incentive could be points, badges, or other rewards that motivate the student to improve
their classroom activity. As per this incentive, the student’s activity can be predicted. Then,
the score features that are extracted are multiple-choice questions, writing samples, and
final examination results. Students with better engagement and who have higher scores
will have a higher performance. High-scoring students will have better engagement in the
class; if not, their incentives will be very low.

RNN is different from traditional NN since NN is enabled with a memory property.
In RNN, the current state is mathematically formulated as

Cs = f (Ct−1, Is) (3)

The current state Cs is determined based on the function of Ct−1 and Is as the previous
state and input state, respectively.

In RNN, loops are constructed from the output to the hidden layer in order for the
estimated information to persist. This persistence of information is handled in the hidden
layer, which memorises the computed information. The RNN for score estimation is
depicted in Figure 4, where the processing of each layer is shown.
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The RNN is aware of previous output, and the score values are determined appro-
priately based on key attributes. In the RNN, the property of memory enables previously
calculated information to be stored. The memory of the neurons in the hidden layers
effectively reduces the complexity due to the maintenance of the information computed
from the input. The property of learning in the RNN is also supported, even with larger
sequences. Hence, RNNs are preferred for estimating the score values for the students.
The RNN can estimate the score value for the number of students participating in the
e-learning system.
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4.3. Score-Based Clustering

After determining the score values of the students, they are clustered into three groups:
poor, average, and excellent (see Table 1 below). Top-scoring students are clustered as
“excellent”. Similarly, based on their score values, they are clustered using the Mahalanobis
distance in DBSCAN. The distance measurement reflects the clustering; thus, the Maha-
lanobis distance is used, which is suitable for similarity measurement. This clustering
algorithm is preferred since it can deal with large-sized data. After the clusters are con-
structed, they are validated by measuring their purity and entropy. If the purity level
is lower than the pre-defined threshold value, the cluster is constructed again. During
clustering, students will be grouped within certain ranges, within which one’s performance
cannot be identified.

Table 1. Score-based DBSCAN clustering.

Score Values from RNN Score-Based DBSCAN Clustering

Above 80 Excellent

50–80 Average

Below 50 Poor

These clusters are constructed by taking the values of epsilon ε and minimum neigh-
bouring points minPts into account. ε is the distance that is determined for the data points
and is the key to clustering them. The similarity between two data points, i.e., students, is
computed using the Mahalanobis distance.

Using this distance measure, all of the neighbouring points existing within epsilon
are predicted. DBSCAN clustering is efficient in clustering and is suitable for increasing
density, i.e., it can support clusters when e-learning students are included. This DBSCAN
is associated with two properties:

ε is the distance that is determined for the data points and is the key to cluster-
ing them. The similarity between two data points, i.e., students, is computed using the
Mahalanobis distance.

Density reachability: Let x1 be a point that is defined to reach another point, x2, that exists
in the density within the distance and ε. Put simply, the points x1 and x2 are supposed to
have the number of neighbouring points within ε.
Density connectivity: Let x1, x2, x3, x4, and x5 be the data points that are to be clustered.
Assume two data points, x1 and x2, are linked by the density and that x3 is linked with
the number of neighbouring points, in which x1 and x2 are present within ε. Density
connectivity is a chaining process, i.e., x2 → x3 → x4 → x5 → x1 , that defines that x2 is a
neighbour of x3, that x3 is a neighbour of S, and so forth. This implies that x2 is a neighbour
of x1.

The algorithmic steps followed for the construction of DBSCAN clustering are pre-
sented in the following pseudo code. Let the data points be represented as
{x1, x2, x3, x4, x5, . . . , xn}, where these points are the score values of individual students.
The distance measure plays a vital role in DBSCAN clustering; thus, the Mahalanobis
distance was used in this work. Since the clusters are constructed based on the initial
prediction of the distance between the points, the cluster members are also added to the
distance being evaluated. As a result, DBSCAN requires an appropriate distance measure-
ment, which is enabled by the Mahalanobis distance. This distance formula is relatively
better than the conventional Euclidean distance in terms of scalability and correlation. This
reflects the improvement in the accuracy of the system.

In DBSCAN (Algorithm 1), the value of ε is selected based on the applied Mahalanobis
distance measure, which is accurate in cluster formation. Then, the minPts depends on the
number of attributes A that are present in the dataset and is given as minPts ≥ A + 1. The
clustered data points are then validated using cluster purity and entropy.
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The significant purposes of cluster validation are:

• The effectiveness of the constructed clusters is detected, which enables the system’s
accuracy to be improved.

• The risk factors are reduced after completing the entire classification process.
• The goodness, i.e., quality, of the constructed cluster can be measured without merging

dissimilar data points into a cluster.

Algorithm 1: DBSCAN Clustering Based on Mahalanobis Distance

Input—Data points
Output—Clusters
1. Begin.
2. Select a ith point as xi from the xn data points.
3. Assign that the data point xi be visited.
4. Identify all the neighboring points that are present until the distance ε. Let it be denoted as NBp.
5. If (NBp ≤ minPts)

{
take xi as the initial point for creating a new cluster
add cluster members as the data points present within distance ε into the cluster
similarly add members based on NBp

else
set the data point xi as noise

}
end if.

6. Repeat steps 1–4 until all the data points are clustered.
7. End.

This work validates the clusters by computing entropy and purity from the clusters
created by DBSCAN. The entropy measure is computed for each cluster and is based on
the determined class distribution. Furthermore, entropy is estimated for the total number
of clusters by applying the addition operator that sums up the clusters. Once the cluster is
constructed, its entropy and purity are evaluated to validate the cluster’s strength. If the
entropy and purity are high, then student performance is predicted from the constructed
cluster. If not, the clusters are re-created by estimating the distance between the data points.

4.4. Student Performance Prediction

The actual performance of each student is predicted from the clusters, the students
are grouped based on the score values. However, even though the students were grouped,
predicting the performance of individual students was not possible. Thus, TMR was
incorporated to complete the task. Excellent learners were not considered for performance
prediction since the recommendations were only for average and poor learners. The group
performance of the average and poor learners was predicted.

MapReduce involves two key steps: mapping and reducing. In this TMR, the thresh-
old value was determined to predict student performance based on student scores, i.e.,
determined by Shannon entropy.

According to the students’ performance, the threshold is predicted and then reduced.
This process ensures the accurate prediction of individual student performance. The
mapping operation includes splitting and mapping, and the reducing operations include
shuffling and reducing. The cluster values are taken as input, and the student’s results are
estimated. The processes are as follows:

Map: Initially, the input cluster is split into the individual score values of individual students.
Then, the map phase is executed as the first phase. Each split value from the cluster
is operated on based on the mapping function in this phase. This mapper function
is presented by processing the key value pairs that are represented as (k, v). Let the
score values of the student be assigned as key value k1 and the student attendance
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key value k2. As per the k-value, mapping is performed. The output from the mapper
function is (k′, v′).

Reduce: During shuffling, the mapped output (k′, v′) values are processed by consolidating
the matched records in the mapping phase. This shuffling enables duplicate values
to be eliminated, and then it groups similar k-values, which results in (k, v[ ]). The
v[ ] denotes an array of values that is determined from the shuffle operation. During
shuffling, the threshold values are fed based on the scoring values. Then, in the
reducing phase, the shuffled output is reduced into an output with an exact student
performance prediction.

Average students are divided into below average and above average. Similarly, poor
students are divided into poor and very poor. MapReduce uses parallel processing, and
thus, the results are obtained faster. MapReduce also employs a specific threshold value,
which reduces student performance by the exact amount. The pseudocode for TMR high-
lights the processing of the mapping and reducing functions that map to a student’s score
value and attendance. In this way, student performance can be predicted (Algorithm 2).

Algorithm 2: TMR Procedure

Let A be the attendance of the student and S be the score value of the student.
Input—Clusters
Output—Student performance prediction
1. Begin.
2. Initialise cluster 1, cluster 2.
3. For each cluster, complete the steps below.
4. Split cluster values.
5. Function (Map) // start mapping function.
6. For each k-value.
7. Extract (A, (S, 1)).
8. Returns (k′, v′).
9. Repeat for each k-value // end mapping function.
10. Function (Reduce) // start reduce function.
11. For each (A, (S, v)) do

{
compute sum U of S ∗ v
find vnew

}
12. Repeat for each k-value.
13. Determine R = U/vnew.
14. Store (A, (R, vnew)) // end reducing function.
15. End.

The proposed TMR for predicting student performance based on the clusters is demon-
strated in Figure 5. Since this is a parallel processing model, the result of the performance
prediction of all the average students is performed one at a time. Similarly, the performance
of poor learners is also predicted to be either very poor or poor. This prediction impacts
the efficiency of the recommendations for students to improve their academic scores. The
student’s current performance must be considered when adapting the recommendations,
which means that the student’s performance has to be predicted accurately.
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4.5. Student Recommendation

The integration of deep neural networks and reinforcement learning has recently
gained popularity. When it comes to dealing with high-dimensional states or/and actions,
reinforcement learning has become an essential component of future AI systems due to
deep neural networks [49]. With the help of an artificial neural network, the system
gives students immediate feedback based on what they say. This helps them to gradually
understand abstract ideas and complete practical exercises [50]. The recommendations for
students were provided using R-SARSA, which is a reinforcement learning algorithm. This
reinforcement model can solve difficult problems by learning the environmental conditions.
The recommendations for students were presented to improve their learning efficiency.
A set of rules was determined from the mean value of student score and engagement.
Along with the probability value of the rule, the current performance was also taken into
account for recommendations. The states in R-SARSA are defined based on the probability
value and current performance.

The rule is defined as shown in Table 2, where the mean values for individual students
are computed.

Table 2. Rules defined in R-SARSA.

Rule Number
Input

Assessment Value p (m)
Mean Score Mean Engagement

1 x x 0
2 x y 0.5
3 y x 0.5
4 y y 1

The probability value ranges between 0 and 1. If the mean score is x and is below 0.5,
then the probability will be 0. Similarly, y denotes that the obtained mean value is above
0.5. Based on the values of x and y, the probability is determined. The states and actions
are defined in the proposed R-SARSA, as shown in Table 3.
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Table 3. State–action pairs in R-SARSA.

State Action Reward

s1 → (P(m), S) a1 → Practice exercises r1

s2 → (P(m), S) a2 → Simple study materials r2

s3 → (P(m), S) a3 → Understandable presentations r3

...
...

...

sn → (P(m), S) an → Sample questions r4

According to the state estimates for each student, actions are worked out. The actions
{a1, a2, a3, . . . , an} are the recommendations given to students: practice exercises, additional
learning courses, and so on. As a result, based on the predicted performance of the student,
recommendations are provided.

5. Experiment Result Analysis

The AISAR system and its performance is evaluated in this section. This section
consists of three sub-sections: the implementation environment, comparative analysis, and
results discussion.

5.1. Implementation Environment

This section details the implementation design of this proposed AISAR system. This
system comprises artificial intelligence algorithms that ensure efficient decision making in
complex and tedious situations. In other words, the artificial algorithms take a step to learn
about the input data to produce an output. The AISAR system was then incorporated to
predict student performance and to provide recommendations.

Initially, RNN was used to predict scores; DBSCAN clustering was used to group stu-
dents based on their score values; TMR was used to predict the performance of individual
students; and R-SARSA was used to make recommendations.

This AISAR system was tested in a virtual learning environment (VLE). A VLE is
defined as an educational technology that depends on web access, and it opens up the
digital aspects of courses for students to complete their academic studies. Here, a VLE-
based dataset was used to evaluate this AISAR system. The Open University Learning
Analytics dataset (OULAD) [51] was developed for e-learning testing environments. It
includes assessment results that were submitted by students as well as detailed VLE data
that academics and researchers can use to design different features and create different
models for predicting student performance in a course.

The dataset can be used in a variety of scenarios. It allows for the evaluation and
comparison of predictive models to predict student assessment results and final course
results developed by other researchers. The VLE data allow for the examination of course
structure from the standpoint of learning, and the data can be used to assess the impact of
VLE on learning outcomes [52].

The OULAD-VLE dataset consists of data from 32,593 students and 22 courses. It also
included the daily click activity based on 10,655,280 entries. The dataset was composed of
three different data types: demographics, performance, and learning behavior (see Table 4
for dataset details). To ensure privacy, an anonymisation process was performed, and
certain attributes were randomised.
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Table 4. Dataset details.

Data File Description Attributes

Courses Contains the list of all available modules and their presentations
- code_module
- code_presentation–length

Assessments
Contains information about assessments in module presentations.
Usually, every presentation has a number of assessments followed
by the final exam

- code_module
- code_presentation
- id_assessment
- assessment_type
- date-weight

VLE
Contains information about the available materials in the VLE.
Students have access to these materials online and their interactions
with the materials are recorded.

- id_site
- code_module
- code_presentation
- activity_type
- week_from
- week_to

Studentinfo Contains demographic information about the students together
with their results.

- code_module
- code_presentation
- id_student-region
- highest_education
- imd_band-age_band
- studied_credits
- disability-final_result

StudentRegistration
Contains information about the time when the student registered
for the module presentation. For students who unregistered, the
date of unregistration is also recorded.

- code_module
- code_presentation
- id_student
- date_registration
- date_unregistration

StudentAssessment

Contains the results of student assessments. If a student does not
submit the assessment, no result is recorded. The final exam
submissions are missing if the result of the assessments is not
stored in the system.

- id_assessment
- id_student
- date_submitted
- is_banked
- score

StudentVLE Contains information about each student’s interactions with the
materials in the VLE.

- code_module
- code_presentation
- id_student-id_site
- date-sum_click

On the other hand, student-identifying attributes such as gender, disability, age, region,
and education were preserved. The dataset used for processing this artificial intelligence-
based recommendation system is depicted with attributes that exist in four categories. We
extracted three types of data: demographic (code_module, code_presentation, id_student,
disability, and studied_credits), performance (final results and score on the assessment), and
learning behavior (sum-clicks on VLE activities, num_of_prev_attempts). The attributes
were extracted and executed for testing the designed AISAR system, and the dataset
attributes are presented in different tables.

Firstly, the scores of the students were computed in the RNN, which was followed by
the process of grouping the students. The students were put into groups based on their
score values, and the MapReduce programming model used this information to predict
their performance.

The key goal of this work was to provide student recommendations, which were
attained by a reinforcement learning algorithm that is enabled with the property to learn
from the environment.
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5.2. Comparative Analysis

This section evaluates the proposed AISAR system results by comparing them with
previous research work. This system is compared to previous student engagement pre-
dictions in e-learning [45]. This work was also tested using the OULAD dataset by incor-
porating a machine learning algorithm. Machine learning is popular in different areas;
hence, it was applied in e-learning. The algorithms in machine learning are a sub-field of
the artificial intelligence field. The AISAR system is compared to the previously existing
best-performing machine learning algorithm. The common issues that were identified in
the student assessment system are as follows:

• Traditional machine learning algorithms are subjected to critical and problematic limi-
tations such as computations, time consumption, and poor performance prediction.

• Clustering is presented as a solution for predicting student performance. However,
this was an effective solution, but it was only able to identify the group performance
of the students, i.e., it could not determine the individual performance of a student.

• Student recommendations were not optimal for each student participating in the
e-learning system.

Table 5 details the machine learning algorithm used for student score assessment.
These algorithms also have significant disadvantages that are highlighted. J48 decision
tree algorithms achieve machine learning algorithms with higher accuracy. Machine learn-
ing algorithms are extensively used in multiple fields for processing data and retrieving
output as per the designed system. Machine learning algorithms are also subjected to
certain limitations.

Table 5. Previous work and its demerits.

Work Methods Used Disadvantages

Student engagement prediction by
machine learning algorithms [45]

Decision tree
• Lower accuracy.
• Complex computations.
• Instability.

J48 • Depth of the tree increases execution complexity.
• Storage problem due to the growth in depth of the tree.

CART
• Unstable due to a massive change in the structure for a

smaller change in the dataset.
• Unable to yield optimal results.

Gradient boosting tree
• Essential to perform separate tuning process for higher

accuracy.
• The process for training is slower.

Naïve Bayes
• Lower accuracy due to independence of classes.
• Decrease in precision value when processing

smaller-sized datasets.

Existing work [45] was compared to the proposed AISAR system in terms of true-
positive rate, false-positive rate, precision, and accuracy. The proposed work incorporates
RNN, DBSCAN, TMR, and R-SARSA for score prediction, clustering, performance predic-
tion, and recommendation provisioning. The obtained results are compared in graphical
plots that justify the better efficiency of the proposed system.

5.2.1. True-Positive and False-Positive Rate

The true-positive rate and false-positive rate are the key metrics for evaluating the
system’s performance. The true-positive rate is defined as the correct prediction of student
performance. The false-positive rate is defined as the incorrect prediction of student
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performance. The mathematical expression for the true-positive rate and false-positive rate
TPR and FPR is given as

TPR =
TP

(TP + FN)
(4)

FPR =
FP

(FP + TN)
(5)

The terms TP, FP, TN , and FN denote true-positive, false-positive, true-negative, and
false-negative, respectively. From these measurements, the true-positive rate and false-
positive rate are determined. The positive rate refers to the accurate identification of the
correct or the incorrect performance of the student.

The true-positive rate, also known as sensitivity, is measured based on the actual
results that are predicted from the dataset. Figure 6 shows an increase in the true-positive
rate compared to previous research work using machine learning algorithms. The machine
learning algorithms were involved in predicting student performance, which is subjected
to certain limitations. In the proposed AISAR system, a student’s score is computed based
on their engagement and the examinations, according to which they are clustered. Then,
the students in each cluster are individually identified using TMR, which accurately maps
the score values and then reduces them. The threshold value is provided based on the
clustered student performance, so the true-positive rate is higher than that of conventional
machine learning algorithms.
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The true-positive rate is 0.97 in the AISAR system and 0.87 in the existing J48 machine
learning algorithm. This increase is due to the correctness of the prediction of the student
performance, which is based on the exact prediction made using TMR.

5.2.2. True-Negative and False-Negative Rate

The true-negative rate is the correctly predicted student performance based on negative
results. The false-negative rate is the incorrectly identified student performance based on
the positive results. The true-negative rate and the false-negative rate are mathematically
expressed as TNR and FNR,

TNR =
TN

TN + FP
(6)

FNR =
FN

FN + TP
(7)
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A comparative graph of this evaluation of the true-negative rate and the false-negative
rate is plotted in Figure 7. As per the computed results, the AISAR system shows an increase
in the true-negative rate with respect to the existing work. The negative rate denotes the
rejection of correct or incorrect student performance. The increase in the true-negative
rate is due to the correct prediction of a student’s performance. The reduction in the false
rates will increase the positive rate of the system. In previous work, student assessment
was performed using decision tree algorithms that were able to categorise students but
not evaluate individual performance. Now, in the proposed AISAR system, the score is
predicted, then clustered, and then, from the cluster results, the individual performance is
predicted using TMR. DBSCAN clustering is capable of supporting highly dense datasets.
In contrast, the J48 decision tree-based algorithm cannot support larger datasets due to the
increase in the depth of the tree.

Sustainability 2022, 14, 10551 18 of 22 
 

𝐹𝑁𝑅 =
𝐹𝑁

𝐹𝑁 + 𝑇𝑃
 (7) 

A comparative graph of this evaluation of the true-negative rate and the false-nega-

tive rate is plotted in Figure 7. As per the computed results, the AISAR system shows an 

increase in the true-negative rate with respect to the existing work. The negative rate de-

notes the rejection of correct or incorrect student performance. The increase in the true-

negative rate is due to the correct prediction of a student’s performance. The reduction in 

the false rates will increase the positive rate of the system. In previous work, student as-

sessment was performed using decision tree algorithms that were able to categorise stu-

dents but not evaluate individual performance. Now, in the proposed AISAR system, the 

score is predicted, then clustered, and then, from the cluster results, the individual per-

formance is predicted using TMR. DBSCAN clustering is capable of supporting highly 

dense datasets. In contrast, the J48 decision tree-based algorithm cannot support larger 

datasets due to the increase in the depth of the tree. 

 

Figure 7. Comparison of false-negative rate versus true-negative rate. 

The true-negative rate is 0.13 less in the existing work, but the increase in the dataset 

size will extend the difference value between the existing and AISAR systems. The pro-

posed AISAR system attains a true-negative rate of 0.97; in contrast, the existing work 

reaches a true-negative rate of 0.84. The lower true-negative rate means that the system 

poorly predicts student performance. Hence, the proposed AISAR system is better than 

the existing machine learning algorithm. 

5.2.3. Precision and Recall 

Precision and recall are the key metrics that were estimated to evaluate the system’s 

effectiveness in predicting student performance. Precision was measured as the ratio of 

properly determined positive results with respect to the total number of predicted correct 

results. Precision 𝑃𝐶 was calculated as follows: 

𝑃𝐶 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (8) 

Recall was estimated from the accurately predicted results concerning the actual re-

sults. Recall was computed as follows:  

𝑅𝐶 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (9) 

Figure 7. Comparison of false-negative rate versus true-negative rate.

The true-negative rate is 0.13 less in the existing work, but the increase in the dataset
size will extend the difference value between the existing and AISAR systems. The proposed
AISAR system attains a true-negative rate of 0.97; in contrast, the existing work reaches
a true-negative rate of 0.84. The lower true-negative rate means that the system poorly
predicts student performance. Hence, the proposed AISAR system is better than the existing
machine learning algorithm.

5.2.3. Precision and Recall

Precision and recall are the key metrics that were estimated to evaluate the system’s
effectiveness in predicting student performance. Precision was measured as the ratio of
properly determined positive results with respect to the total number of predicted correct
results. Precision PC was calculated as follows:

PC =
TP

TP + FP
(8)

Recall was estimated from the accurately predicted results concerning the actual
results. Recall was computed as follows:

RC =
TP

TP + FN
(9)

The precision–recall plot is shown in Figure 8, where the precision is higher in the
AISAR system than in the current work. This increase is due to an accurate prediction
of student performance. In the AISAR system, student performance is predicted exactly
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from the clusters using TMB, whereas machine learning algorithms fail to predict the
performance of individual students. Hence, the AISAR system is better than the existing
machine learning algorithms. The AISAR system reaches 0.91 precision compared to
precision of only 0.606, which was achieved by the machine learning algorithms.
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5.2.4. Accuracy

Accuracy is a key metric that was computed to illustrate the performance of the
proposed system. This metric must increase to show that the system is operating very
well by producing more accurate results. In the previous discussion, the proposed system
performed better in the true-positive, true-negative, and precision results. These better
performances reflect the improving accuracy of the system.

Table 6 illustrates the accuracy results for the machine learning algorithms and the
AISAR system, which uses clustering and MapReduce to predict student performance.
In contrast, the J48 decision tree algorithm has higher accuracy than the other machine
learning algorithms, i.e., 88.52%. However, the proposed AISAR system achieves an
accuracy of 97.21% due to the prediction of student performance by clustering following
the MapReduce process. As a result, the increase in accuracy illustrates the better efficiency
of the proposed AISAR system.

Table 6. Accuracy comparison.

Method Accuracy (%)

Decision tree 85.91
J48 88.52
Classification and regression tree 82.25
Gradient boosting tree 86.43
Naïve Bayes 82.93
AISAR system 97.21

6. Conclusions

An e-learning system, known as the AISAR system, was developed in this work. This
system focuses on student performance prediction and recommendations. The OULAD
dataset was processed to test this system. Initially, the student score value was estimated
using an RNN that considers student engagement information and test score information.
From the computed score values, the students were grouped into clusters by the DBSCAN
algorithm, which is capable of supporting clustering at an increased student density. The
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purity of the DBSCAN clusters was high, i.e., the clusters were constructed without any
mismatches in student score values. Then, the students with poor and average scores were
processed in TMR to evaluate their performance. The threshold-based reducer process
enabled us to predict the performance of individual students. Lastly, recommendations
were provided in R-SARSA based on the student’s performance. The rules were defined
by the mean value of the student’s score and engagement. In addition, to prevent unau-
thorised student access, the students were authenticated using their identity, password,
and PIN. Hence, each student registered in the e-learning system was given the most
appropriate recommendations.
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