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Abstract: The Internet of Things has recently been a popular topic of study for developing smart
homes and smart cities. Most IoT applications are very sensitive to delays, and IoT sensors provide a
constant stream of data. The cloud-based IoT services that were first employed suffer from increased
latency and inefficient resource use. Fog computing is used to address these issues by moving cloud
services closer to the edge in a small-scale, dispersed fashion. Fog computing is quickly gaining
popularity as an effective paradigm for providing customers with real-time processing, platforms,
and software services. Real-time applications may be supported at a reduced operating cost using an
integrated fog-cloud environment that minimizes resources and reduces delays. Load balancing is a
critical problem in fog computing because it ensures that the dynamic load is distributed evenly across
all fog nodes, avoiding the situation where some nodes are overloaded while others are underloaded.
Numerous algorithms have been proposed to accomplish this goal. In this paper, a framework was
proposed that contains three subsystems named user subsystem, cloud subsystem, and fog subsystem.
The goal of the proposed framework is to decrease bandwidth costs while providing load balancing
at the same time. To optimize the use of all the resources in the fog sub-system, a Fog-Cluster-Based
Load-Balancing approach along with a refresh period was proposed. The simulation results show that
“Fog-Cluster-Based Load Balancing” decreases energy consumption, the number of Virtual Machines
(VMs) migrations, and the number of shutdown hosts compared with existing algorithms for the
proposed framework.

Keywords: load balancing; cloud computing; fog computing

1. Introduction

Cloud computing relies on the internet to run huge applications and data servers for
customers or end-users as a new technology. It refers to the control of workloads remotely
in a data center through the Internet. On-site data centers are no longer required since cloud
computing removes the need for hardware, software, and controls and manages them. The
cloud provider’s network allows for data to be replicated across many spare locations. In
a catastrophe, it enables data backup, disaster recovery, and business continuity. Cloud
computing services are provided to customers, and they are charged depending on the
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amount of time spent using these services. Some programs are unable to function effectively
on the cloud because of an inherent difficulty. Problems with bandwidth develop when
data are not being transported to the cloud quickly enough. Due to the high volume of
data that must be transmitted back to the edge nodes after processing in the cloud, delays
cannot be allowed in critical scenarios such as smart healthcare. As a result, fog computing
was developed as a solution to this problem.

A new identity for cloud computing, “fog computing”, or “fogging”, was coined
by CISCO. The Internet of Things (IoT) network paradigm uses it to make it easier for
scattered devices to send data wirelessly. Computing resources and application services
are brought to the edge where data are created through fog computing, making them more
accessible to end-users. Fog computing significantly reduces the quantity of data that must
be transferred to the cloud for processing and analysis. As a result, quality of service and
security are improved because of the reduced traffic on the cloud (i.e., the primary server).

Cloud data centers and end-users are in the midst of the fog computing virtual
platform, which provides networking, processing, and storage capabilities near where data
are created. These services serve as a bridge between cloud computing and fog computing.
Only summarized information will be sent to the cloud, and bandwidth will be reduced to
a considerable degree since most of the information is being processed locally in a foglet.
As a result, packet loss and latency will be reduced. When it comes to performance, cloud
computing is not replaced with fog computing; rather, both must co-exist to complement
one other. Customers make requests to the fog layer or middleware for communication
and storage reasons, which are processed on the fog server before being communicated
back to customers. Requests requiring more computational power will be sent to the cloud.

To load the status of every fog node is a dynamic phenomenon, and therefore, the
state of every fog node needs to be refreshed periodically. Then it needs to compute an
optimal refresh period to optimize the load-balancing approach. Therefore, there is a need
for a strategy to obtain the Optimal Refresh Period dynamically from time to time.

The fog nodes are very small and smart devices. They have very limited storage
capacity. So, we need to make sure that these nodes are not over burdened with data. Data
should be short-lived on these nodes and should be flushed/removed at a regular interval.
However, a key concern in a distributed system is that if you remove data from one node,
then there might be data inconsistency and inaccuracy. Therefore, an algorithm is needed
that can effectively flush the data from fog nodes while making sure that this data flushing
does not cause any data inconsistency.

The primary contribution of this paper is to provide the following:

• Firstly, an architecture of cloud-based fog-paradigm for real-time (delay-sensitive)
applications was proposed. In this proposed architecture, a fog layer is designed to
design a fog layer in such a manner that it can take advantage of the fog concept as
well as reduce the delay for mission-critical applications.

• Secondly, a load-balancing algorithm for effective distribution of the task load to fog
nodes placed in fog cluster. This algorithm covers the solution to the problem of
determining Optimal Refresh Period.

• Finally, the data flushing algorithm effectively flushes the data from fog nodes.

Section 2 discusses the related work and the proposed framework explained in
Section 3. The experimental results and the conclusion are explained in Sections 4 and 5.

2. Related Work

In ref. [1], a hybrid routing approach and a multiple mesh ring (MMR) topology archi-
tecture. As part of the load-balancing network design process, three stages are completed:
leader selection, role determination, and scattered building. To begin, each master seeks
out his nearby slaves to choose a coordinator for the network. Then calculate the number
of scattered links needed for each master and sends the information to the coordinator.
Finally, to build the sparse balanced link MMR, each chose master links to its related nodes,
including slaves, intrabridges, and internal bridges. When an API request is received,
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ref. [2] proposes task chain-based load balancing for microservices, which examines the
system resource utilization of each service instance and selects target services for all tasks in
this call of APIs. Data transfers between physical machines are reduced with the help of the
proposed microservice, which speeds up API responses. The author concludes that Genetic
Algorithm (GA) outperforms Particle Swarm Optimization (PSO), Simulated Annealing
(SA), and Genetic Algorithm (GA) when task chain-based load balancing for microser-
vices is adopted. Using TCLBM, the author performed service instance load balancing
and minimized API response times by up to 10%. A new hybrid power amplifier load
modulation (LM) design that employs three amplifiers coupled in phase via a quadrature
couplerDoherty PA (DPA) and load-modulated balanced amplifier (LMBA) modes may be
used at various power levels in conjunction with the well-aligned turning-on sequence [3].
High-linearity design compatibility is further enhanced by this unique hybrid LM mode,
which widens the dynamic power range for efficiency improvement. Two stages of genetics
are used to balance a load of virtual machine hosts (VMHs) in cloud computing, as this
article shows [4]. Previous solutions often assume that this is a problem of optimizing
work assignment and simply take into account current loads of VMHs; however, these
methods may only acquire limited efficacy in actual systems without addressing the loads
of VMHs after balancing. Genetic-based approaches are combined and provided. Virtual
machine (VM) performance models are first generated from the parameters used to create
them and their accompanying performance measurements in a cloud computing envi-
ronment. Regression models based on gene expression programming (GEP) characterize
virtual machine performance and are used to estimate the load of VMHs after a shift in
workload. To further aid in moving and distributing VMs, GEP estimates the VMH load
and uses this information to determine which VMs should be assigned to each of the
available VMAs. An open-source dynamic load-balancing library is introduced in this
study, and it incorporates effective literature-based scheduling techniques [5]. LB4OMP is
a research framework that encourages and supports research programming for the benefit
of multi-threaded applications.

Ref. [6] utilized the MPI library to develop an automated load-balancing solution for
the discontinuous Galerkin time-domain (DGTD). There is a depicts the connection between
computational burden (CPU time) and the number of DoFs in the hex and tetrahedral
meshes, respectively, from numerical studies. To reduce CPU time discrepancies across
subdomains, an automated iteration load-balancing approach was then used to optimize
the placements of the interfaces using the diagram created in the first stage. Using a
greedy method, a one-click solution is provided when the original model is divided,
which is the only external action required. Ref. [7] presents an active charge modulation
power amplifier (PA) design known as Hybrid Asymmetric Charge Modulated Balanced
Amplifier (HALMA) (H-ALMBA). The LMBA Control Amplifier (CA) can be used as a
carrier amplifier, while the Balanced Amplifier (BA) can be used as a peaking amplifier with
different threshold settings for two sub-amplifiers BA1 and BA2. With the correct control
of amplitude and phase and the cooperative alignment of the firing sequence of BA1 and
BA2, the entire H-ALMBA can achieve better efficiency over a longer power interruption
range, comparable to a Doherty PA.

Ref. [8] presented a model in which distributed systems store data in several locations
to share the burden. An evaluation of the load-balancing performance of storage systems
in which d distinct nodes store the same amount of items for each object is performed.
The proposed model uses a fixed cumulative value to sample evenly at random from
all of the load vectors for the objects. As a result, increasing the number of nodes in
an n-node system can exponentially improve load balancing, as long as the number of
nodes is o(log(n)). We show that using XOR objects of r instead of object copies improves
load balancing in the same way as d. In such redundant systems, r multiplicatively
reduces storage overhead. However, the material from nodes r must be unloaded to
obtain an object. The load balance also increases by r, but additively. Ref. [9] proposed
a dynamic load-balancing solution evaluated using the computational paradigm related
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to the spatially related Cellular Automata. The major contribution of this research is
the development of simple closed-form equations that enable the calculation of the best
workload assignment dynamically, intending to assure a perfectly balanced workload
distribution throughout the parallel execution. The MPI technology is used to develop
an algorithm for balancing the execution of cellular automata based on these expressions.
A concentrate on the use of multi-server load-balancing solutions for request migration.
A disutility function is defined for each server and its response time is lowered as much
as possible [10]. Server availability is also concentrated, which directly influences the
server’s processing capacity and, consequently, its usefulness. The author utilized the
concept of variational inequality theory (VI) to tackle the issue and argue that the defined
game has a set of Nash equilibrium solution set. An iterative proximal algorithm (IPA) is
presented to calculate a Nash equilibrium solution. Ref. [11] proposed a load-balancing
routing method for wireless mesh networks to balance the network’s traffic. Load-balancing
routers that meet QoT restrictions are selected using the principles of software-defined
networking (SDN). Ref. [12] proposed a technique that utilized the concept of multiple
metrics, which were used to monitor controllers’ load, and an ideal target was selected
based on its available resources. This resulted in better load-balancing performance. HESM
chooses switches based on minimizing migration expenses and lowering extra migration
expenditures. Additional advantages include the ability to migrate numerous controllers
concurrently, which enhances the overall efficiency of switch migration. According to
simulation data, HESM greatly outperforms current systems and lowers the migration cost
when it comes to controller load-balancing.

Ref. [13] analyzed radio efficiency power efficiency and average network power
savings in various network configurations to address the core challenges of time-spatial
traffic intensity dynamics and renewable energy (RE). A network utility, such as the use
of green energy and user association based on a group coordination strategy, is fairly
maintained as a result of this effort. During periods of low arrivals, lightly loaded Base
Stations (BS) can be turned off to further save energy. The proposed CoMP-based load-
balancing algorithm increases energy efficiency compared with traditional location- and
traffic-centric strategies by efficiently controlling the allocation of resources to new users.
Ref. [14] proposed an inter-domain communication system (DOLPHIN) which is a tailored
solution for various SDN controllers. It expands the programmability of wireless devices,
such as the Internet of Things or vehicle networks, beyond the virtual switch components
in intra and interdomain communication. According to extensive simulation findings, the
traffic load is evenly dispersed over several connections linking distinct domains. Load
balancing may considerably increase the flow completion times of various kinds of network
traffic in data centers and 5G vehicle networks.

In ref. [15], security measures for the combined load balance and computation offload-
ing (CO) approach were proposed for MEC systems. Algorithms to distribute MDUs across
network switches are presented first. To protect data during transmission, an Advanced
Encryption Standard (AES) cryptographic approach based on electrocardiogram (ECG)
signal-based encryption and the decryption key is also provided as a security layer. It is
also structured as an integrated balance, CO, and security model to save time and resources.
Ref. [16] presented a Power-efficient and Load-balanced Online Flow Route architecture
based on software-defined networking to accomplish the necessary tradeoff between power
saving and load balancing. An optimization problem is defined that considers both power
conservation and load balancing. A flow scheduling method is proposed to solve the
NP-hard issue after it is NP-hard. A route updating technique is also proposed to allow
flow scheduling induced path updates. Moreover, the experimental findings show that the
suggested method is superior to other algorithms when it comes to power conservation
and load balancing.

According to [17], and the work scheduling may be improved by using a combination
of chimpanzee optimization (ChOA), marine predators (MPA), and the disruption operator.
The key limitations of the newly created algorithm, known as CHMPAD, are its inability
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to resist being sucked into local optima and to increase the original ChOA’s exploitation
capacity. CHMPAD’s efficiency and applicability are shown by conducting experiments
on both synthetic and actual workloads from the Parallel Workload Archive. To illustrate
how the cost of computing resources can be reduced [18]. The analytical model uses a
network of queues to determine the bare minimum amount of computing resources needed
to ensure that service-level agreement is met. Ref. [19] analyzed the performance of Fog
computing and the analytical model that the author developed. Discrete event simulator
simulations are used to evaluate the analytical model. By analyzing network tasks and
transferring them to physical machines over the network, ref. [20] utilize a profit function
phase to enhance the quality of service (QoS). In ref. [21] the simulation of discrete events
was employed to evaluate and cross-validate our analytical model. According to our
analytical models, this model can reliably and effectively anticipate how many computing
resources are needed for health data services to meet the response time requirements under
varied workload situations. To avoid data starvation in a scalable fog architecture, ref. [22]
suggested an effective scheduling method based on complicated event processing. The cost
resources reduced and performance requirements are still being met. The First, the author
provided an arrival–service model for FoT data traffic based on multilayer waiting for
lines with finite-size intervals. The proposed policy was compared to first-in-first-out and
multi-priority-discipline queue strategies with the help of a complete study of wait times
and gaps in wait times [23–25]. Machine learning and Clustering based various methods
are used for the text analysis [26], internet of things [27–33], and disease detection [34].
Under any given IoT workload, the mathematical model estimates the minimum number
of fog nodes required to meet QoS requirements. Formulas for performance indicators
such as response time, system loss rate, and average number of messages requested from
the model.

3. Proposed Framework

The architectural view of the proposed framework is shown in Figure 1, which contains
three subsystems: (1) User subsystem and (2) Fog subsystem and (3) Cloud subsystem. The
user subsystem is responsible for collecting user data.

Sustainability 2022, 14, x FOR PEER REVIEW 6 of 14 
 

 
Figure 1. Proposed framework. 

3.1. User Subsystem 
The user subsystem is a data generator system consisting of sensor nodes/IoT de-

vices. The critical area of interest is to provide remote monitoring and data collection. The 
sensors are made as small and energy efficient as possible; they do not have the computing 
power to preprocess any data, and so send all collected data to the fog subsystem [35–37]. 

The fog subsystem contains fog cluster and fog storage that have the processing ca-
pability and storage capability, respectively, to organize the data generated with the var-
ious devices. It is responsible for collecting data from the user subsystem [38,39]. In this 
subsystem, every fog cluster contains multiple clusters where each cluster can have a cer-
tain number of hosts and associated VMs. 

The fog cluster has a load-balancer program [40]; the load-balancer program takes 
care of scheduling jobs while keeping the load in mind. However, the clusters’ state needs 
to be refreshed from time to time. The problem here is to determine a cluster-based load-
balancing technique with an optimal refresh period [41–43]. Evaluation of the refresh pe-
riod to have a refresh threshold is very important for optimizing load balancing using the 
fog clustering approach.  

The controller in the Fog cluster-based approach needs to have such a mechanism for 
better performance. Since Quality of Service (QoS) is very important in fog computing, 
load balancing plays a crucial role in it [32–34]. 

Each Fog cluster is associated with a load balancer to schedule given jobs to different 
VMs. A load status, i.e., BUSY, WORKING, and FREE, is associated with each cluster. This 
will have an intuitive meaning, as BUSY reflects the fact that the VMs in the cluster is busy 
and they are working with the fullest capacity possible. In other words, the cluster is in-
capable of accommodating more jobs unless the jobs being processed are completed in 
this state. WORKING indicates the state of the cluster, which reflects that the VMs associ-
ated with the cluster are not free, but the load is normal. In other words, the cluster can 
accommodate more jobs until the state turns out to be BUSY. Whereas, FREE indicates 
that the cluster is idle [43–45] and it has many VMs that are presently not processing any 
jobs. All the clusters are controlled by a controller. The controller can take jobs and sched-
ule them to various clusters based on the cluster’s state. There might be several clusters 
made in the fog cluster. Each cluster can have a different number of VMs and a load 

Figure 1. Proposed framework.



Sustainability 2022, 14, 7961 6 of 14

The fog subsystem processes the data, and finally, it is stored in cloud repositories
placed in the cloud subsystem.

3.1. User Subsystem

The user subsystem is a data generator system consisting of sensor nodes/IoT devices.
The critical area of interest is to provide remote monitoring and data collection. The sensors
are made as small and energy efficient as possible; they do not have the computing power
to preprocess any data, and so send all collected data to the fog subsystem [35–37].

The fog subsystem contains fog cluster and fog storage that have the processing
capability and storage capability, respectively, to organize the data generated with the
various devices. It is responsible for collecting data from the user subsystem [38,39]. In
this subsystem, every fog cluster contains multiple clusters where each cluster can have a
certain number of hosts and associated VMs.

The fog cluster has a load-balancer program [40]; the load-balancer program takes
care of scheduling jobs while keeping the load in mind. However, the clusters’ state needs
to be refreshed from time to time. The problem here is to determine a cluster-based load-
balancing technique with an optimal refresh period [41–43]. Evaluation of the refresh
period to have a refresh threshold is very important for optimizing load balancing using
the fog clustering approach.

The controller in the Fog cluster-based approach needs to have such a mechanism for
better performance. Since Quality of Service (QoS) is very important in fog computing,
load balancing plays a crucial role in it [32–34].

Each Fog cluster is associated with a load balancer to schedule given jobs to different
VMs. A load status, i.e., BUSY, WORKING, and FREE, is associated with each cluster. This
will have an intuitive meaning, as BUSY reflects the fact that the VMs in the cluster is
busy and they are working with the fullest capacity possible. In other words, the cluster
is incapable of accommodating more jobs unless the jobs being processed are completed
in this state. WORKING indicates the state of the cluster, which reflects that the VMs
associated with the cluster are not free, but the load is normal. In other words, the cluster
can accommodate more jobs until the state turns out to be BUSY. Whereas, FREE indicates
that the cluster is idle [43–45] and it has many VMs that are presently not processing
any jobs. All the clusters are controlled by a controller. The controller can take jobs and
schedule them to various clusters based on the cluster’s state. There might be several
clusters made in the fog cluster. Each cluster can have a different number of VMs and a
load balancer for each cluster. Each cluster in turn is linked to a controller which takes
care of the proposed Optimal Refresh Period and load-balancing algorithms. The dynamic
situations that prevail at runtime are considered to understand the number of clusters and
the status of each cluster to make load-balancing decisions. Two algorithms are proposed:
fog-cluster-based load-balancer algorithm and the optimal refresh period computation
algorithm, respectively [46–48].

3.1.1. Overall Strategy of Fog Cluster-Based Load Balancing (FCBLB)

Jobs arrive at the main controller. Since jobs come in large quantities, an iterative
approach is applied to each job that arrives at the controller. Fog clusters are chosen as
they are available [49], and then any one of the clusters is considered for verification. If the
cluster is found with a state BUSY/WORKING, that cluster is not considered for allocation
of jobs. It is skipped for the time being, and another cluster is considered. If the cluster is
found to be FREE, it is considered to be the cluster to which the jobs are to be sent. After
reaching a cluster, an associated load-balancer program will make further decisions. The
controller also makes intelligent decisions on the REFRESH period of clusters to reflect the
true state that improves load-balancing efficiency [50].
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3.1.2. Fog Cluster-Based Load-Balancing (FCBLB) Algorithm

FCBLB Algorithm 1 is responsible for balancing the load when the jobs arrive at the
main controller. The algorithm should be aware of the number of clusters and the number
of jobs that arrive. It is supposed to take stock of the states of different Fog clusters. The
states in turn reveal the VMs that are associated with hosts of clusters and their relative load
with jobs assigned. The algorithm and decisions verify each cluster are made to send jobs
to a specific cluster based on the load of the cluster then. The allocation of jobs to clusters
is not a static or trivial thing, as it is very dynamic due to the arrival of jobs in fog from
various users across the globe. FCBLB provides the necessary steps to deal with the load
that arrives at the controller in the fog clustering architecture. These algorithm steps are to
be executed iteratively for jobs arriving at the controller. Provided the number of clusters
and the number of jobs that arrive at the controller, the algorithm has a search mechanism to
find out candidate clusters and then make job allocation decisions at the cluster level based
on the state of the given cluster. The variable cluster State holds one of the three states as
BUSY, WORKING, and FREE and is not static. It does mean that the state of a cluster may
change from time to time. Thus, it is essential to have a triggering state change. If there is
no guidance for triggering the state change, it will affect load-balancing performance. The
load-balancing algorithm will lead to mediocre performance if the states are not refreshed
to reflect the new load dynamics. When the refresh period is less, it may have unnecessary
overhead on the system. If the refresh period is greater, it may lead to inefficiency in
load balancing. Therefore, the problem of the Optimal Refresh Period is considered. The
following subsection deals with the algorithm required for the determination of the optimal
refresh period.

3.1.3. Determination of Refresh Period

This section sheds light onto optimizing load balancing by determining the Optimal
Refresh Period. When the Optimal Refresh Period is determined, the controller will have
the states correctly reflected besides getting rid of overhead on the system. When the time
interval is large, certain important aspects may surface and go unnoticed, besides being
incapable of reflecting true load dynamics. Therefore, Optimal Refresh Period computation
is a dynamic phenomenon that is provided in the Optimal Refresh Period Computation
(ORP) Algorithm 2.

The ORP has important considerations for the refresh period. It is a dynamically
adjusted value based on the computed load factor. The refresh period threshold Tr is
determined at run-time to update the state of clusters. This algorithm is executed by the
controller, where it must make use of states of clusters from time to time for load balancing.
ORP reduces the burden on the system while leveraging efficiency in load balancing.

Algorithm 1: Fog cluster Based Load Balancing (FCBLB).

Result: Balanced load leading to efficiency
Input: Jobs, clusters
Output: Balanced load leading to efficiency

1. if PS=FREE || PS=WORKING then
2. Allocate j to FP
3. job j processing
4. else
5. Trace job cluster
6. end

Algorithm 2 takes D, α, γ, init method, numPre$ as inputs and generates Tr as output.
Both α and γ help to minimize the error rate.
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Algorithm 2: Calculation of the Optimal Refresh Period.

Result: Optimal Refresh Period Computation
Output: Tr

1. Create vector original based on length of dataset plus number of predictions
2. Create vector smoothed based on the length of dataset
3. Create vector b based on the length of dataset
4. I=1
5. J=1
6. Sum=0
7. original[0]=smoothed[0]+D[0]
8. if (!Avail initMethods=0) then
9. b[0]=D[1]-D[0]
10. if !initmethod = landD.length > 4) then
11. b[0]=D[3]-D[0]/3
12. else
13. b[0]=D[D.length]-D[0]/D]D.length
14. end
15. end
16. for Each d in D do
17. Calculate smoothed[i]
18. Calculate b[i]
19. Calculate original[i+l]
20. i=i+1
21. end
22. for each prediction in numPre do
23. Calculate original[j]
24. j=j+1
25. sum=sum+original[j]
26. end

Computations of smoothed[i], b[i], and original[i+1] are made as follows.

i← 10
if i > 6 then
i← i − 1
else
if i < 3 then
i← i + 2
end if
end if

Our proposed fog model is designed to make retrieving data faster and lower the
delay for time-sensitive applications. The fog is intended to store only recent data, not
historical data. The threshold value has been set by the proposed algorithm. If the amount
of data on the fog nodes goes above this threshold value, the older data would be remotely
flushed from the fog nodes by the cloud, given the data have reached the cloud. Data at the
fog nodes are short-lived as there is a physical limitation of data storage. So, data need to
be flushed from the fog nodes regularly. In our fog model, the cloud monitors and controls
this data flushing operation as a supreme authority in the architecture.

3.2. Cloud Sub-System

In this subsystem, data received from the fog sub-system are processed as well as
stored inefficiently. Various cloud repositories are placed for data storage with their unique
ID, whereas high-end cloud servers are responsible for the processing. The cloud repository
is capable enough of storing long-term storage. The cloud repository is designed with
proper authentication and authorization such that no one can access the user’s personal
information except the user himself/herself. In our proposed model, the cloud maintains
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two types of storage, Temporary and Permanent. These two storages are internally syn-
chronized. Once a file that comes from any of the lower nodes in the hierarchy pops
up in the Temporary storage, it is copied to Permanent storage. Temporary storage is
synchronized with the fog nodes as well. So, the data from the fog nodes directly come to
the temporary storage.

4. Experiment Setup & Results

iFogSim was used to demonstrate the efficiency of load balancing with the fog clus-
tering approach with the determination of the Optimal Refresh Period. iFogSim has the
capability to support fog system-level components and model behaviors such as load
balancing, job scheduling, and so on. The components it accommodates include data cen-
ters, hosts, VMs, various baseline algorithms, and resource-provisioning policies. iFogSim
has an essential set of classes written in Java programming language. The former is for
balancing load, while the latter is meant for determining of Optimal Refresh Period to
have effective load balancing. The application has the provision to have dynamically taken
some clusters and jobs at run-time to have different sets of experiments. Figure 2 shows the
performance comparison of execution time. The baseline approach provided by iFogSim to
balance the load was compared with that of the proposed method. Optimal load-balancing
decisions were made based on the runtime experience in terms of the number of clusters
available and the number of jobs that arrive at the controller. Load balancing at the cluster
level was handled by the local load balancer that considers VMs and their capacities to
balance the load. The main observations here were the controller functionalities concerning
the states associated with clusters. There is evidence of making decisions to send jobs to
various clusters. The way tasks are assigned to clusters was based on the FCBLB algo-
rithm, while the determination of the optimal refresh period to increase efficiency in load
balancing was handled by the ORP algorithm.
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When both the algorithms are associated by the controller and executed from time
to time, the results revealed the performance enhancement of the proposed methodology
when compared with that of the baseline method provided by iFogSim by default. The
job allocation patterns can be traced to know the effectiveness of the proposed approach
based on cloud clusters for load balancing. The first two clusters were overloaded, then the
controller decided to use the third cluster. When all three clusters were overloaded, the
fourth cluster was used for further job allocation. The third cluster was almost overloaded.
As the simulation continued, the first and second clusters became normal once the allocated
jobs were completed. In such cases, the controller decisions changed dynamically at
run-time for effective balancing of load.
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The simulation study carried out with the proposed algorithms using iFogSim revealed
that the fog clustering-based approach for load balancing is effective due to the benefits of
clusters, the load-balancing algorithm FCBLB, and the optimal refresh period algorithm
ORP. The algorithms resulted in an improvement of job execution and CPU utilization.
Figure 3 shows the performance comparison of CPU cycles. When the number of VMs
changed, the execution time of jobs and the utilization of CPU cycles changed. The
observations recorded with varying numbers of VMs shown on the horizontal axis. In the
vertical axis, the execution time is presented. The number of VMs considered was 25 to
200 increasing by 25. There were two trends found in the results. The first trend is that for
all VMs, the proposed approach’s execution time was lower, while the existing approach
was greater. The second trend is that when the number of VMs was greater, the execution
time was decreased. The CPU cycles used are presented for the proposed and baseline
approaches with varying numbers of VMs used in experiments.
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The usage of VMs with varying numbers is presented on a horizontal axis, while
the vertical axis shows the percentage of CPU usage. Experiments were carried out with
25 to 200 VM increasing by 25. The results revealed that the number of VMs has an impact
on the usage of CPU. When the number of VMs increased, the percentage of CPU usage
also increased linearly. The proposed load-balancing approach outperformed the baseline
load-balancing approach in terms of using less CPU usage. The observations showed the
efficiency of the proposed methodology. Figures 4 and 5 demonstrate the results of make
span and throughput, which are better for the proposed approach. Figure 6 shows that the
proposed approach takes less energy consumption compared with the traditional approach.
The key consideration of load balancing based on cluster states and refreshing the states by
determining the optimal refresh period made a significant difference in the enhancement of
load-balancing performance.
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5. Conclusions

This paper aimed to investigate how to minimize bandwidth costs and manage re-
sources efficiently in a cooperative IoT fog-clod computing environment. This paper
covered the solution to the problem of determining the optimal refresh period with a
fog clustering-based load-balancing approach. The fog clustering-based load-balancing
algorithm named FCBLB and an algorithm named ORP were designed and implemented.
The developed methodology exploits the knowledge at runtime to determine the optimal
refresh period to be rid of problems with either a too long refresh period or too short a
refresh period. It strikes a balance between them to increase the efficiency of load balancing
and reduce overhead on the system. iFogSim-based implementation is presented with
visualization to let users intuitively observe the proposed approach’s functioning. The
baseline load-balancing approach provided by iFogSim was compared with the proposed
method. The results shown in the view of execution time and CPU usage revealed the
advantages of the proposed methodology that solve the problem of optimal refresh period
for changing states in clustering-based load balancing. In the future, more optimization
techniques could be applied for load balancing.
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