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Abstract: In this paper, we present a study on keyword selection behavior in social media analysis
that is focused on particular topics, and propose a new effective strategy that considers the co-
occurrence relationships between keywords and uses graph-based techniques. In particular, we
used the normalized rich-club connectivity considering the weighted degree, closeness centrality,
betweenness centrality and PageRank values to measure a subgroup of highly connected “rich
keywords” in a keyword co-occurrence network. Community detection is subsequently applied to
identify several keyword combinations that are able to accurately and comprehensively represent
the researched topic. The empirical results based on four topics and comparing four existing models
confirm the performance of our proposed strategy in promoting the quantity and ensuing the quality
of data related to particular topics collected from social media. Overall, our findings are expected to
offer useful guidelines on how to select keywords for social media-based studies and thus further
increase the reliability and validity of their respective conclusions.
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1. Introduction

Keywords can be defined as special words embedded in a document that can provide
a precise and accurate representation of that document’s content [1]. In many areas,
keyword selection is a primary step, such as in text mining [1,2], bibliometrics [3-5] and
communication [6,7]. In general, selecting the appropriate keywords is helpful for ensuring
the quality of collected data, reducing the costs for data cleaning and accordingly increasing
the rigor and significance of findings.

In recent years, social media, such as Twitter, Facebook and Weibo, has been cited as
an important tool for scholars investigating a variety of fields, including social sciences [8§],
communication [6,7], politics [9,10], education [11,12], medical science [13], transporta-
tion [14] and disaster management [15,16]. As compared to traditional data collection
channels, such as surveys or questionnaires, social media can yield a better understanding
of the public perceptions, decrease time and commercial costs in the data collection process,
and display a greater variety and geographic distribution in the data [17-19]. However,
since the data size in social media is generally very large, redundant and invalid infor-
mation should be controlled [20], such as rumors, advertising, purposeful information
posted by spammers, information with a disordered format or missing content, forwarding
information and information with too few words or that makes no actual sense. These data
may have a negative influence on conclusions and accordingly affect the correctness and
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effectiveness of decisions. In order to solve this problem, the data cleaning process plays an
important role in social media analysis [17,21,22]. However, data cleaning is time consum-
ing for social media-based data and there is currently no way to examine accuracy that is
both rapid and effective. Therefore, using a set of appropriate keywords that can accurately
and comprehensively represent the researched topic is a practical alternative. Regarding
the keywords in social media analysis, the primary issue that should be considered is how
to determine the list of keywords in order to obtain the maximum number of posts that
are closely related to the topic. Specifically, an effective keyword list can also ensure the
quality of the collected data and reduce the time costs of the subsequent data cleaning
process [23,24]. On the other hand, if the selected keywords cannot adequately represent
the characteristics of the entire topic, the reliability and accuracy of the subsequent analysis
may be affected, which will in turn make it difficult to obtain reliable insights from the
results [3].

However, previous studies have commonly neglected this process by assuming that
the keywords used in their studies were extracted well and there was no need to examine
the applicability of the keywords. For example, Han and Wang [25] studied the online posts
on Weibo regarding the flood that occurred in Shouguang, a county-level city in Shandong
Province, China. However, the only keyword they used was “Shouguang”, with no further
elaboration beyond this single term. This may be due to the fact that the majority of online
posts in social media containing the word “Shouguang” were related to the flood within
their study’s time interval. Nevertheless, there can be no doubt that using “Shouguang” as
the only keyword will result in a large amount of irrelevant data that could thus negatively
influence their final conclusions. In this case, we believe that the addition of “flood” to the
keyword list would have been helpful.

In most social media analyses, there are some problems in the keyword selection
process. For instance, because of multiple meanings for the same word in different contexts,
irrelevant data can be collected. Cody et al. [26] used “climate” as a keyword when
collecting public opinions about climate change; however, they found that not every tweet
collected was about climate change. Thus, they had to filter the data manually, which
consumes a considerable amount of time. Furthermore, Noh et al. [2] stated that the method
for determining the number of keywords to select is critical, as it will affect the quantity
and quality of the collected data. Specifically, if the number of keywords is relatively large,
the quality will improve while the quantity decreases; if it is too few, the quantity will
increase while the quality decreases.

Taking into consideration the current state of the literature, to our knowledge, few
studies to date have been conducted on understanding the role of the keyword in social
media analysis. Wang et al. [27] carried out a pioneer study by putting forward a novel
technique named Double Ranking (DR), in which there are two steps: the first is to provide
some general keywords related to the research topic according to the personal experience,
and the second step is to use these words to collect possibly relevant online posts and
extract more keywords based on the results of two rounds of rankings. This work firstly
highlighted the importance of keyword identification in social media analysis and offered
valuable explanations about the differences between it and traditional keyword extraction
problem. As an extended study, Zheng and Sun [28] proposed an automatic keyword
generation model by applying the machine learning technique and three properties: rele-
vance, coverage and evolvement. However, this model could be only effectively applied for
topics about major events, in which the number of online posts within each time window
is substantial. In addition, there is no appropriate method to set the size of time window,
especially for topics with short durations. Thus, putting forward a novel keyword selection
method with a wider applied range of topics for social media is of great significance. In
order to address this gap in the literature, in the current study, we provide an investigation
of keyword selection in social media analysis and propose a new keyword selection strategy
based on the social network analysis.

The original contributions of our research are listed below.
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1. This paper highlights the important role played by the keyword selection process in
social media analysis, a topic that has generally been neglected by most prior studies.
We claim that the use of the appropriate keywords for data collection can improve the
quality of the data and accordingly greatly enhance the significance of a study. Thus,
this paper contributes to enhancing researchers’ attention to keyword selection in the
process of using social media data for analyzing, which could yield more accurate
and persuasive research results, to a large extent.

2. Using a graph-based approach, we propose a new keyword selection method for social
media analysis considering two different types of topics: conceptual topics and event-
based topics. In particular, the normalized rich-club connectivity considering the
weighted degree, closeness centrality, betweenness centrality and PageRank values are
used to identify “rich keywords”, and community detection is applied to determine
the keyword combinations for representing the research topic.

3. We evaluate our method by using the data related to four topics and comparing
with four widely used keyword selection techniques. According to the results of
the empirical test, our method can reach a balance between the quantity and quality
of the data. In other words, it can greatly increase the amount of high-quality data.
In addition, since social media is an essential data source for a variety of areas,
especially for those studying public perceptions, our proposed keyword selection
method can benefit future studies in various areas, including decision making, disaster
management and policy development.

The overall structure of this paper is as follows. Section 2 describes issues with key-
words in social media analysis, including the general framework of social media analysis,
kinds of topics studied and existing keyword selection methods. The newly proposed key-
word selection strategy is described in Sections 3 and 4, providing a comparison analysis
to test the performance of the proposed strategy. The research results are described and
discussed in Section 5, and finally, Section 6 provides the conclusion and some directions
for future research.

2. Keywords in Social Media Analysis
2.1. Framework for Social Media Analysis

A framework for social media analysis has been built by existing studies, which
includes four main steps: topic determination, data collection, data preprocessing and data
analysis [29]. The first step in social media analysis is to determine the topic. For this step,
the targeted topic should be of concern to a large number of users on social media in order
to guarantee a sufficient quantity of available data. For the second step, there are three
primary elements: the data source, keywords and time interval. Specifically, the data source
refers to the selected social media to be used for the data collection, such as Twitter, Weibo
or Facebook, and the time interval includes the determination of the start and end points
to be considered in the data collection [30]. The generally used method for determining
the time interval is to identify the number of related messages day by day or hour by hour,
setting the end point as the time when a minimum number of messages or no messages
appear [31]. The issues regarding keywords are demonstrated in Sections 2.2 and 2.3. In
addition, data preprocessing is an essential step to ensure the accuracy and effectiveness
of the data. First, the collected data must be cleaned, which mainly focuses on the text
of the online posts. Data with a disordered format, missing content, too few words or
no actual meaning should be removed in order to reduce their negative influence on
the findings. Then, since the initially collected datasets from social media are generally
unstructured [23,24,32], they should be transformed into a structured form in order to
identify the basic elements contained in the data.

There are four main parts to the data analysis: temporal and spatial distribution
analysis, user analysis, topic identification and sentiment analysis. The first part consists
of the simple statistics regarding the number of posts from temporal and spatial perspec-
tives [11,29]. The second part mainly focuses on the formed communication network
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structure [33] and personal characteristics of the users [34], such as gender, occupation and
location. This part of the analysis can provide a detailed understanding of the different
populations that are paying more attention to a particular topic and how information
spreads on social media. The third part identifies the main viewpoints found in the data,
for which text clustering algorithms are commonly applied [35]. Finally, the aim of the
fourth part seeks to represent the sentiment patterns and their changes over time in the
collected data [36-38]. In sum, the quantity and quality of the collected data are the basis of
ensuring the accuracy and significance of the empirical results as well as any subsequently
obtained conclusions. For instance, if many online posts related to the research topic are
missed, the temporal and spatial analysis may not provide an accurate picture reflecting
the real situation of the topic. In addition, if some unrelated posts are contained in the
analyzed dataset, the findings for sentiment identification and viewpoint clustering may
lead to an incorrect understanding of public opinions [39].

2.2. Types of Topics

Different kinds of keywords should be used for different kinds of targeted topics.
Based on existing studies, we identified two kinds of topics, namely, conceptual topics and
event-based topics, as shown as Table 1. The first category generally appears in studies
focused on a particular concept [40], for example, green buildings and climate change. The
second category is frequently applied in studies focusing on a specific event [28], such as
Hurricane Harvey and the Shouguang city flood.

Table 1. Categories of topics in social media analysis.

Pattern Name Examples

Green buildings [22], transportation planning [14],

Pattern 1 Conceptual topics climate change [26], low-carbon city [41]

The Xiangtan Pregnant Woman Event [42], “I will
Pattern 2 Event-based topics never go to Hong Kong again!” [21], Hurricane
Harvey [33], the Shouguang City Flood [25]

2.3. Existing Keyword Selection Methods

Based on previous studies, we identified four existing keyword selection methods for
social media analysis. For the first method, as most studies have not presented details on
their keyword selection process [22,25,41], we summarized this kind of keyword selection
method as the experience-based (EB) method. The second method is the snowball-sampling
(SS) method [23]. In this method, scholars first collect a small number of messages using a
keyword that is directly related to the topic and subsequently identify the most frequently
co-occurring keywords. Then, the collection process is repeated with the additional identi-
fied keywords. The third method is the DR model proposed by Wang et al. [27], which uses
a two-step ranking mechanism to select keywords. The final method is the topic modeling
algorithm, such as Latent Dirichlet allocation (LDA) [43] and Targeted Topic Modeling
(TTM) [44]. In this kind of method, keywords are extracted and clustered based on the
similarity metrics to obtain latent topics.

In addition, Zheng and Sun [28] put forward the ALMIK (Active Learning based on
Multiple-Instance learning with Keyword extraction) model to identify potential useful
posts from a large set of online posts during disasters by using the Convolutional Neural
Networks (CNN) machine learning algorithm. However, this model is outside the range of
our study, as it is used for classifying the collected data rather than collecting potentially
useful data from social media.

2.4. Network Techniques in Keyword Selection

Identifying semantically related terms based on the co-occurrence correlation is a
research topic with a long tradition in linguistics and information theory [5,45]. With
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respect to studies using the co-occurrence network of words for topic text extraction,
community detection algorithms, such as fast-unfolding algorithm [46], are generally
employed to cluster the keywords contained in a given document. Community detection
can be defined as the identification of the community structure of a network according
to its topological relationships [47]. In most cases, relatively strong connections can be
discovered between the nodes contained in a similar community. Wagenseller et al. [48]
carried out a comparative analysis focusing on different existing community detection
algorithms and put forward some useful future directions in this area. In the present paper,
we employed network-based techniques to propose a new keyword selection method for
social media analysis.

3. Graph-Based Keyword Selection Strategy
3.1. Network Construction

We modeled the texts of online posts as a weighted, undirected network: G = (V,E,W),
where V is the set of vertices that represents the keywords, E € V x V is the set of edges
that measures the co-occurrence relationship between each pair of nodes and W is the
corresponding weighted adjacency matrix. Two keywords are linked only if they co-
occur in a similar online post, and the weight between them refers to their number of
occurrences [45].

3.2. Rich-Club Phenomenon
3.2.1. Concept

The rich-club phenomenon is defined as a particular phenomenon in networks in
which subgroups of important or influential (rich) nodes preferentially and intensely
interact with one another [49]. As this phenomenon focuses on both the inner cycle among
rich nodes and the links between rich and non-rich nodes [50], it has been applied in a
variety of areas to explore the characteristics of real word networks, such as the human
brain [51], population flow [52] and patient referral behavior [50].

In this paper, the rich-club phenomenon is taken into consideration because it is
helpful for increasing the generality and relevance of keywords to the researched topics
when it is used in the selection of keywords for social media-based studies. In a keyword
co-occurrence network for a particular topic, an identified rich-club phenomenon suggests
the existence of a highly connected group of “rich keywords”, which are the most suitable
keywords for representing the topic. Furthermore, as there are often multiple meanings for
the same word in different contexts, we selected some additional keywords related to the
rich keywords to form several keyword combinations through the use of the community
detection approach. The detection of the rich-club phenomena provides a new method for
keyword selection for social media-based studies that enables a much easier selection of
keywords that can more accurately and comprehensively represent a topic and provide
more reasonable quantitative evidence. In particular, topics with keyword co-occurrence
networks that contain the rich-club phenomena indicate the presence of several centralized
and focused sub-topics, while for those without the rich-club effect, there may be more
diverse sub-topics.

Moreover, it is noteworthy that while the use of graph techniques has contributed to
the keyword selection process in social media-based studies, we still highlight the essential
and indispensable role played by personal experience. Our proposed quantitative strategy
should only be considered as an assistance tool for reducing time costs and discovering
more appropriate keywords and not as a substitute for personal experience. In other words,
the results of each step need to be examined and adjusted manually.

3.2.2. Evaluation Metrics

Previous studies regarding the rich-club phenomenon have provided notable contri-
butions to network sciences and proposed a variety of frameworks with different structural
characteristics for examining this phenomenon [50,52,53]. In this paper, we applied rich-
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club connectivity to identify the “rich keywords” from the co-occurrence networks, in
which the weighted degree, closeness centrality, betweenness centrality and PageRank
values were considered. Community detection was used to select additional keywords
based on the results of “rich keywords” determination.

a. Rich-club connectivity

According to Ren et al. [54], rich-club connectivity is defined as the ratio between the
number of existing edges among the nodes in a rich club and the number of all possible
edges among these. The mathematical expression is shown in Formula (1):

L.g
gE-1’

where §(§) is the rich-club connectivity and ¢ is a threshold parameter used to determine
the rich node. Specifically, a node with a node strength larger than ¢ is considered as a
rich node. L represents the number of edges among the rich nodes. In particular, () = 1
means that all members of the rich club are connected with each other and §(&) = 0 indicates
that there are no connections between any two members of the rich club. Furthermore, to
evaluate the statistical significance of (), this coefficient is typically normalized by using
building a random network with preserved degree distribution [55]. The mathematical
expression is shown in Formula (2):

6(¢) = )

(Snorm(g) = <(5 5(6) )

random (g) > ’

where <> represents the average and 6,,rm(¢) represents the normalized rich-club connec-
tivity, which is a ratio between the rich-club connectivity of the studied network and that
of a randomized network. J,,,40n,(¢) measures the rich-club connectivity of the random-
ized network. According to Tang et al. [50], a positive rich-club effect can be confirmed
if 6yorm(¢) > 1. There are two ways to determine the value of ¢, namely by degree or
weighted degree.

Cinelli [56] proposed a generalized rich-club framework for computing the normalized
rich-club connectivity in terms of other structural measures distinct to degree, displayed as
Formula (3):

5(a)
<‘Smnd0m (D‘» '

where the value of a corresponds to structural measures of the network. In this paper,
by using Formula (3), in order to comprehensively consider the node importance in rich
club identification, the weighted degree, closeness centrality, betweenness centrality and
PageRank values were all used to calculate rich-club connectivity. Thus, we have four
rich-club connectivity metrics, which were measured by 0,011(W), 610rm(C), dnorm(B) and
Snorm(P). In addition, as the weighted degree, closeness centrality, betweenness centrality
and PageRank values have been commonly applied by previous studies [57-59] for ana-
lyzing particular networks, details about their calculation methods are not provided in
this paper.

In terms of the formation rule of randomized network, based on Maslov and Snep-
pen [60], we repeated the following procedure until the weight of every edge had been
changed: two edges contained in the studied network were randomly selected and their
weights were automatically redistributed by remaining attached to the reshuffled edges
subsequently. In addition, if either of these edges was already formed, two other new
edges were selected. According to previous studies [61,62], this rule could offer a higher
degree of randomization and ensure that the weight distribution and degree distribution
remain unchanged.

Moreover, according to previous studies [63], the demarcation points that appeared
exactly before significant decrease and fluctuations in the rich-club connectivity curve were

Snorm ("‘) = (©)]
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commonly applied to determine the rich nodes. However, this method is based on personal
observations rather than numerical thresholds, which may yield confusion results. Thus,
the volatility rate was employed in this paper. Its mathematical expression is shown in
Formula (4):
R = Snorm (“)t
Snorm (&);_1

where R; is the volatility rate and ¢ measures the computation sequence. In particular, the
point with the first relatively large negative R; value is set as the demarcation point to
determine the “rich keywords”. It should be noted that the volatility rate is an auxiliary
reference index and artificial judgement is still needed in this process.

-1 4)

b.  Community detection

We employed the fast-unfolding algorithm to perform community detection. In
particular, the fast-unfolding algorithm is used as the basis of a modularity function, ranging
from —1 to 1 [64]. The largest value for modularity indicates the optimum community
classification results. Formula (5) shows the computation of the modularity:

1 A

Q= ZTI’I§|:EU — 21/’/1]:| (D(C,‘,C]'), (5)
where Q is the modularity, ¢;; measures the weight of the edge linking nodes i and j; A;
and A; measure the sum of the weights of the edges linking to nodes i and j, respectively;
¢; represents the community to which node i is assigned; ¢ is a simple delta function and
w(ci,cp) = 1if ¢ = ¢j; w(cic) = 0 if ¢; # ¢j; and 2m is the sum of the weight of all edges.
For keyword co-occurrence networks, community detection can show the strength of the
co-occurrence relationship between different keywords.

3.3. Keyword Selection Strategy

In this section, we propose a new graph-based keyword selection strategy for social
media analysis consisting of the following steps (displayed in Figure 1).
Step 1: In this step, we need to consider the aforementioned different patterns of topics.

- Pattern 1 topics: Set the primary keywords for the topic based on the research target.
The number of primary keywords should be as small as possible because a larger
number will limit the size of the data.

- Pattern 2 topics: Using the initial text of the topic, which refers to the first posted
information describing the studied policy or event, perform text segmentation and
identify no more than three primary keywords based on personal experience and
word frequency. The reason for not using graph-based techniques in this step is that
the length of the initial text of the topic is usually short and will result in a highly
dense network [1]. In other words, considering the co-occurrence relationship between
keywords during this step is mostly meaningless.

Step 2: Use the extracted primary keywords and determined time interval to collect
related online posts from social media. It should be noted that there is no need to conduct
the data cleaning during this step because the utilization of the extracted primary keywords
can ensure that the majority of the collected online posts are about the research topic.
Furthermore, the negative influences caused by other unrelated posts can be eliminated by
using graph-based techniques during the following steps.

Step 3: Perform text segmentation based on the collected online posts and accordingly
build the keyword co-occurrence network.

Step 4: Build 50 randomized networks based on the rule proposed in Section 3.2.1 and calcu-
late the values of d,0rm(W), S1orm(C), dnorm(B), dnorm(P) and Ry according to Formulas (1), (3) and (4).
Using dorm(W), 81orm(C), Snorm(B), dnorm(P) and the volatility rate R; to determine “rich keywords”
from the constructed co-occurrence network, in which only those identified by all four measures
are selected.
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Figure 1. Flowchart of proposed keyword selection method.

Step 5: Perform community detection on the built keyword co-occurrence network
and consider only the communities that contain rich nodes. Each selected community refers
to a keyword combination that contains only the most connected keywords.

Step 6: Use keyword combinations to collect related online posts from social media
and subsequently delete the repetitive online posts.

We employed the Jieba Natural Language Toolkit for Python for the text segmentation
of collected online posts. Stop words and non-content bearing words, such as prepositions
and conjunctions, were deleted by using the stop-word list and the part-of-speech tagging
technique, respectively, embedded in the toolkit. In addition, Octopus, a mature web
crawler tool, was used to collect the online posts from social media, as it has shown great
effectiveness in prior studies [22,29,40]. Information about how to use Octopus can be
found on its official website: https:/ /www.bazhuayu.com/ (accessed on 26 August 2021).

4. Empirical Study
4.1. Data

In this study, the data source used was Weibo, which is the biggest microblogging
site in China. According to the 45th China Statistical Report on Internet Development
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published by the China Internet Network Information Center (CNNIC), the number of
active Weibo users was 70 million at the end of March 2020, indicating that it attracts
more than half of all Chinese netizens on average each month. Additionally, since many
government departments, news media providers, enterprises, organizations and influential
individuals have accounts with Weibo, it has attracted the attention of a great number of
studies [21,22,25,29,65].

We selected four topics for examining the performance of our proposed keyword
selection strategy, of which two were of Pattern 1 and two were of Pattern 2. The details of
each topic are shown in Table 2. The reasons for choosing these four cases were: (1) the
number of related online posts differed between them, (2) they contained different types
of topics and (3) the selected topics were relatively new and could avoid the influence on
the data caused by time. In sum, the utilization of these four cases could provide a more
reasonable and comprehensive experiment for testing the performance of our proposed
strategy. In addition, in order to ensure the consistency of the data collection process and
to minimize the influences aroused by other factors on data quality, similar data collection
software and steps were used in all cases.

Table 2. Details of the four selected topics.

Description Pattern
Topic 1 Medical violence (called “Yi Nao” in Chinese) 1
Topic 2 Cyber violence 1
Topic 3 Natignal Peoplle’s Congress (NPC) and Chinese Peqple's Political 2
onsultative Conference (CPPCC) Annual Sessions 2020
Topic 4 New Permanent Residence Law for Foreigners (Draft Version) 2
4.2. Methods

4.2.1. Comparison Methods

In this paper, we employed the EB, SS, DR [27] and LDA methods as comparisons. In
particular, for the EB method and the seed keywords of DR method, three scholars with
research interests in social media analysis were asked to choose a keyword for each topic
based on their personal experience and their collectively chosen keywords were selected.
For the SS method, there were two steps. In the first step, three scholars were asked to select
a small number of keywords directly related to the topic, and in the second step, some
additional keywords with high word frequency were selected from online posts collected
based on the keywords extracted in the first step. In addition, in terms of the LDA method,
we used it to replace our proposed network technique for selecting additional keywords,
and the value of K was determined heuristically.

4.2.2. Evaluation Methods

In general, when considering issues about keyword selection, both the precision and
recall should be employed to comprehensively evaluate the performance of the models.
However, due to the nature of our problem to put forward a novel keyword selection
method that could be used for collecting as much useful online posts from social media
as possible, we could not obtain the entire data related to a given topic in social media. In
other words, the ratio of recall cannot be calculated. Thus, to carry out a relatively overall
assessment experiment, by following and extending Wang et al. [27], the number of related
online posts N, and the proportion of related online posts to the total number of collected
online posts ¥ were both employed the results. In particular, the relevance coefficient was

calculated using Formula (6):
. NC 0
r= Ny % 100%, (6)
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where r is the relevance coefficient, N, represents the number of related online posts and
Nr is the total number. In addition, we believe that manual detection is the most accurate
approach for determining whether a particular online post is related to a topic. Thus, we
employed 10 people who had performed social media-based studies in the past to identify
the related online posts manually from the collected data, and those confirmed by more
than half of the group were set as the related data.

5. Results

In this section, we present the results of our experiments. Table 3 shows the selected
time intervals and primary keywords for the four topics. For Topic 1 and Topic 2, the
primary keywords were determined based on the personal experience of scholars. For
Topic 3 and Topic 4, the primary keywords were set based on their related texts. Then, by
using these primary keywords, the online posts from within the set time interval that were
related to the four topics were collected from Weibo. The number of collected messages for
the four topics was 4201, 8226, 8319 and 5404, respectively. These data were also the results
of the EB approach.

Table 3. Determined time interval and primary keywords for the four topics.

Time Interval Primary Keywords
Topic 1 1 January 2018-31 December 2019 Yi Nao, medical dispute, medical order
Topic 2 1 January 2018-31 December 2019 cyber violence
Topic 3 (Text source of Topic 3:
http:/ /www.ccps.gov.cn/xtt/202005/t2 .
0200530_141283.shtml) (accessed on 21 May 2020-28 May 2020 two sessions, NPC, CPPCC
26 August 2021)
Topic 4 (Text source of Topic 4:
http:/ /www.moj.gov.cn/news/content/ . .
27 February 2020—4 March 2020 permanent residence, foreigner

2020-02/27/zlk_3242559.html) (accessed

on 26 August 2021)

Word segmentation was performed for the collected online posts and the stop words
and non-content bearing words were removed from the results. For the SS approach, some
additional keywords were selected based on word frequency and personal experience (Table 4).
For DR, only two iterations were considered. With respect to LDA, each post was regarded
as a mixture of latent topics, and a topic refers to a multinomial distribution over words. In
addition, by following related studies [66,67], the trial-and-error method was carried out to
determine the optimum value of K. The values of K were 5, 5, 6 and 4 for the four topics. Then,
the top two ranked keywords of each cluster were selected as a keyword combination. Table 4
shows the additional keywords for each topic. Finally, for SS, DR and LDA, the online posts
related to each topic were collected from Weibo using the gained additional keywords and
the primary keywords, and the duplicate information was removed. The results are shown
in Table 4.

Then, for our proposed strategy, keyword co-occurrence networks for each topic were
built based on 300 keywords with high word frequency and practical significance, as
displayed in Figure 2. In addition to the words that are directly related to four researched
topics, such as workplace violence, cyber violence, two sessions and permanent residence,
those with higher frequencies mainly include hospital, doctor, fair and patients for Topic 1;
network order, flesh search, real name system and keyboard man for Topic 2; Hong Kong,
vaccines, epidemic situation and poverty for Topic 3; and racial discrimination, enjoy, justice
and international for Topic 4. These results can roughly reflect how the public viewed
the researched topics. Then, we calculated the values of &1 (W), dnorm(C), Suorm(B) and
Onorm(P) of four topics” keyword co-occurrence networks by using Formulas (1) and (3),
and the results are shown in Figures 36, respectively. It can be noticed that the calculated


http://www.ccps.gov.cn/xtt/202005/t20200530_141283.shtml
http://www.ccps.gov.cn/xtt/202005/t20200530_141283.shtml
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normalized rich-club connectivity values with different ¢ regarding the four topics are all
basically greater than 1 and show a general upward trend during the beginning stage of the
curves. This finding is consistent with that of Wei et al. [52], indicating a significant rich-
club characteristic. In addition, some figures show discrete fluctuations, such as Figure 2a,b,
while some others show continuous fluctuation, such as Figure 5b,d. This difference is
mainly due to the different topology structure of the four keyword co-occurrence networks.

Table 4. Results for the four topics based on the SS, DR and LDA.

Number of Online

Additional Keywords Posts in Total

Topic 1 patient right, physician safety, hospital safety, 7771

P doctor moral

cyber manhunt, language violence, keyboard man (In
China, “keyboard man” refers to a member of a group of
Topic 2 individuals who “deliver justice” in the form of comments 13,592
S5 P on the Internet, which they consider “freedom of speech”. !
However, they are often considered as the main force in
launching cyber violence.)

Topic 3 civil code, poverty alleviation 10,136
Topic 4 Ministry of Justice, international students 7930
Topic 1 hospital, blacklist, patient, rebate, doctor, protection 8904
Topic 2 Weibo, withdraw, law, vicious, free, right, terrible, 16,527

P language, rumor, murder, spreading, supervise !

DR Tobic 3 poverty, epidemic, civil code, proposal, vaccine, society, 11.074

P Hong Kong !
Topic 4 residence, citizen, foreign, student, public, right, 10.026

p international, fair ’

. doctor + patient, hospital + damage, right + protection,

Topic1 medical staff-law, education + student 9207
Topic 2 violence + terrible, rumor + video, Weibo + law, Internet + 18248

P safeguard, statement + response §

LDA

international + cooperation, civil code + protection,
Topic 3 well-off + society, corruption + against, Weibo + proposal, 13,256
hukou + reformation

justice + public, foreign + domestic, international +

students, residence + fair 8359

Topic 4

Then, values of the volatility rate regarding each normalized rich-club connectivity
of four topics were calculated. By following our proposed rules for the “rich keywords”
identification, 5, 4, 6 and 3 “rich keywords” were obtained for Topicl, Topic 2, Topic 3 and
Topic 4, respectively. Specifically, for Topic 1, the rich keywords are “Yi Nao”, “physician”,
“blacklist”, “rights” and “hospital”; for Topic 2, the rich keywords are “cyber violence”,
“keyboard man”, “human flesh” and “network order”; for Topic 3, the rich keywords are
“two sessions”, “Hong Kong”, “disease”, “proposal”, “poverty” and “vaccine”; for Topic 4,
the rich keywords are “Ministry of Justice”, “international students” and “national treatment”.

Finally, community detection was performed for all four keyword co-occurrence net-
works. It should be noted that only the communities containing rich keywords were con-
sidered. For example, in Topic 4, there was a community containing the keywords “Weibo”,
“pictures”, “comment” and others that could be easily determined as unrelated to the com-
munity. Thus, such communities were not considered in the following steps. Then, based
on the adjusted community detection results, several additional keyword combinations
were formed. For example, for Topic 3, the additional keyword combinations included
“Hong Kong + independence”, “disease + control”, “proposal + NPC”, “proposal + CPPCC”,
“poverty + alleviation” and “vaccine + HPV”. Then, related online posts for each topic were
collected from Weibo using these additional keyword combinations, and the primary key-
words and duplicates were removed. The results are shown in Table 5.
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Figure 2. Keyword co-occurrence networks of the four topics. (a) Topic 1; (b) Topic 2; (c) Topic 3;
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(W); (b) Snorm (C); (€) Snorm (B); (d) Snorm (P).
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Table 5. Results for the four topics based on the proposed strategy.

Additional Keywords Number of Online Posts in Total
Topic 1 Yi Nao + puplshmentf blackh.st + 177, 1.‘1ghts + patients + 13,997
protection, hospital + fair, physicians + safety
Topic 2 cyber violence + refuse, Human flesh + search, keyboard 18,732
man + real-name system, network order + regulate
two sessions + 2020, Hong Kong + independence, disease +
Topic 3 control, proposal + NPC, proposal + CPPCC, poverty + 17,997
alleviation, vaccine + HPV
Topic 4 Ministry of Justice + 27, international students + right, 9316

national treatment + fair

Then, 10 people who had performed social media-based studies in the past manually
identified the related online posts for each topic from the collected data based on each
keyword selection approach. Next, we calculated the values of the relevance coefficient  and
the number of topic-related posts N.. The final results are shown in Table 6 and Figure 7.
The results show that although the size of data can be increased by using the DR and LDA
methods as compared to EB and SS methods, the quality of data fell dramatically as the
selected additional keywords cannot accurately represent the researched topic. In comparison,
our proposed strategy could effectively address this shortcoming. In particular, although the
relevance coefficient values of Topic 1, Topic 2 and Topic 4 of our proposed strategy were
smaller than those of the EB method, we obtained the highest numbers of topic-related posts
in three researched topics, which are 11,864, 15,873 and 16,951. In addition, the relevance
coefficient for Topic 3 using our proposed strategy was even greater than that of the EB method
while the size of the data was increased as much as 2.16 times. These promotions were mainly
due to the use of the additional keywords that were identified using graph-based techniques.
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Table 6. Comparison the results between the five models.

Topic 1 Topic 2 Topic 3 Topic 4
Nr 7 (%) N. Nr 7 (%) Ne Nr 7 (%) Ne Nr (%) N
EB 4201 8653 3635 8226 8557 7039 8319 9392 7813 5404 9367 5062
ss 7771 7101 5518 13592 7624 10,363 10,136 8852 8972 7930 8622 6837
DR 18904 5327 10,070 21,527  59.66 12,843 31,074 4654 14462 11926  79.07 9430
LDA 19207 4924 9458 23248 4309 10,018 23256 6234 14498 10359  69.61 7211
I;rt‘;;’t‘zsg;d 13997 8476 11,864 18732 8474 15873 17997 9419 16951 9316  89.81 8367
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Figure 7. Sankey diagram for comparing the results from the EB, SS, DR, LDA and the proposed strategy.

6. Conclusions

Like some previous studies [27,28,43], our work highlights the important role played
by the keyword selection process in social media-based studies. We posit that keyword
selection should be viewed as a primary step in social media-based studies as it directly
determines the quantity and quality of the collected data and thus greatly affects the
reliability of the corresponding findings and the validity of any decisions made based on
these findings. In previous studies that have used social media-based data, the EB, SS,
DR and LDA methods were employed for keyword selection, with the former two being
more commonly used [22,23,25]. A major drawback of these approaches is that they ignore
the relationship between keywords, which results in the collection of a large quantity of
unrelated data and the omission of related data.

Aiming at solving this problem, we proposed a new strategy for keyword selection
in social media-based studies that can increase the size and ensure the high quality of
collected data while improving the reliability and validity of the corresponding conclusions.
This strategy considers the co-occurrence of relationships between different keywords for
a particular researched topic. We used the normalized rich-club connectivity considering
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the weighted degree, closeness centrality, betweenness centrality and PageRank values
to extract “rich keywords”, and community detection was performed to identify several
keyword combinations that can entirely and accurately represent a topic. In order to test
the performance of our proposed strategy, four topics, namely, medical violence, cyber
violence, the National People’s Congress (NPC) and Chinese People’s Political Consultative
Conference (CPPCC) Annual Sessions 2020 and the New Permanent Residence Law for
Foreigners (Draft Version), were considered in an empirical experiment. The results have
shown that if quality is assured, our proposed strategy can greatly improve the quantity of
the collected data, which is considerably important for social governance [68]. In addition,
while the use of graph-based techniques can be helpful for keyword selection, we still
highlight the primary and indispensable importance of the role of scholar experience.
In other words, unlike previous studies simply emphasizing the design of quantitative
methods [43,45] in keyword selection tasks, we suggest that scholars should use their
personal experience to optimize and adjust their keyword results based on qualitative
methods, such as expert diagnosis and consultant systems.

In sum, the evidence proves that our proposed strategy outperforms all baselines in
all the four topics, which demonstrates the high effectiveness of our proposed strategy
in keyword selection for social media-based analysis studies. Moreover, it should be
noted that our empirical experiment only considered issues regarding original online posts.
However, comment data also provide a main data source in social media-based studies [69].
In general, as the comment data are opinions directed toward a particular original online
post, if the relevance of the original online post can be ensured, the relevance of its comment
data can be guaranteed, as well. Therefore, if the number of collected original online posts
increases, the number of comment data can further increase in time and finally improve the
size and quality of the data for analyzing.

The contributions of our main findings in addressing challenges of sustainability are
listed below. First, as social media has been one of the main data sources for exploring
public perceptions and behaviors of issues about sustainability [70], such as environmental
pollution [71], sustainable education [72] and city development [73], our proposed keyword
selection method could enhance the quality of the collected data from social media and
accordingly yield a better and more accurate understanding of the public opinions and
behaviors. As a result, more effective solutions for addressing environmental and social
sustainability problems could be designed. Second, social media has been commonly
viewed as an important channel for spreading knowledge about sustainability science
and concepts [74]. As our proposed model can offer useful guidelines for select the most
important and relevant keywords from social media data, it contributes to knowledge
discovery and influencing factors identification of knowledge dissemination. Third, as
the keyword is one of the primary bases for fake news detection [75,76], which is an
important part of sustainable education and emergency management, our proposed model
can increase the detection accuracy by improving keyword selection process. Fourth,
keyword selection is important in bibliometric analytics [77]. Therefore, our proposed
model is helpful for providing a more accurate and comprehensive map considering
existing literatures related to sustainability. Overall, the contribution of this article is
of great significance and has a wide range of applications for future studies focusing
on sustainability.

There are, however, some limitations to this study. One major limitation of the current
study is that we focused only on Weibo. We believe that similar shortcomings in keyword
selection for social media-based data analysis can be found on Twitter and Facebook.
Therefore, in our future studies, we will perform more empirical experiments focusing on
Twitter and Facebook in consideration of the characteristics of their generated online posts.
Moreover, since a purely quantitative approach for keyword selection may be insufficient,
we will focus on how to combine the experience of scholars with quantitative methods
more effectively and efficiently in the future in order to discover new strategies that can
more precisely identify keywords for analysis.
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