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Abstract

:

The need for energy and the increasing importance of climate change mitigation are leading to a conversion from conventional to renewable energy sources. Solar photovoltaic (PV) power has seen the most significant increase among all renewable energy sources. However, most of these installations are land-based, significantly changing global land use (LU). The real impacts, whether positive or negative, are poorly understood. This study was undertaken to have a better understanding of the impacts of solar parks on the microclimate and vegetation dynamics. First, different solar parks were visited to take measurements of the surface temperature (Tsurf), photosynthetic active radiation (PAR), air temperature (Tair), and humidity (RH) to quantify the microclimate and perform a vegetation relevé. The measurements were taken at different positions: underneath, in between, and outside solar panels. For vegetation, the data were first converted to diversity indices, which in turn contributed to a multi-indicator land use impact assessment that evaluated effects on vegetation, biodiversity, soil and water. Solar parks had clear effects on microclimate: if the panels were high enough from the ground, they could lower the Tsurf by providing shade and enough airflow. Additionally, the multidimensional functional diversity (FD) analysis of the vegetation indicated that there was less light at a higher humidity and lower temperature underneath the panels. Interestingly, the species underneath the panels also preferred a lower pH and a higher nitrogen level. Finally, the land use impact assessment found that the total land use impact for a wheat field was higher than that of the solar park, which suggests that the conversion of conventional intensive agriculture to a solar park would be beneficial.
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1. Introduction


The growing human population and rising consumption levels have increased the need for energy. The world’s primary energy demand has grown around 1.8% since 2011 [1]. As a result, there is an increased pressure on the limited reserves of fossil fuels. This, together with the need for mitigation of negative impacts on the environment and climate change due to conventional energy sources, is resulting in a transition toward clean energy sources [1].



In Europe, renewable energies together with energy savings and increased energy efficiencies had been already recognized before 2001 to play an important role in the mitigation of climate change, as well as to provide other benefits [2]. This was formulated in the European Directive 2001/77/EC [3]. To comply with the Kyoto targets of the United Nations Framework Convention on Climate Change (UNFCCC), the European Commission (EC) has approved the European Directive 2009/28/EC [3], or the so-called 20-20-20 Directive [4]. This 20-20-20 Directive aims to lower European Union (EU) greenhouse gas (GHG) emissions by 20% compared to the 1990 levels, increasing the share of EU energy produced from renewable resources to 20% of the EU’s consumption and a 20% improvement in the EU’s energy efficiency [5].



Green or renewable energy is a form of energy derived from renewable resources which are replaced rapidly through a natural process, such as the power generated from the sun, wind, flowing water, biological processes, and geothermal heat flows. The three most common renewable energy sources are wind energy, solar photovoltaics (PV,) and hydropower. In 2016, solar PV had the most significant increase in capacity—from 22 gigawatts (GW) direct current in 2015 to 303 GW direct current, which accounted for 47% of the newly installed renewable power capacity [1]. In the past decade, the global capacity of solar PV has even increased 65-fold and is, therefore, the fastest growing renewable [1]. This increased growth in solar PV has multiple reasons. Firstly, solar energy is the largest energy resource on earth, with about 2500 terawatts (TW) of technically accessible energy, and is inexhaustible [6]. Second, as with all renewable energy sources, their competitiveness increases because of rising fossil fuel prices and declining costs of renewable energy sources. Awareness of solar PV’s potential for increasing output efficiencies has also played an important role [7]. There are also socioeconomic benefits, especially for developing or emerging countries: increasing energy independency, provision of work opportunities, diversification and security of energy supply, and acceleration of rural electrification in developing countries [8]. Although in most countries the increase in solar PV is still largely driven by government incentives, solar PV is considered a cost-competitive source for increasing electricity production in emerging markets. The potential for alleviating pollution and reducing CO2 also plays an important role [1].



Because most of the newly installed PV solar plants are land-based, they may become the cause of global land use (LU) change. The full implications of LU change on the environment are poorly understood [9,10,11]. Understanding the effects can be complex, because they can be both positive or negative, and both direct or indirect [12]. There can be interacting effects; therefore, a combination of different disciplines and understandings is needed. To have a better, more holistic understanding, Moore-O’Leary et al. [13] have used five concepts applicable to the development of a more sustainable, utility-scale solar park. One of these concepts is the ‘Land-Energy-Ecology Nexus,’ which represents the interactions between LU, energy production, and ecology. Most of the time, studies focus on only one impact of a PV solar park. Armstrong et al. [9] wrote an opinion article on thant-soil carbon cycling and summarized the current understanding of the impact of land-based PV solar parks. There are a number of papers that describe case studies of the interaction between solar parks, animals, and the potential for the disruption of the food chain, by a change in population size of one [13,14,15,16,17]. Many papers state that solar PV development has significant potential to grant environmental benefits, especially in degraded areas with minimal conservation value and few negative environmental impacts [12,14,15,18], but only a few conducted field research to start to understand the real intercorrelations between microclimate and vegetation growth [19,20].



In this context, the aim of this study was to increase the understanding of the effect of PV solar parks on microclimate and the effect of this changed microclimate on vegetation growth and cover. Specific objectives were to (1) describe the microclimate gradient shaped by PV solar panels, (2) determine the resulting gradient in vegetation biodiversity and canopy structure, and (3) perform an ex-ante LU impact assessment of PV solar parks in comparison to conventional cropland in the same environment.



However, the impact of LU change will be greatest for the intensive farmland, the PV solar park will also be positive, but less than the farmland, and the natural forest will be considered the zero point. In order to attain a better understanding, this study was conducted focusing on four key points: (1) The data analysis of the microclimate variables that are measured: photosynthetic active radiation (PAR), surface temperature (Tsurf), air temperature (Tair), and relative humidity (RH); (2) The data analysis of the vegetation samples: number of species and their relative cover; (3) The multidimensional functional diversity (FD), or more specifically the distribution of the vegetation according to different bioindicators; and finally, (4) The LU impact assessment using the method of Peters et al. [19].




2. Materials and Methods


2.1. Study Area


In total, 10 sites (shown in Figure 1) in two Italian regions were visited during the fieldwork campaign that started on the 23 September and ended 20 October 2018. This included two sites in northern Sardinia and eight sites in the province of Marche, which is situated centrally in Italy on the Adriatic coast. Generally, it has a Mediterranean climate with hot, dry summers and cool, wet winters. However, the Italian climate is much more diverse. The most prevalent Köppen climate zones are humid subtropical climates (Cfa), hot-summer Mediterranean climates (Csa), and oceanic climates (Cfb). According to the Köppen climate classification, it is ‘humid subtropical,’ meaning a temperate, rainy climate with a hot summer. The coldest month averages between 0 °C and 18 °C (temperate), at least one month has averages above 22 °C (hot summer) and four months on average above 10 °C with no significant precipitation differences between seasons. The second region, Sardinia, is the second largest island in the Mediterranean Sea. In Sardinia, there is at least three times as much precipitation in the wettest month of the winter than in the driest month of the summer, which has precipitation of less than 30 mm [21].




2.2. In Situ Measurements


In every park that is visited, four climatological variables are measured, and a vegetation study is performed, as further explained. An example of a park is given in Figure 2. After the vegetation and climatological data are collected, some extra information is gathered for each park. These include a global description of the parks, a description of the overall weather, and a description of the management. Additionally, panel length, panel width, slope, the lowest height of the row, highest height of the row, the width between the rows, and width of the rows are measured.



2.2.1. Micro-Climate


In situ four climatological variables were measured: Tsurf, PAR, RH, and Tair. Tair and RH were the standard measurements. PAR was measured to find out how much light is blocked by the solar panels and at a later stage to see if this difference in light can have an impact on biodiversity and vegetation cover. Then the Tsurf was measured with a non-invasive dual laser (IR) digital thermometer with a type-K probe of type Traceable® (VWR International, Leuven, Belgium), shown in Figure 3a. The PAR measurements underneath and between the panels were carried out with a hand-held LI-250A quantum/radiometer/photometer (LI-COR, Inc., Lincoln, NE, USA). The continuous measurements were taken with a LI-1500 light sensor datalogger. Both were connected to an LI-COR quantum sensor of type LI-190R-BNC-2. The LI-1500 light sensor datalogger (right) connected to the quantum sensor (left) is shown in Figure 3b. And Tair and RH were measured with a normal household device, as shown in Figure 3c.



The measurements are taken twice in each park. First, random points were chosen on a map. Then, as shown in Figure 3c, plots of 0.5 × 0.5 m2 were taken in five different positions, four positions in the function of the solar panel, and one plot away from the solar panels, but inside the fence of the park, having the same vegetation management. The four positions are always at one-quarter and three-quarters of the width of the row of the panels and between panels, respectively. In each of these positions, all the climatological measurements were taken. Only the Tsurf was measured four times, once at the beginning of the visit to the parks and once at the end. The PAR was measured with two devices. One device was fixed outside the park, but within the same management; this was a continuous measurement. The second device was mobile and was used to measure in the different plots; the time was always written down for the comparison with the measurements from the first device. Tair and RH were measured together with the vegetation study because the device needed some time to adjust between two measurements to obtain stable measurements.




2.2.2. Vegetation


As with the climatological measurements, the vegetation survey is conducted twice per park in the four positions in function of the solar panel and a reference position outside the park, within the same management. For each plot of 0.5 × 0.5 m2, a detailed vegetation survey is conducted. All plant species are identified and named, and the percentage of coverage of each species is estimated using the Decimal or the Londo scale, as seen in supporting materials (Appendix A, Table A1).





2.3. Data Analysis


2.3.1. Data Pre-Processing and Descriptive Statistics


Before the climatological data (Tsurf, PAR, RH, and Tair) were used in the data analysis, all the climatological variables were converted to relative variables using Excel. This was to account for variation due to differences in time and between days. This was performed for each position and for each of the variables as follows:


     I  r e f e r e n c e     −  I  p o s i t i o n   1 − 4      I  r e f e r e n c e       w i t h   I =  T  s u r f   ,   P A R ,   R H ,    T  a m b    



(1)







To use the vegetation data, the data needed to be converted from the Decimal or Londo scale to percentage of coverage per species. From the percentage of coverage per species per plot, the species diversity was calculated by using indices divided into two classes: (1) species richness: “number of species in a community, in a landscape or marinescape, or in a region” [22], which is the most straightforward and simplest method [23,24], and (2) species diversity: which is a combination of species richness and evenness. Evenness is defined as: “the degree to which relative abundances of individuals among the different species are similar for monitoring the biodiversity,” measured by calculating the Shannon diversity index and the Shannon evenness index [25]. The Shannon indices thus combine richness and evenness, but Shannon Diversity emphasizes on richness, while Shannon evenness emphasizes on evenness [26]. The formulas for calculating the different inices are given below. The Shannon evenness index gives the relative evenness, because it divides the Shannon diversity by the natural logarithm of species richness.


  Species   richness   ( S ) :   the   S = ∑ n  



(2)




where n = number of species.



Shannon diversity index (H’):


   H ′  = −  ∑  i = 1  S   p i  ln  p i   



(3)






    p i  = p r o p o r t i o n   o f   i n d i v i d u a l s   o f   s p e c i e s   i     u s u a l l y   w i t h   1.5 <  H ′  < 3.5   











Shannon evenness index (E):


  E =   H ′     H ′   m a x     =      ∑  i = 1  S   p i  ln  p i    ln S    



(4)




with H′max = S and 0 < E ≤ 1.



For vegetation data, no relative indices are calculated.



To test for normality, the Shapiro-Wilk normality test was performed for all the variables for each position, using Rstudio [27]. For convenience, the outputs are not given. Most of the data were normally distributed, so in these cases the paired t-test could be performed. However, for some variables, the p-values were smaller than 0.05, thereby rejecting the null-hypothesis of normality. This was the case for ‘species richness’ and ‘Shannon diversity,’ so for these two variables, the Mann-Whitney-Wilcoxon test was used.



For both tests, the hypotheses are the same. The null hypothesis (H0) is as follows: the two samples come from the same underlying populations, or, in other words, they are not significantly different. If the p-value of this test is smaller than α = 0.05, than H0 will be rejected and the alternative hypothesis will be chosen. The alternative hypothesis (HA) is as follows: the two samples do not come from the same underlying populations, or, in other words, the two samples are significantly different from each other. Or for this data, that there are significant differences for the climatological variables, between the different positions. The paired t-tests were performed in Excel and the Mann-Whitney-Wilcoxon tests were performed in Rstudio. When the Mann-Whitney-Wilcoxon test was used, this is indicated with an asterix ‘*’ in the Tables. For the climatological variables, six tests could be performed for the combination of the following positions: ‘1–2’, ‘1–3’, ‘1–4’, ‘2–3’, ‘2–4’, and ‘3–4’. For the vegetation data, there were ten tests: the previous six combinations and the combinations: ‘1–5’, ‘2–5’, ‘3–5’, and ‘4–5’.




2.3.2. Linear Mixed-Effects Model


Because the gathered data are of multivariate form with both a fixed variable and random factors, linear mixed-effects models (LMMs) are a good place to start the analysis of the correlated data [28]. Fitting LMMs using Rstudio software (Opensource) [27] can be performed using a large number of packages. In this study, the package ‘nlme’ [29] is used.



As with all coding in Rstudio [27], first the pre-processed dataset is uploaded in the right format. Second, ‘region’ and ‘site’ are defined as factors. Then, a LMM is defined using the ‘lme’ command that is part of the ‘nlme’ package [29]. The code for Tsurf (ST) is as follows: lme(ST~P, data = S, random = ~1|R/SI). This means that ST will be predicted in function of the ‘position’ (P). The dataset that is used is defined in Rstudio as ‘S’ and there are two random factors: the first is ‘region’ (R) and within the region, there is the random factor ‘site’ (SI).




2.3.3. General Additive Mixed Model


The second model that was predicted using Rstudio [27] was the general additive mixed model (gamm). This is a non-linear method which predicts the model step-by-step and is better suited for smaller datasets and hierarchical structures [30]. As with the LMM, the datasets are uploaded, the factors are defined after which the gamm is defined using the ‘gamm’ command from the ‘mgcv’ package [29,31,32,33,34,35]. Another important difference with the ‘lme’ command is that ‘gamm’ does not work when missing values (NAs) are present, so an extra command is needed to cope with NAs. The code for this model, for the case of Tsurf is as follows: gamm(ST~P, data = S, random = list(R = ~1,SI = ~1), na.action = na.exclude). The same command is also used for the other climatological values and vegetation indices. Tsurf (ST) is predicted in function of ‘position’ (P). The variables are in dataset ‘S,’ the random variables are ‘region’ and ‘site,’ and NAs are just excluded from the dataset using ‘na.action = na.exclude.’ Similarly to the ‘lme’ model, a summary is produced that will be analysed and explained in Section 3.




2.3.4. Multidimensional Functional Diversity (FD)


To calculate multidimensional functional diversity indices, two datasets are needed: [species × bioindicators] and [plot × species] [36]. The first is the [species × bioindicators] matrix which gives the bioindicator values for all plant species for the seven different bioindicators: ‘light regime,’ ‘temperatures,’ ‘continentality of the climate,’ ‘humidity,’ ‘acidity or reaction,’ ‘nutrient availability,’ and ‘salt concentration.’ This means that for every plant species that was found in the vegetation analysis and named, those seven values are needed. This was performed by using the list of bioindicator values of vascular plants of the Flora of Italy by Pignatti et al. [37], supplemented with the Ellenberg indicator values of the British countryside by Hill et al. [38]. Available values are not yet for every reported species; from the 96 species, 16 were not specified enough to find values.



The multidimensional diversity indices are then calculated using the ‘dbFD’ command from the stand preference package ‘FD’ [36,39]: dbFD(pign2, tveg, corr = c(”cailliez”)). The Cailliez correction method was used, because ‘sqrt’ did not work [40]. This gives a summary list of nine different indicators and values, but only the last index: the community-level weighted trait means (CWM) will be analysed and used in further analyses. The CWM consists of values for each bioindicator for each community. These values are then used for further preliminary analysis and modelling to see which bioindicators have the most significant differences between communities and thus are affected most by the presence of PV solar panels.





2.4. LU Impact Assessment


The LU impact assessment was conducted utilizing a new method that addresses some earlier problems of the LU impact category of LCIA in agriculture and forestry. These problems were as follows: lack of universal applicability, time/space issues, and arbitrary choice of indicators, among others. The new method was proposed and validated by Peters et al. [19] and is based on ecosystem thermodynamics. They hypothesized that all ecosystems try to control the incoming and outgoing energy flow and try to maximize their internal exergy level when human LU impacts are absent. They measure LU impact as the difference of LU with the reference situation, which is the site-specific maximum ecosystem exergy performance. The method of Peters et al. [19] works by estimating 17 quantitative indicators, which are combined into four thematic scores. These scores are then multiplied by ‘time x area.’ The calculated measure gives the area that is needed for the production of 1 FU in one rotation period [41].



LU impacts can affect the ecosystem quality in two ways. An exergy storage level or the ability to control exergy fluxes can be changed directly (e.g., clipping or harvesting biomass), or indirectly by a change in site quality (e.g., by using fertilizers or irrigation). These changes can lead to another type of climax situation with a different maximum exergy level. The indicators were chosen so that the reference could be placed at the zero point. Impact results were considered as a positive value so that anthropogenically modified ecosystems would obtain positive impact scores. However, there are cases in which a negative impact score is possible (e.g., introduction of a new species that increases the buffering capacity without changing the quality of the ecosystem) [41].



The four thematic scores are as follows: (1) S: soil and nutrients, (2) W: water, (3) V: ecosystem biomass and structure (vegetation), and (4) B: biodiversity. The aggregated thematic scores are given by four formulas:


     Δ Q   S  =    ∑  i = 1  n     Δ Q    S i    N    w h e r e   N = 5  



(5)






     Δ Q   V  =    ∑  i = 1  n     Δ Q    V i    N    w h e r e   N = 5  



(6)






     Δ Q   W  =    ∑  i = 1  n     Δ Q    W i    N    w h e r e   N = 2  



(7)






     Δ Q   B  =    ∑  i = 1  n     Δ Q    B i    N    w h e r e   N = 5  



(8)







These scores can then be divided in two groups: (1) to reflect the buffering capacity (soil and water), and (2) to reflect the exergy level of the ecosystem (vegetation and biodiversity) [41]. However, they need to be adjusted for time and area by multiplying with ‘time × area’ (‘0.6667 ha × 1 year’):


   S i  =    Δ Q   i  ∗    (  a r e a ∗ t i m e  )    F U   ∗ F  U  − 1     f o r  



(9)






    i = s o i l ,   w a t e r ,   v e g e t a t i o n   a n d   b i o d i v e r s i t y  











Before being able to calculate all these indicators, scores, and impacts, an LCI analysis needs to be performed. This step is very resource- and time-intensive with constraints on the data collection [42]. This method is used to compare a solar park versus intensive agricultural land use. The idea was to perform this test twice. One time for each test site: Marche and Sardinia. However, the goal of this approach is not to have a detailed comparison of two land use types, but more to have an idea of the order of magnitude or an overall picture of the most important differences between the two land use types and their deviations from the natural case. The data come from different sources, with small differences in the type of soil, vegetation, time of the year, etc. Using a pragmatic engineering approach, the test is therefore only performed once without making a meticulously accurate description of the climax vegetation using the Natura 2000 habitat types [43,44]. All the references are given in Appendix C, Table A3.





3. Results


3.1. Preliminary Results


From the descriptive statistics, there are some preliminary results. For each of the climatological variables, Tsurf, PAR, RH, and Tair, a set of boxplots is given. The boxplots give their calculated values in function of their position in relation to the solar panel. The boxplots are shown in Figure 4, Figure 5, Figure 6 and Figure 7. Figure 4 shows the boxplots for Tair; it looks as though there is a gradient with the highest relative temperatures on positions 2 and 3, but with large variations. Figure 5 shows the boxplots for PAR; again, there is a gradient which goes from the highest relative radiation on position 1 to the lowest relative radiation on position 4. There is also a lot of variation, especially for positions 3 and 4. Figure 6 shows the boxplots for RH; here there is no clear gradient, although the average relative RH is lowest on position 3, and also the average relative RH of position 4 is lower than those of 1 and 2. Lastly, from the boxplots for Tair, it is very difficult to make general observations, because there are a lot of outliers in both directions. Additionally, for the vegetation indices, species richness, Shannon diversity, and Shannon evenness, there are some preliminary results. The first boxplot shown in Figure 8 shows the species richness in function of position. It looks as though the average species diversity is lower under the solar panels than between the rows or outside the park. However, as with the climatological data, there is quite a lot of variation between sites; this is also true for Shannon diversity and Shannon evenness. Figure 9 shows the Shannon diversity in function of position. The pattern is similar to that of species richness; the diversity is lower underneath the panels than between the panels and outside the park.



Table 1 gives the p-values of the paired t-test between the different combinations of positions for the climatological variables. For Tsurf, there are significant differences for combinations ‘1–2’, ‘1–3’ and ‘2–4’. For PAR, in all but one (‘1–2’) of the combinations, they are significantly different. For RH, combinations ‘1–3’ and ‘2–3’ are significantly different. And for Tair, there are no significant differences between positions. Table 2 gives the p-values for the 10 different combinations of positions for the vegetation indices. For species richness, there are four combinations which are significantly different: ‘1–3’, ‘1–4’, ‘2–3’, and ‘2–4’. For Shannon diversity, six combinations are significantly different from each other: ‘1–3’, ‘1–4’, ‘1–5’, ‘2–3’, ‘2–4’ and ‘2–5’. The same combinations are significantly different for Shannon evenness.




3.2. Linear Mixed-Effects Model


For the first model, both the p-values of the intercept and position are bigger than the significance level of 0.05 (Table 3). This means that there is not enough evidence for a linear relationship between Tsurf and position. This is also the case for Tair, although only barely. For all the other lme models, there is a significant linear relationship. For PAR, there is a very strong negative linear correlation. There is also a negative linear relation for RH, but with a rather small coefficient. For the vegetation indices, there is a significant positive linear relationship between the de indices and the position. Species richness, Shannon diversity, and Shannon evenness increase from position 1 to position 5.




3.3. General Additive Mixed Model


The first things that stand out in Table 4 are the adjusted R2 values. In four of the seven cases, they are missing, and they are very low for the three other models. The models for Tsurf and Tair are not significant. For all the other models, they are significant. To see if these models have more information about the data, they were plotted for simplicity, but these plots were not shown, as explained further in Section 4.




3.4. Multidimensional Functional Diversity Indices


Table 5 gives the models of the CWM indices. All the intercepts have p-values smaller than the 0.05 significance level, except for the intercept of ‘salt.’ For position, there are fewer models with p-values smaller than the 0.05 significance level. Thus, not all models have enough evidence for linearity. The models that do have evidence for linearity are ‘light,’ ‘reaction,’ ‘nutrients,’ and ‘salt.’ The reason for this will be explained further in the ‘Discussion’ section.



As for the climatological variables and vegetation indices, some descriptive statistics are performed for the CWM values. These include boxplots and paired t-tests, or Mann-Whitney-Wilcoxon tests in the case of non-normality. So, for each of community, there is a boxplot made of the community-weighted trait means mean values. So, for each bioindicator, there are five boxplots, with one for each position. The first boxplots are for the light regime and are shown in Figure 10. The average light regime values are between 7 and 8. It seems that for the positions under the panels, the light regime values are slightly lower values than those between the panels and outside the park. However, there is also more variation in the values for the positions between the panels. For the values of temperature, shown in Figure 11, the minimum and maximum values are the same for each position. It appears that the values of position 2 and 3 are lower than those of the other three positions. The values for the continentality of the climate have one-sided boxplots with a lot of outliers, which can be seen in Figure 12. The averages then are practically the same, except the average of position 5 is slightly smaller. The fourth bioindicator, humidity, is shown in Figure 13. These have almost the same spread for each position, but there looks to be a small downward trend from position 1 to position 5. There are also some outliers at the high end of the boxplots. Figure 14 shows the boxplots for acidity or reaction. The lowest averages are found for position 1 and the highest for position 3. There seems to be a positive relation from position 1 to position 3, and from there on, downward to position 5. The second to last set of boxplots given in Figure 15 are for the values of nutrient availability. Here the trend is the clearest. It is downward with the highest average for position 1 and the lowest for position 5. The last set of boxplots are for salt concentration and are shown in Figure 16. These are also one-sided boxplots with averages of a little more than 0 and the most variation for position 3.



For the bioindicators of ‘continentality of the climate,’ ‘reaction,’ and ‘salt concentration,’ the distribution was not normal, so instead of the paired t-test, the Mann-Whitney-Wilcoxon test were performed. The p-values of these tests are given in Table 6. For light regime, there are only significant differences for the combinations ‘2–3’ and ‘2–4’. For temperatures, there was only one significant difference: ‘3–4’. Additionally, for continentality of the climate, there was only one significant difference: ‘4–5’. For humidity and salt concentration, there were no significant differences. Reaction had three combinations that were significantly different: ‘1–3’, ‘1–4’, and ‘2–4’. And for nutrient availability, they were all significantly different except for the combinations: ‘1–2’, ‘1–3,’ ‘2–3’, and ‘4–5’. Further explanation is given in the Section 4.




3.5. LU Impact Assessment


The LU impact assessment was performed for a Mediterranean climate. All values for the 17 indicators, the division in themes, and the land use scores for these themes are given in Table 7. For each theme, some things stand out. For ‘soil,’ all indicator values, except the indicator for ‘base saturation’ are higher for the wheat field than for the solar farm. The overall land use score is thus also higher. For ‘water,’ there were no accurate data for ‘surface runoff,’ and again the value for the other indicator and the overall land use is higher for the wheat field. For ‘vegetation,’ the land use of a wheat field is slightly worse. A wheat field performs worse (highest values) for ‘leaf area index,’ ‘free net primary production,’ and ‘crop biomass.’ They perform approximately the same for the other two indicators. The last theme is ‘biodiversity,’ in which the land use score is also higher for a wheat field compared to a solar park. The wheat field performs worse for all indicators, except for ‘canopy cover of exotic species.’ Overall, the wheat field is worse than the solar park, so the overall land use for a wheat field is higher compared to the solar park.



Three values are indicated with *; this means that they exceed the maximum of 100. Therefore their values are changed to this cut-off value of 100 [41].



The papers used to calculate the indicators are as follow: [45,46,47] for ‘soil compaction,’ [48] for ‘soil structure disturbance,’ [48,49,50] for ‘soil erosion,’ [51,52] for ‘cation exchange capacity,’ [52,53] for ‘base saturation,’ [54,55,56] for ‘evapotranspiration,’ [57,58] for ‘surface runoff,’ [59,60,61] for ‘total aboveground living biomass,’ [61,62,63] for ‘leaf area index,’ [60,61,64] for ‘free net primary productivity,’ [65] for ‘crop biomass,’ [66,67] for ‘vegetation height,’ [68] for ‘artificial change in water balance,’ [69] for ‘liming, fertilization and impoverishment,’ [69,70] for ‘biocides,’ [71,72] for ‘canopy cover of exotic species’ and [71,73,74] for ‘number of species.’ This is also given in Appendix C, Table A3.





4. Discussion


4.1. Microclimate and Vegetation


The goal of the research was to increase our understanding of the effect solar panels can have on microclimate and vegetation. The most comparable research that was found was the paper of Armstrong et al. [10]. The paper is called “Solar park microclimate and vegetation management effects on grassland carbon cycling” [75]. A comparison of their research to this research was performed for every variable that was measured or calculated from the measurements.



Before starting the discussion, it is noted that the climatological values are relative values calculated as follows:



Before starting the discussion, it is noted that the climatological values are relative values calculated as Equation (1).



The different positions indicated from 1 to 4 are in function of the position in relation to the solar panels, as can be seen in Figure 8. Position 5 is the reference position outside the park, within the same management.



The first variable is Tsurf. The first things that stand out are the low values of relative temperature; they range from just above 0.0 to just above 0.06. This can be explained by the conversion of degrees Celsius to Kelvin, where the numerator is small compared to the denominator. Second: from the boxplots, it is shown that there is an increase in relative temperature from positions 1 to 3 and a decrease to position 4. The t-tests show that there were significant differences in the values of positions 1–2, 1–3, and 3–4, but not for 2–4. This means that the relative surface temperatures of positions 1 and 4 are significantly lower than those of positions 2 and 3, or that the highest surface temperatures are measured on positions 1 and 4. Thus, there is a cooling effect of the solar panels, but only if the panel is high enough above the ground, as is the case at position 2. Additionally, for position 3, the panels can still provide shade, lowering Tsurf. This is because of the N-S orientation. Although Armstrong et al. [10] did not measure Tsurf, they found that the soil was significantly cooler under the solar panels compared to the situation between rows and the reference outside the park. They only took one measurement in the middle of the row and in the middle between rows. They could not make a distinction between different positions under and between panels, as in this research. The reason why the temperature is lower underneath the panels can be attributed to the interception of shortwave radiation by the PV arrays [76]. Another possible explanation that was considered was the change in albedo. There are two effects: first a warming effect due to a lower albedo (solar panel) and a counteracting cooling effect due to the conversion of heat to energy; the total effect turned out to be negligible [77,78,79]. No model could be predicted with lme, so there is no extra information from linear modelling.



The second variable is PAR. There is a clear negative gradient in relative PAR from position 1 to position 4 which is supported by the t-tests and the lme model. Only for positions 1 and 2 was there not enough evidence that they were significantly different. This outcome was to be expected; the solar panel will block sunlight from reaching the ground and the closer the solar panel is to the ground, the less radiation can reach the ground. High relative PAR values mean a lot of radiation is blocked, which is the case for positions 1 and 2; the least amount is blocked in position 4. This outcome was also found by Armstrong et al. [10] and Tanner et al. [20]. The latter found that the decrease in PAR was up to 85%. Armstrong et al. [10] also made a distinction between direct and diffuse radiation and found that there was more diffuse radiation under the panels compared to between rows, which could be beneficial for vegetation growth. For the linear modelling: the intercept of the lme models is not relevant, because a relative position of ‘0’ does not exist, however when combined with the slope, they could provide additional insight. The intercept is 1.260 and the slope is −0.2530. If one would then calculate the relative PAR for the four positions, almost all sunlight would be blocked on position 1 and each subsequent position has about 25 percent more sunlight. The lower PAR results in lower photosynthesis activity and thus lower biomass under the solar panels. These lower PAR levels could offer the potential for a more diverse plant community with more shade plants underneath and more radiation-tolerant plants between rows and outside the park [80].



The next variable is humidity. There is a lot of spread in the data and both negative and positive values for relative humidity are calculated. The values for relative RH for position 1 and position 2 are the most alike. Those for position 3 are the lowest and are all negative. Additionally, the t-tests show that 3 is significantly different from 1 and 2. This means that the RH is clearly the highest at position 3, directly next to the row, because negative values for relative RH mean that RH in the park is higher than the reference RH outside the park. This is the case for 75% of the measurements that were taken on positions 3 and 4. In general, RH is thus higher between rows than underneath the panels and outside the park. This is also visible from the lme model, which shows a negative relationship. However, the intercept and slope of the model are small compared to the spread of the data, so conclusions must be made carefully. This is not fully in line with the findings of Armstrong et al. [10]. They did not use RH directly, but converted RH to absolute humidity (AH), which is directly correlated with RH and vapour pressure deficit (VPD), which is inversely related to RH. Both measures gave the same result, that the average RH underneath panels was higher than RH between rows and outside the park and from spring to autumn; however, the daily variation was smaller for both, with a higher minimum and lower maximum [10,75]. They attributed these lower daily maxima to lower evapotranspiration rates underneath the panels, and the higher daily average to lower transpiration rates. This is fully in line with the lower photosynthesis rates and plant biomass under the solar panels [75]. The discrepancy between our research and the literature could be because of the adjustment time between two measurements, or because in this research there were only momentary measurements taken on different days and times of days.



The last climatological variable is Tair. The data for this variable show that there are almost no differences between the temperature underneath the panels or between the rows compared to the reference position, because for each position the average is about 0, with some outliers. Additionally, the modelling did not give any more information. Armstrong et al. [10] also found that the average temperatures were not different for the different positions. However, they were able to show that the Tair underneath the panels had smaller variations during the day; this was also found by Tanner et al. [20], who stated that temperatures could be up to 11 °C cooler. Tair was also measured with the device humidity was measured with, so for Tair, the measurements could also be less accurate than expected, due to the adjustment time of the device.



The vegetation indices, species richness, Shannon diversity, and Shannon evenness, all showed approximately the same pattern. For each index, positions 1 and 2 had the lowest values, and 3, 4, and 5 had the highest values. In other words, the richness, diversity, and evenness are all lower underneath the panels than in between the rows and outside the park. This was supported by the t-test (for Shannon evenness) and the Mann-Whitney-Wilcoxon tests (for species richness and Shannon diversity). Additionally, their lme models were significant, meaning that they all had evidence for linearity. This is evidence that solar panels have a negative effect on vegetation. Armstrong et al. [10] also found fewer species and lower biomass in the reference plots and between the rows compared to underneath the solar panels. Probably, the vegetation in these solar parks is native and is adapted to the local climate and the site. The solar panels thus lower incident radiation, lower temperature, and lower rainfall, which will result in a negative impact. Another possible explanation could be a higher maintenance pressure underneath the panels, to make sure the vegetation does not damage the panels, rendering a whole array functionless. Another note that must be made about indices is their value. Shannon diversity is normally between 1.5 and 3.5, or 4.5 in extreme cases. For Shannon evenness, the value cannot exceed 1, so some errors are made during measurements or calculations, resulting in outliers larger than 1. There is however some evidence that largescale installations could have a positive impact on vegetation, especially in very degraded areas, where precipitation is the limiting factor. Large installations can increase temperature and rain, in turn creating better conditions for vegetation, which further enhances precipitation and thus creates a positive feedback loop [81]. Additionally, Norton & Young [82] found evidence that artificial shade can be used for the restoration of degraded woodlands, by mimicking an important component of a woody canopy.



The climatological variables and vegetation indices led to the hypothesis that there would be a sinusoidal gradient according to the position under or between the solar panels. Linear modelling was therefore not enough to make this gradient visible. Therefore, gamm modelling was performed. However, when the outcome of these models was plotted, they only gave linear relations with almost the same intercepts and slope values as were given by lme. This means the gamm models could not give more additional information about the data; this could also be seen from the adjusted R2 values which are a measure of predictive power. When they could be calculated, they were between 0.0247 and 0.0819. Probably the spread of the data was too large to show this gradient.




4.2. Multidimensional Functional Diversity Indices


The most valuable multidimensional functional diversity indices are those which are given by the CWM matrix. The matrix gives the community-level weighted trait means for the different bioindicators. They can give insight into the effect that solar panels have on the community-level (different positions) bioindicator values. All indicators but ‘salt concentration’ and ‘light regime’ have values between 1 and 9; ‘salt concentration’ has values between 0 and 9 and ‘light regime’ goes from 1 to 12. The meanings of these values can be found in Appendix D, Table A4.



The first bioindicator is ‘light regime.’ From the boxplots, it is seen that the values for the communities between the rows are slightly higher than the values of the communities underneath. They are also more diverse, with more spread. This distinction is to be expected, since the solar panels block some of the light for the communities underneath [75]. Thus, the species underneath will have lower values for the bioindicator for light than those between rows. The vegetation between the rows was also more diverse and had more species [75]. So, a logical consequence would be a larger spread in the bioindicator values. When more species are present, they each have their own place in the community. Some will need more light and will be in the upper layers, providing shade for the species in the lower layers [83].



For ‘temperature,’ the minimum and maximum bioindicator values are the same for each of the four communities/positions. However, lower average values are present for positions 2 and 3. The species for these positions on average require a lower temperature than the species of positions 1, 4, and the reference. This could be in line with the findings of Armstrong et al. [19] that the temperature has less diurnal variation. However, it is hard to accurately compare them, because they only took one measurement under and one measurement between the rows.



The third bioindicator is ‘continentality of the climate.’ These boxplots all look more or less the same: downward one-sided, except for position 4, which is upward one-sided. All communities do have the same average for the bioindicator for continentality of 5. One would expect the same continentality for the different positions because the plots are located in the same region with the same climate [84,85], except for the values for the plots in Sardinia, which are probably the outliers. The reason why the boxplot of position 4 is different is not clear; maybe it is due to measurement or calculation errors.



The fourth bioindicator is ‘humidity.’ Additionally, for humidity, the averages for the different positions are close together, between 4 and 4.5. Although not supported by the lme model, there looks to be a downward trend, indicating that the humidity values are slightly higher under the solar panels than between the rows and outside the park. This is not fully in line with the measured humidity as discussed in the previous section. Although the differences in bioindicator values are small, these communities reflect the findings of Armstrong et al. [19], stating that humidity is higher under the panels. This can be attributed to less species, lower biomass, and thus lower transpiration and photosynthesis rates underneath the panels [75].



Futhermore, there is the bioindicator for ‘reaction’ or ‘acidity.’ For reaction, there is some evidence for a positive linear relationship, meaning that the values underneath the panels are lower than those between rows and outside the park. This means that the species under the panels prefer slightly more acidic soil than those between the rows or outside the park. Fu et al. [86] found a positive correlation between the acidity of the soil and the amount of biomass of understory vegetation, under shade. Combining this with previous results and the findings of Armstrong et al. [19], the significantly less vegetation under the panels could explain why the communities underneath the panels prefer more acidic soil.



The second last bioindicator is ‘nutrient availability.’ This one shows the largest between position variation. The values ranged from 3 (an indicator of infertile soil) to 9 (an indicator for extremely rich situations). The communities of positions 1 and 2 have approximately the same average bioindicator value of 6. Position 3 has an average of 5.5, position 4 has an average of 5, and the reference outside the park has an average of about 4. These larger variations between the different positions are also supported by the paired t-tests and there is strong evidence for a negative linear relationship from the linear modelling, although the relation from lme is not as steep as would be expected from the boxplots. On average, the species underneath the panels thus require a more fertile soil than those between the rows and outside the park, or indicate that the soil underneath is more fertile. It is not completely clear why there is so much variation; there is no literature that studies the effect of artificial shade on the nutrient availability or fertility of the soil. Some potential explanations could be: (A) a partial inversion of the soil during the installation of a solar park, because of the high maintenance pressure; (B) a large part of the soil in the park is bare, but the soil between the rows is more exposed to the sun and rain, which could lead to more leaching out of nutrients. Although it is not certain why this variation in nutrient availability is so pronounced, it can explain the gradient in ‘reaction or acidity,’ because Chen et al. [87] found a relationship between nitrogen availability and the acidification of the soil. The more nitrogen available in the soil, the lower the pH of the soil [87].



The last bioindicator is ‘salt concentration.’ Most of the plants from each community had ‘salt concentration’ values of 0. The spread was smallest for positions 1 and 5 and increased from both directions to position 3. The highest outliers were present for positions 1 and 2, though were never higher than a community-level weighted mean of 1.3. This indicates that the differences between positions are again very small, as can be seen from the linear model, which has a slope of −0.03602. These low values are expected, because most species have ‘salt concentration’ bioindicator values of 0; for example, 85% of the British flora has a bioindicator value for ‘salt concentration’ of 0 [88].



As already mentioned, only four models (light regime, reaction, nutrient availability, and salt concentration) had enough evidence for linearity. Still, when critically analysed, it was clear that there was not a lot of extra information present, because the values of the slopes were so small, making the differences between positions almost negligible.



In general, except for ‘nutrient availability,’ the average bioindicator values for the different positions do not differ that much. This is clear by the paired t-test or Mann-Whitney-Wilcoxon tests, with only one or two combinations of positions significantly different from each other. This is in line with the expectations. Some differences were expected, but except for the light availability and perhaps the management pressure, the soil, climate, and disturbance are the same for each position and each community. When looking at the averages, the bioindicators that seems to be affected the most by the presence of solar panels are ‘reaction or acidity’ and ‘nutrient availability.’ The spread between minimum and maximum values is the largest for ‘light regime,’ ‘reaction or acidity’ and ‘nutrient availability.’




4.3. LU Impact Assessment


The LU impact assessment for a Mediterranean climate is discussed here. The indicator values reflect the difference between the actual situation (wheat field or solar park) and the reference situation, which is the natural or climax situation [41].



Most of the data needed to calculate the indicators for a solar park were not yet researched, therefore data of grassland are used. The data have also been extracted from different studies, with differences in location, soil, time of year, species composition, etc., and also for the slightly different climate vegetations. However, this will be enough to obtain a general idea and a sense of the order of magnitude of the possible effects of both land uses and for the comparison of both land uses. Additionally, not all aspects are considered, e.g., visual impact, or the impact of the installation phase of the solar park. For a more detailed impact assessment, all these parameters should be measured for a certain area and a certain situation.



The land use for the first theme, ‘soil,’ is the biggest for a wheat field. ‘Soil compaction indicator’ is more than twice as large for a wheat field, mainly because in a solar park, only the space between the panels is compacted [89,90,91]. There is no ‘soil structure disturbance indicator’ in a solar park [48,69]. The soil erosion in a solar park is negligible, while for the ‘soil erosion indicator’ for the wheat field, a cutoff value of 100 needed to be used [92,93]. ‘CEC indicator’ was also substantially higher for the wheat field [51,52]. Only the ‘base saturation indicator’ was a lot lower, even negative, for the wheat field. This is because the wheat field has a higher proportion of the ‘CEC’ occupied by exchangeable cations [52,53].



The land use for the second theme, ‘water,’ was also larger for the wheat field. This was because of the ‘evapotranspiration indicator.’ The evapotranspiration for the wheat field is significantly lower compared to the climax vegetation [54,55,56]. For the ‘surface runoff indicator,’ no values could be calculated because no good data could be found.



The land use for a wheat field is slightly higher than the land use for a solar park for the ‘vegetation’ theme. Both the ‘vegetation height indicator’ and the ‘total aboveground biomass indicator’ are approximately the same [65,94,95,96,97]. The ‘leaf area index indicator,’ the ‘free net primary productivity indicator,’ and the ‘crop biomass’ indicator are 0 or negligible for the solar park and therefore lower than for the wheat field. The reason for this is that the leaf area of a solar park and a sclerophyllous forest are approximately the same, and both land uses have no crop biomass that is harvested, thus no net productivity loss [65,94,95,98,99].



‘Biodiversity’ is the last theme. It has the largest negative impact compared to the climax vegetation and also the biggest difference with the solar park. There are three indicators with a value of 100. The ‘liming, fertilization and impoverishment indicator’ and the ‘biocides indicator’ both exceeded the maximum value of 100, so they automatically are assigned a value of 100 [69,100,101]. The third indicator with a score of 100 is the indicator for the ‘artificial change in water balance,’ because the whole field is irrigated [102]. The values of these indicators for a solar park were all 0, because there was no use of biocides, liming, fertilization, impoverishment, or irrigation. The solar park however had a lower value for the ‘number of species indicator,’ because there were more species present [103,104,105], but also more exotic species, so the solar park has a higher value for the indicator for the ‘canopy cover of exotic species’ [103,106].



Overall for the wheat field, the ‘biodiversity’ theme has the biggest impact, followed by the ‘soil’ theme, the ‘vegetation’ theme, and lastly the ‘water’ theme. For the solar park, the order is different: ‘vegetation’ has the biggest impact, then ‘soil,’ third ‘biodiversity,’ and lastly ‘water.’ However, the land use of a solar park is lower for each theme. This was expected because of the more intensive use of the soil and the higher maintenance pressure in agriculture [69,101]. So, a land use change from intensive agriculture to a solar park could improve the overall situation, but it remains worse than the climax vegetation. It needs to be kept in mind that the data of grassland are used, therefore underestimating the real land use impact of a solar park.




4.4. Limitations and Suggestions for Further Research


In this research, several setbacks resulted in less optimal data, making it hard to draw substantiated conclusions about the gradient of the climatological variables and vegetation dynamics. These limitations are shortly discussed to point out certain difficulties. Additionally, some suggestions are made to cope with these limitations in further research.



The first and most important limitation was the amount of data. There was not enough data, making it difficult to model the data and make substantiated, let alone to split the data into training and validation sets. A second limitation was the number of explanatory variables; it has proven difficult to make accurate models using only one explanatory variable, especially when there were several random factors that also need to be considered. Both these limitations came to light when the data were analysed using boosted regression trees (BRT), which was considered a preferred non-linear method [107].



For some variables, it was later learned that they could provide more insight when they could have been measured continuously, e.g., Tsurf measurements for thermal buffer capacity to have insight into the heating or cooling effect of the vegetation in function of the installation [108], or Tair and humidity to see diurnal variations [75].



The parks that were visited had intensive management which was, according to the owners, needed to protect the installations. However, this is not optimal at all for research. It was not possible to analyse site productivity, because the vegetation was often recently mown or grazed. This also resulted in fewer species that were determinable, so again the loss of valuable information. This was also visible from the low values for Shannon’s diversity.



Despite the fact that the state of the experiments do not allow us to draw practical conclusions on the use of solar modules in the surveyed crops, we can conceptualise a few general statements. On one hand, the main aim of subsidising solar modules in agricultural areas is to support farmers in the diversification of non-agricultural activities. Diversification activities and the improvement of immovable property and farm renewable energy production (cogeneration/heat from biomasses, photovoltaic, mini wind turbines) are the cornerstones of a number of governance national and regional programmes in Europe and beyond. On the other hand, the immobilisation of portions of the farm’s land capital for solar energy production instead of primary goods sterilises the farmer’s role as an active manager. The expansion of photovoltaic modules in agricultural areas should be picked as a challenge for implementing the sustainable strategy agenda. Part of this challenge is to seek care for locations in the landscape to accommodate these features in a regenerative way, so as not to endanger the soil substrate and soil fertility. There are no master and development plans explicating the installation of solar energy plants, let alone rules about allowable densities and about spatial organisation patterns in order to avoid damaging effects on other local activities and services.



There are some other possible, interesting insights or suggestions. First, to really understand the gradient, perhaps a transect stretching over different rows instead of plots every so often could be analysed. Perhaps even with continuous measurements in only a few parks with the same structure: same panels, row widths, widths between rows, height, slope etc., but with differences in climate and plant communities, differences in state of degradation, or more general in differences in limiting factors. This then could give insight in the possible negative effects when positioned in fertile areas and the negative effects in degraded areas.





5. Conclusions


The first hypothesis was that the solar panels would provide shade, thereby lowering the Tsurf and Tair, and increasing humidity, with a sinusoidal gradient in space. In turn, this change in microclimate would have an effect on the vegetation dynamics. The second hypothesis is that this vegetation gradient would also be sinusoidal. However it was not possible to make a model that could support these hypotheses. The reasons for this are the small dataset and the limited number of positions. However, there was some information in the data. For Tsurf the outer two positions have lower values than the inner two (Figure 8 to recall the positions), as would be the case when a sinusoidal gradient is present. Additionally, the result of PAR was expected with increasing radiation that can reach the soil/vegetation from positions 1 to 4. For RH and Tair, there were some contradicting results when compared to the literature. This is probably because of the inaccuracy of the measuring device. The vegetation indices species richness, Shannon diversity, and Shannon evenness were all lower under the panels than between the rows. So, against expectations, the solar panels had a negative impact on the vegetation. This can have two explanations. The first might be the provenance of the species. Almost all species were native, were adapted to the local climate, and were also adapted to the site. By giving them shelter, they did not get as much PAR as needed, they underwent less photosynthesis, and thus had less growth. The second explanation might be the management; the management could be more intensive underneath the panels to prevent damage. For most bioindicators from the community-level weighted mean trait value matrix, the indications of the communities were as expected from the third hypothesis. The communities indicated that there was less light, higher humidity, the same salt concentration, and the same continentality of the climate. The communities indicated that the temperature was higher for positions 1 and 4, which could not be supported by the climatological data because of the inaccurate device. The Ph under the panels was lower, which can be explained by the lower biomass under the panels [109] or by the higher nitrogen availability ([110]. The only unexplained bioindicator is nutrient or nitrogen availability; there is a clear negative relationship, with the highest values under the panels. The fourth hypothesis was that both land use types, wheat field and solar park, are worse than the climax vegetation. Additionally, the solar park has a lower land use than the wheat field. The outcome was as expected. Both land uses had a positive land use score, meaning that they had a negative impact compared to the climax vegetation. And the wheat field performed worse for each of the four themes, ‘soil,’ ‘water,’ ‘vegetation,’ and ‘biodiversity,’ mainly due to the use of biocides, fertilizers, soil work, etc., which are reduced or nonexistant in solar parks. An important note is that grassland data are used for the solar park, thereby underestimating the real impact of the solar park.
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Appendix A


Vegetation cover in Decimal scale.



The table is used to convert the coverage of species in ‘decimal or Londo scale’ to percentage of coverage, so it can be used in further analyses.
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Table A1. Decimal or Londo scale for recording coverage in vegetation analysis (Reprinted/adapted with permission from Ref. [107] © 2022 Springer Nature Switzerland AG. Part of Springer Nature [107].






Table A1. Decimal or Londo scale for recording coverage in vegetation analysis (Reprinted/adapted with permission from Ref. [107] © 2022 Springer Nature Switzerland AG. Part of Springer Nature [107].





	
DECIMAL SCALE

	
Braun-Blanquet Scale




	
Symbol

	
Coverage

	
Supplementary Symbols






	
1

	
<1%

	
= r (raro) = rare, sporadic

p (paululum) = rather sparse

a (amplius) = plentiful

m (multum) = very numerous

	
+




	
2

	
1–3%

	
1




	
4

	
3–5%

	
2




	
1

	
5–15%

	
1 − = 0.7 = coverage 5–10%




	
1 + = 1.2 = coverage 10–15%




	
2

	
15–25%

	




	
3

	
25–35%

	

	
3




	
4

	
35–45%

	




	
5

	
45–55%

	
5 − = coverage 45–50%




	
5 + = coverage 50–55%

	
4




	
6

	
55–65%

	
(coverage > 5%: abundance not indicated)




	
7

	
65–75%




	
8

	
75–85%

	
5




	
9

	
85–95%




	
10

	
95–100%








The decimal point in the symbols·1,·2 and 4 stands for one of the letters r, p, a, or m.












Appendix B


Land use indicators by Peters et al. [19].



The table gives the formulas of the indicators that are used in the land use impact assessment analysis, divided in the four themes, proposed by [19]. This method is slightly adjusted without compromising the accuracy of the analysis; for the vegetation score, two indicators are omitted: ‘vegetation height’ and ‘crop biomass.’
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Table A2. Impact indicators grouped per theme: (1) soil and nutrients, (2) water, (3) ecosystem biomass and structure (vegetation) and (4) biodiversity. Reprinted/adapted with permission from Ref. [19] © 2016 IOP Publishing Ltd.






Table A2. Impact indicators grouped per theme: (1) soil and nutrients, (2) water, (3) ecosystem biomass and structure (vegetation) and (4) biodiversity. Reprinted/adapted with permission from Ref. [19] © 2016 IOP Publishing Ltd.





	Code
	Indicator
	Formula
	Units





	S1
	Soil compaction
	   (      area   aff   ∗  (    perm   ref   −   perm   act    )      area   tot      ∗ perm    ref      )  ∗ 100  

where areaaff = area affected; areatot = total area; permref = permeability at the reference state; permact = permeability at the actual state
	     ha   ha   ∗     cm  d      cm  d      



	S2
	Soil structure disturbance by ploughing, etc.
	   (      area   aff    ∗ depth      area   tot     ∗     times   S 2     rot    )  ∗ 100  

where timesS2 = number of soil works per rotation period; rot = length of rotation period (in years)
	      ha ∗ m    ha   ∗   yr   yr     



	S3
	Soil erosion
	   (    100  ∗ USLE     Soil   depth     )  ∗ 100  

where USLE = soil loss in t ha−1 yr−1; Soil depth = total rootable soil depth in t ha−1
	      t   ha ∗ yr       t  ha       



	S4
	Cation exchange capacity (CEC)
	    (  1 −     CEC   act       CEC   ref      )  ∗ 100   
	       Meq   100    g        Meq   100    g        



	S5
	Base saturation (BS)
	    (  1 −     BS   act       BS   ref      )  ∗ 100   
	    % %    



	W1
	Evapotranspiration (ET)
	    (  1 −     ET   act       ET   ref      )  ∗ 100   
	       mm   yr       mm   yr       



	W2
	Surface runoff
	    (    SR   P − ET    )  ∗ 100   
	       mm   yr       mm   yr       



	V1
	Total aboveground living biomass (TAB)
	    (  1 −     TAB   act       TAB   ref      )  ∗ 100   
	      t  ha      t  ha       



	V2
	Leaf area index (LAI)
	    (  1 −     LAI   act       LAI   ref      )  ∗ 100   
	        m 2     m 2         m 2     m 2        



	V3
	Vegetation height (H)
	    (  1 −    H  act      H  ref      )  ∗ 100   
	    m m    



	V4
	Free net primary production (fNPP)
	   [  1 −  (      NPP   act   − AH     NPP   act      )   ]  ∗ 100  

where AH = annual harvest
	      t   ha ∗ yr     t   ha ∗ yr       t   ha ∗ yr        



	V5
	Crop biomass
	    (     crop   biomass     total   biomass     )  ∗ 100   
	      t   ha ∗ yr       t   ha ∗ yr        



	B1
	Artificial change in water balance
	   (      area   irr   +   area   drain      total   area     )  ∗ 100  

where areairr = irrigated area;

areadrain = drained area
	     ha   ha     



	B2
	Liming, fertilization, impoverishment
	   (      area   aff       area   tot     ∗     times   B 2     rot    )  ∗ 100  

where timesB2 = number of applications per rotation period
	     ha   ha   ∗   yr   yr     



	B3
	Biocides
	   (      area   aff       area   tot     ∗     times   B 3     rot    )  ∗ 100  

where timesB3 = number of applications per rotation period
	     ha   ha   ∗   yr   yr     



	B4
	Canopy cover of exotic plant species (Ex)
	    (    Ex    total   cover     )  ∗ 100   
	     number   number     



	B5
	Number of plant species (Sp)
	    (  1 −     Sp   act       Sp   ref      )  ∗ 100   
	     number   number     









Appendix C


References used for the LU impact assessment.



This table gives all the references that are used in the land use impact assessment. They are not ordered for the different land uses, only for the variable. Sometimes the average value of more references is used to have a more accurate picture of the average situation.
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Table A3. Table with references for the gathered information that is needed to perform the land use impact assessment.
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	Indicator
	Variable
	References





	Soil compaction
	Areaaff/tot/

* Permeabilityaff/ref
	[89,90,91]



	Soil disturbance
	Areaaff/tot/depth/

times/rot length
	[47,68]



	Soil erosion
	USLE/depth
	[48,49]



	CEC
	* CEC
	[50,51,111]



	BS
	* BS
	[52,53,112]



	Evapotranspiration
	* ET
	[53,54,55]



	Surface runoff
	SR/P/ET
	[57,58]



	TAB
	* TAB
	[58,59,60]



	LAI
	* LAI
	[60,61,62]



	fNPP
	* NPP
	[59,60,63]



	Crop biomass
	Crop and total biomass
	[65]



	Vegetation Height
	Heightact/ref
	[65,66]



	Water balance
	Areairr/drain/tot
	[68]



	Fertilization

/impoverishment
	Areaaff/tot/times/

rot length
	[68]



	Biocides
	Areaaff/tot/times/

rot length
	[68,98]



	Exotic plant
	Coverexot/tot
	[101,104]



	Species
	* Sp
	[101,102,103]







All these variables are needed for both the intensive agriculture and the solar park for both habitat types. When the variables are indicated with ‘*’ the reference value for the climax vegetation is needed.












Appendix D


Meaning of Ellenberg’s indicator values.



Definition of Ellenberg’s indicator values: ‘temperature’ and ‘continentality of the climate’ are omitted from the table, because they often have big discrepancies due to differences in taxonomic circumscription [88,113].
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Table A4. Definition of the values for the different bioindicators, in this table, ‘temperature’ and ‘continentality of the climate’ are omitted. Reprinted/adapted with permission from Ref. [88] © Crown copyright 1999.






Table A4. Definition of the values for the different bioindicators, in this table, ‘temperature’ and ‘continentality of the climate’ are omitted. Reprinted/adapted with permission from Ref. [88] © Crown copyright 1999.










	Light Regime *
	1
	Plant in Deep Shade





	
	2
	Between 1 and 3



	
	3
	Shade plant, mostly less than 5% relative illumination, seldom more than 30% illumination when trees are in full leaf



	
	4
	Between 3 and 5



	
	5
	Semi-shade plant, rarely in full light, but generally with more than 10% relative illumination when trees are in leaf



	
	6
	Between 5 and 7



	
	7
	Plant generally in well-lit places, but also occurring in partial shade



	
	8
	Light-loving plant rarely found where relative illumination in summer is less than 40%



	
	9
	Plant in full light, found mostly in full sun



	Humidity

/moisture
	1
	Indicator of extreme dryness, restricted to soils that often dry out for some time



	
	2
	Between 1 and 3



	
	3
	Dry-site indicator, more often found on dry ground than in moist places



	
	4
	Between 3 and 5



	
	5
	Moist-site indicator, mainly on fresh soils of average dampness



	
	6
	Between 5 and 7



	
	7
	Dampness indicator, mainly on constantly moist or damp, but not on wet soils



	
	8
	Between 7 and 9



	
	9
	Wet-site indicator, often on water-saturated, badly aerated soils



	
	10
	Indicator of shallow-water sites that may lack standing water for extensive periods



	
	11
	Plant rooting under water, but at least for a time exposed above, or plant floating on the surface



	
	12
	Submerged plant, permanently or almost constantly under water



	Reaction

/acidity
	1
	Indicator of extreme acidity, never found on weakly acid or basic soils



	
	2
	Between 1 and 3



	
	3
	Acidity indicator, mainly on acid soils, but exceptionally also on nearly neutral ones



	
	4
	Between 3 and 5



	
	5
	Indicator of moderately acid soils, only occasionally found on very acid or on neutral to basic soils



	
	6
	Between 5 and 7



	
	7
	Indicator of weakly acid to weakly basic conditions; never found on very acid soils



	
	8
	Between 7 and 9



	
	9
	Indicator of basic reaction, always found on calcareous or other high-pH soils



	Nutrients

/nitrogen
	1
	Indicator of extremely infertile sites



	
	2
	Between 1 and 3



	
	3
	Indicator of more or less infertile sites



	
	4
	Between 3 and 5



	
	5
	Indicator of sites of intermediate fertility



	
	6
	Between 5 and 7



	
	7
	Plant often found in richly fertile places



	
	8
	Between 7 and 9



	
	9
	Indicator of extremely rich situations, such as cattle resting places or near polluted rivers



	Salt concentration
	0
	Absent from saline sites; if in coastal situations, only accidental and non-persistent if subjected to saline spray or water



	
	1
	Slightly salt-tolerant species, rare to occasional on saline soils but capable of persisting in the presence of salt—includes dune and dune-slack species where the ground water is fresh but where some inputs of salt spray are likely



	
	2
	Species occurring in both saline and non-saline situations, for which saline habitats are not strongly predominant



	
	3
	Species most common in coastal sites but regularly present in freshwater or on non-saline soils inland (includes strictly coastal species occurring in sites, such as cliff crevices and sand dunes that are not obviously salt-affected)



	
	4
	Species of salt meadows and upper saltmarsh, subject to at most only very occasional tidal inundation—includes species of brackish conditions (i.e., of consistent but low salinity)



	
	5
	Species of the upper edge of saltmarsh, where not inundated by all tides—includes obligate halophytes of cliffs receiving regular salt spray



	
	6
	Species of mid-level saltmarsh



	
	7
	Species of lower saltmarsh



	
	8
	Species more or less permanently inundated in sea water



	
	9
	Species of extremely saline conditions, in sites where sea water evaporates, precipitating salt







* values for canopy tree species refer to preferences of the sapling stage of the life cycle.
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Figure 1. The study area showing the 10 sampled sites in Italy. 
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Figure 2. An example of a study area (solar park), picture screenshotted from Google Earth. 
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Figure 3. (a) the thermal gun, (b) the fixed LI-COR quantum sensor, and (c) the 0.5 × 0.5 m2 plot and the household device for the air temperature and humidity measurements. 
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Figure 4. Boxplot of Surface temperature in function of position. 
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Figure 5. Boxplot of PAR in function of position. 
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Figure 6. Boxplot of Humidity in function of position. 
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Figure 7. Boxplot of Air temperature in function of position. 
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Figure 8. Boxplot of Species richness in function of position. 
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Figure 9. Boxplot of Shannon diversity in function of position. 
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Figure 10. Boxplot of CWM of light in function of position. 
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Figure 11. Boxplot of CWM of temperature in function of position. 
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Figure 12. Boxplot of CWM of continentality in function of position. 
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Figure 13. Boxplot of CWM of humidity in function of position. 
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Figure 14. Boxplot of CWM of reaction in function of position. 






Figure 14. Boxplot of CWM of reaction in function of position.



[image: Sustainability 14 07493 g014]







[image: Sustainability 14 07493 g015 550] 





Figure 15. Boxplot of CWM of nutrients in function of position. 
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Figure 16. Boxplot of CWM of salt in function of position. 
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Table 1. p-values of the paired t-tests between the different positions for the four climatological measurements.
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	The t-Test between Position:
	Surface Temperature
	PAR Radiation
	Humidity
	Air Temperature





	1 and 2
	0.023
	0.37
	0.067
	0.27



	1 and 3
	0.021
	0.0011
	0.0076
	0.19



	1 and 4
	0.33
	0.00043
	0.094
	0.42



	2 and 3
	0.20
	8.0 × 10−6
	0.026
	0.23



	2 and 4
	0.066
	5.6 × 10−5
	0.20
	0.30



	3 and 4
	0.036
	0.015
	0.48
	0.15
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Table 2. p-values of the paired t-tests between the different positions for the three vegetation indices. Indices indicated with ‘*’ have a non-normal distribution, so their difference is tested with the Mann-Whitney-Wilcoxon test, instead of the paired t-test.
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	t-Test between Position:
	Species Richness *
	Shannon Diversity *
	Shannon Evenness





	1 and 2
	0.73
	0.56
	0.37



	1 and 3
	0.035
	0.012
	0.0070



	1 and 4
	0.032
	0.0079
	0.0018



	1 and 5
	0.091
	0.019
	0.0030



	2 and 3
	0.044
	0.030
	0.021



	2 and 4
	0.041
	0.012
	0.0097



	2 and 5
	0.076
	0.040
	0.025



	3 and 4
	0.99
	0.91
	0.22



	3 and 5
	0.53
	0.80
	0.52



	4 and 5
	0.73
	0.88
	0.88
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Table 3. Output of the linear models fitted in R.
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Linear Model

	

	
Value

	
Std. Error

	
DF

	
t-Value

	
p-Value






	
Tsurf~P

	
Intercept

	
0.02658

	
0.01367

	
29

	
1.945

	
0.06150




	
Position

	
−0.0007015

	
0.001055

	
29

	
−0.6647

	
0.5115




	
PAR~P

	
Intercept

	
1.260

	
0.1265

	
26

	
9.961

	
0




	
Position

	
−0.2530

	
0.02640

	
26

	
−9.584

	
0




	
RH~P

	
Intercept

	
−0.04684

	
0.07073

	
26

	
−0.6623

	
0.5136




	
Position

	
−0.01758

	
0.007366

	
26

	
−2.386

	
0.02460




	
Tair~P

	
Intercept

	
0.02772

	
0.02400

	
26

	
1.155

	
0.2585




	
Position

	
−0.005171

	
0.002581

	
26

	
−2.003

	
0.0557




	
S~P

	
Intercept

	
4.530

	
1.419

	
97

	
3.193

	
0.001900




	
Position

	
0.4475

	
0.1824

	
97

	
2.453

	
0.01590




	
H’~P

	
Intercept

	
0.5011

	
0.2700

	
97

	
1.856

	
0.06650




	
Position

	
0.1201

	
0.02642

	
97

	
4.548

	
0




	
E~P

	
Intercept

	
0.4941

	
0.3776

	
96

	
1.308

	
0.1939




	
Position

	
0.09149

	
0.01967

	
96

	
4.652

	
0
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Table 4. Output of the generalized additive mixed models fitted in R.
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Gamm

	

	
Value

	
Std. Error

	
t-Value

	
p-Value

	
R-sq (adj)






	
Tsurf~P

	
Intercept

	
0.02912

	
0.009155

	
3.181

	
0.00292

	
−0.0247




	
Position

	
−0.0007015

	
0.001064

	
−0.6590

	
0.5140




	
PAR~P

	
Intercept

	
1.253

	
0.1024

	
12.24

	
5.23 × 10−14

	
NA




	
Position

	
−0.2530

	
0.02677

	
−9.450

	
4.86 × 10−11




	
RH~P

	
Intercept

	
−0.04684

	
0.06881

	
−0.6810

	
0.5010

	
NA




	
Position

	
−0.01758

	
0.007438

	
−2.363

	
0.024




	
Tair~P

	
Intercept

	
0.02772

	
0.02335

	
1.187

	
0.2434

	
NA




	
Position

	
−0.005171

	
0.002606

	
−1.984

	
0.0554




	
S~P

	
Intercept

	
4.400

	
1.054

	
4.174

	
6.14 × 10−5

	
0.0256




	
Position

	
0.4456

	
0.1832

	
2.433

	
0.01670




	
H’~P

	
Intercept

	
0.04673

	
0.1912

	
2.443

	
0.0162

	
0.0819




	
Position

	
0.1199

	
0.02653

	
4.521

	
1.61 × 10−5




	
E~P

	
Intercept

	
0.4888

	
0.2724

	
1.794

	
0.0756

	
NA




	
Position

	
0.09141

	
0.01975

	
4.628

	
1.06 × 10−5
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Table 5. Output of the linear models from the CWM indices fitted in R.
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Linear Model

	

	
Value

	
Std. Error

	
DF

	
t-Value

	
p-Value






	
Light~P

	
Intercept

	
7.719

	
0.8910

	
87

	
8.664

	
0




	
Position

	
0.1462

	
0.04946

	
87

	
2.956

	
0.004000




	
Temp~P

	
Intercept

	
6.629

	
0.2924

	
87

	
22.67

	
0




	
Position

	
0.09673

	
0.05326

	
87

	
1.816

	
0.07280




	
Cont~P

	
Intercept

	
5.080

	
0.2162

	
87

	
23.49

	
0




	
Position

	
0.0003660

	
0.03171

	
87

	
0.01153

	
0.9908




	
Hum~P

	
Intercept

	
4.803

	
0.2204

	
87

	
21.79

	
0




	
Position

	
−0.08587

	
0.06156

	
87

	
−1.395

	
0.1666




	
Reaction~P

	
Intercept

	
5.762

	
0.2481

	
87

	
23.22

	
0




	
Position

	
0.2085

	
0.06884

	
87

	
3.028

	
0.0032




	
Nutrients~P

	
Intercept

	
6.629

	
0.7782

	
87

	
8.518

	
0




	
Position

	
−0.2438

	
0.05757

	
87

	
−4.235

	
1 ×10−0.4




	
Salt~P

	
Intercept

	
0.2916

	
0.1606

	
87

	
1.816

	
0.0729




	
Position

	
−0.03602

	
0.01778

	
87

	
−2.026

	
0.04580
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Table 6. p-values of the paired t-tests between the different positions for the CWM values of the different bioindicators. CWM values indicated with ‘*’ have a non-normal distribution, so their difference is tested with the Mann-Whitney-Wilcoxon test, instead of the paired t-test.






Table 6. p-values of the paired t-tests between the different positions for the CWM values of the different bioindicators. CWM values indicated with ‘*’ have a non-normal distribution, so their difference is tested with the Mann-Whitney-Wilcoxon test, instead of the paired t-test.





	t-Test between Position
	Light
	Temperature
	Continentality *
	Humidity
	Reaction *
	Nutrients
	Salt *





	1 and 2
	0.74
	0.60
	0.82
	0.29
	0.35
	0.73
	0.78



	1 and 3
	0.24
	0.60
	0.84
	0.71
	0.027
	0.14
	0.76



	1 and 4
	0.36
	0.28
	0.19
	0.60
	0.010
	0.017
	1



	1 and 5
	0.48
	0.33
	0.32
	0.32
	0.10
	0.00059
	0.31



	2 and 3
	0.0028
	0.68
	0.68
	0.86
	0.16
	0.43
	0.98



	2 and 4
	0.014
	0.14
	0.14
	0.73
	0.053
	0.031
	0.79



	2 and 5
	0.082
	0.13
	0.43
	0.58
	0.42
	0.0044
	0.22



	3 and 4
	0.30
	0.042
	0.26
	0.80
	0.70
	0.0066
	0.71



	3 and 5
	0.39
	0.18
	0.19
	0.47
	0.47
	0.032
	0.16



	4 and 5
	0.74
	0.96
	0.0047
	0.56
	0.34
	0.73
	0.25
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Table 7. The individual scores for each indicator for the wheat field and the solar park (grassland). And the total LU for the production of 1 FU for each thematic scores for a wheat field and a solar park (grassland) [(ha × yr)/FU].
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Wheat

	
Solar

	
Land Use

	
Wheat

	
Solar






	
Soil compaction

	
91

	
39

	
Soil

	
40

	
18




	
Soil structure disturbance

	
37

	
0




	
Soil erosion

	
100 *

	
0




	
Cation exchange capacity

	
84

	
30




	
Base saturation

	
−13

	
66




	
Evapotranspiration

	
26

	
3

	
Water

	
9

	
1




	
Surface runoff

	
0

	
0




	
Total aboveground living biomass

	
91

	
96

	
Vegetation

	
32

	
25




	
Leaf area index

	
9

	
0




	
Free net primary production

	
26

	
0




	
Crop biomass

	
26

	
0




	
Vegetation height

	
89

	
90




	
Artificial change in water balance

	
100

	
0

	
Biodiversity

	
31

	
15




	
Liming, fertilisation, impoverishment

	
100 *

	
0




	
Biocides

	
100 *

	
0




	
Canopy cover of exotic species

	
1

	
46




	
Number of species

	
94

	
65




	
Total

	
961

	
435

	

	

	




	
Average

	
56.5

	
25.6

	

	

	








* The values are cut off at the maximum value of 100.
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