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Abstract: Dual-use biotechnology faces the risks of availability, novel biological agents, knowledge,
normative, and other dual-use risks. If left unchecked, these may destroy human living conditions
and social order. Despite the benefits of dual-use technology, good governance is needed to mitigate
its risks. The predicaments facing all governments in managing the dual-use risks of biotechnology
deserve special attention. On the one hand, the information asymmetry risk of dual-use biotechnology
prevents the traditional self-governance model in the field of biotechnology from playing its role.
On the other hand, top-down public regulation often lags behind technological iteration due to
the difficulty of predicting the human-made risks of dual-use biotechnology. Therefore, we argue
that governance of the dual-use risks of biotechnology should avoid the traditional bottom-up or
top-down modes. We suggest the governance for dual-use biotechnology could be improved if the
four-stage experimentalist governance model is followed. The first stage is to achieve consensus on a
broad governance framework with open-ended principles. The second stage is for countries to take
action based on local conditions and the open-ended framework. The third stage is to establish a
dynamic consultation mechanism for transnational information sharing and action review. The fourth
and final stage is to evaluate and revise the global governance framework.

Keywords: risks of dual-use biotechnology; double predicament; experimentalist governance model

New dual-use biotechnology, represented by gene editing, synthetic biology, and gene
driving, has brought great benefits to human health and welfare, but may also be used
for the development of biological weapons or bioterrorism. The international community
recognizes the potential social and economic benefits of dual-use biotechnology, but it is
difficult to prevent this technology from being misused or abused.

What are the risks of dual-use biotechnology? What are the difficulties and challenges
in the current risk management system and can they be resolved? This paper explores
these questions to deepen our understanding of the risks of dual-use biotechnology and
countermeasures so that such technology can benefit sustainable development of humanity.

1. Dual-Use Risks of Biotechnology and Countermeasures
1.1. Definition of “Dual-Use Biotechnology”

In the military field, “dual-use” biotechnology refers to both civilian and military
technology [1]. In the civilian field, it refers to a legitimate scientific purpose that yields
information or technologies that may be misused to pose a threat to public health or other
aspects of national security [2]. Dual-use biotechnology has benefits (such as promoting
scientific progress or improving public health) but also has the potential for malicious
abuse or misuse (such as bioterrorism). At present, internationally recognized dual-use
biotechnology consists of technology used for acquiring new types of biological or molec-
ular materials (combinatorial chemistry and high throughput screening, DNA shuffling,
and directed evolution), directed design technologies (protein engineering, virus genome
synthesis, standardization in synthetic biology), technologies for manipulating biological

Sustainability 2021, 13, 14056. https://doi.org/10.3390/su132414056 https://www.mdpi.com/journal/sustainability

https://www.mdpi.com/journal/sustainability
https://www.mdpi.com
https://orcid.org/0000-0003-4983-0059
https://doi.org/10.3390/su132414056
https://doi.org/10.3390/su132414056
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3390/su132414056
https://www.mdpi.com/journal/sustainability
https://www.mdpi.com/article/10.3390/su132414056?type=check_update&version=1


Sustainability 2021, 13, 14056 2 of 14

systems (development of psychoactive drugs, synthesis of peptide bioregulators, im-
mune regulation, personal genomics, RNA interference, transcranial magnetic stimulation),
and technologies for the packaging and delivery (chemical micro-processing equipment,
gene therapy, aerosol vaccine). Tucker lists three characteristics of dual-use: (1) its technical
attributes, including availability, abuse susceptibility and potential harm caused by abuse;
(2) its controllability, including concretization (the materialization of technology), maturity,
convergence, development speed and international diffusion; and (3) the reducibility to
the state, institutional, individual, product and knowledge levels [3]. However, due to
its ubiquity, it is difficult to manage the risks of all dual-use biotechnologies. Therefore,
NSABB has adopted a strategy of determining a limited scope of knowledge, products or
technologies produced by life science research that is most likely to be misused to threaten
national biosafety. This part of research is referred to as “dual-use research concerns”,
and encompasses 15 key biological agents or toxins and seven types of dual-use research [4].

1.2. Four Types of Risks of Dual-Use Biotechnology

Tucker [3] categorized four abusable risks of dual-use biotechnology in his book-
Innovation, Dual-use and Safety: Managing the Risks of Emerging Biological and Chemical
Technologies. These risks are availability, novel biological agent, knowledge, and normative.

1.2.1. Accessibility Risks

Accessibility is the difficulty in obtaining dual-use biotechnology. It is the first step of
the intentional misuse of biotechnology, including obtaining hardware, software, and in-
tangible information that can be applied to such technology for non-state actors to carry
out bioterrorism activities. In the field of dual-use biotechnology, non-state actors can
include ethnic separatists, transnational criminal organizations, terrorist organizations,
cults, biohackers, and others who engage in covert behavior, have more freedom to conduct
research, and are more difficult to supervise than state actors. At the Eighth Review Con-
ference of the Convention on the Prohibition of Biological Weapons, the U.S. government
announced that bioterrorism plots had been foiled by Kenya and Morocco. In addition,
more than 15 criminal cases in the past ten years have involved the use of biological
weapons in the U.S. There is therefore increasing concern over non-state actors using
dual-use biotechnology to carry out bioterrorist attacks [5].

There are three accessibility risks of dual-use biotechnology. One is the disclosure of
key technical information, such as key gene sequences of highly pathogenic pathogens
that can be easily obtained from academic conferences, journals and public databases.
In 2011, scientists from the United States and the Netherlands published academic papers
on the transmission ability of highly pathogenic H5N1 influenza virus in mammalian cells,
in which the methods of modifying the virus so as to enhance its transmission ability
were made public [6]. This event that triggered global concern about the dual-use risk
of biotechnology [7]. In addition, it is now easier than ever to obtain key experimental
materials. In light of the industrialization of biotechnology, biotechnology enterprises
can provide technical services and related reagents, including the detailed steps of entire
experiments. Anyone can readily order laboratory equipment, consumables and substitutes
online, and each year these become less expensive, so it is not difficult to set up a simple
biology laboratory [8]. Finally, there are more ways than ever to obtain technology. More
methods of communication have emerged outside of traditional channels in recent years,
including the International Genetic Engineering Machine Competition (iGEM) and other
international biology academic competitions, as well as online forums such as DIY biology.

1.2.2. Novel Biological Agent Risks

Novel agent risks are the identification or development of new biological agents
or toxins with the assistance of dual-use biotechnology. These risks also encompass
“gain of function” research into pathogenic viruses, including combinatorial chemistry,
high-throughput screening, DNA shuffling, directed evolution or protein engineering [3].
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For example, gene editing technology, represented by CRISPER-Cas9, can greatly change
the biological traits of pathogens, animals and plants, and even humans in a short time.
Gene synthesis technology can artificially resurrect extinct pathogenic viruses, so that
bacteria and viruses with higher pathogenicity can be synthesized, the receptors of which
may have unprecedented biological characteristics [9]. In 2018, Canadian scientists obtained
overlapping gene fragments through mail order, splicing them to synthesize a horse pox
virus which was similar to the smallpox virus [10]. These artificially synthesized viruses
are more capable of infecting, spreading, killing, and escaping than natural viruses, so it is
more difficult to trace their origins. In addition, RNA interference and personal genomics,
realized by gene driving technology, may not only be used as crowd-specific weapons to
reduce human reproductive capacity and change the number of specific human populations,
but also be used to manufacture insect weapons for transnational transmission of dengue
fever, Zika, and other diseases.

1.2.3. Knowledge Risks

Knowledge risks reflect the fact that as human understanding of life science at the
molecular and system levels deepens, research may be abused to attack knowledge loop-
holes. For example, the study of immune regulation is intended to improve human
immunity to infectious diseases. However, a specific pathogen can be modified through
engineering to bypass acquired or innate immune barriers, while importing immunosup-
pressants and biological weapons into specific populations to achieve the double purpose
of reducing immunity and causing disease [11]. In addition, dual-use biotechnology can be
used to subvert traditional weapons and equipment and attack the weaknesses in national
defense military facilities. For example, at the Eighth Review Conference of the States
Parties to the United Nations Biological Weapons Convention (BWC), the U.S. military
revealed that it had been able to use gene synthesis technology to produce material damage
factors aimed at non-living substances. Such non-traditional weapons can attack “rubber
and metal parts, fuel, food and equipment”, accelerate the corrosion of rubber and metal
parts of weapons, and destroy military fuel, supplies, instruments and equipment [5].
In theory, gene drive technology could be used to reduce human reproductive capacity and
alter the size of specific human populations [12]. In recent years, biological scientists in the
United States, Europe, and other developed countries have repeatedly called for appropri-
ate biosafety precautions to minimize the uncertain risks of gene drive technologies to the
environment, plants and animals, and human health [13].

1.2.4. Normative Risks

Normative risks use dual-use biotechnology to destroy the framework of international
biosafety governance conventions, including the Biological Weapons Convention (BWC).
For example, new neuropeptide biological agents that can influence and manipulate spe-
cific wills or emotions have been manufactured. These agents can induce visual or auditory
hallucinations, and cause disability or even extreme hysteria during interrogation, violating
the human rights of detainees and breaking international humanitarian law. Normative
risks also concern the self-regulation of scientists. In 2018, He Jiankui of China’s Southern
University of Science and Technology created the world’s first gene-edited infant, in viola-
tion of the international regulation that “gene-edited early human embryos (within 14 days
of age) and germ cells should not be used for pregnancy.” Normative risks also involve
the application of dual-use biotechnology to existing international ethical principles and
norms. He Jiankui violated the Helsinki Declaration, the International Ethical Guide-
lines for Biomedical Research Involving Human Subjects, and other international ethics,
and principles and common views designed to “respect and protect subjects, maximize
subject benefit and avoid subject injury as much as possible” [14].
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1.3. National Responses to Dual-Use Risks of Biotechnology

From the perspective of global practice and international experience, the rules of
governance towards dual-use risks of biotechnology consist of hard and soft laws. “Hard
laws” are conventions, laws and regulations that are enforced using national coercive
power. “Soft laws” are democratic, open, universal and normative rules formulated and
recognized through extensive participation and joint consultation of all social parties,
including codes of conduct and professional self-discipline. Hard and soft rules are not
mutually exclusive. For example, the effectiveness of voluntary standards and guidelines
can be strengthened through the enforcement of criminal law or tort law so as to punish
harm caused by accidental or intentional abuse [15].

By the end of the 20th century, all countries had begun to pay attention to the four
risks caused by dual-use biotechnology. In “Biotechnology, Weapons, and Humanity”
(1999), the British Medical Association, for the first time in its history, expressed concern
about the malicious abuse of genetic engineering, biotechnology and other emerging
technologies, and suggested that social supervision should be strengthened and moral
standards be established within the sciences to prevent the exacerbation of potential risks.
In 2002, the Chinese government promulgated the “Regulations on Export Control of
Dual-use Biological Products and Related Equipment and Technologies” to restrict the
export of dual-use biological products and related equipment and technologies, to prevent
them from being used to manufacture biological weapons [16]. In 2003, the National
Academy of Sciences of the United States released a report, “Biotechnology Research
in the Era of Terrorism” (the Fink Report), a pioneering document of the research into
national security risks in the field of life science. The Fink Report identified seven types of
biological experiments with dual-use risks, including microbiology and molecular biology
experiments, which require safety inspections before project approval and funding [17].
To this end, the U.S. government set up a federal advisory committee under the National
Biosafety Scientific Advisory Committee, which took charge of formulating policies and
recommendations on dual-use research concerns (DURC) in life science research [2]. In 2004,
the World Health Organization (WHO) announced that “every major new technology can
be used not only for peaceful purposes, but also for hostile purposes. To tackle the common
security challenges to all mankind, we should put the protection of biotechnology from
being maliciously used above the security interests of all countries.” In 2009, the European
Union passed Regulation No. 428/2009, which listed the controlled goods subject to
export restrictions and licenses, including dual-use biological materials and production
equipment [18]. In the same year, the Federation of American Societies for Experimental
Biology (FASEB) warned that “scientists who educate their research on potential dual-use
shall pay more attention to taking necessary safety control measures” [19].

Since 2011, countries have paid more attention to the dual-use of biotechnology. After
the research results on genetic modification of H5N1, the highly pathogenic avian influenza
virus published in “Nature” in September 2011 triggered global controversy. The United
States issued several regulatory policies concerning dual-use biotechnology, including the
“Regulatory Policy on Dual-use Life Science Research of the U.S. Government” (2012) by
the National Science Advisory Board for Biosecurity (NSABB), and the “Regulatory Policy
of Dual-Purpose Research Institutions in Life Sciences of the U.S. Government” (2013) by
Office of Science and Technology Policy (OSTP) [20]. In 2014, NSABB halted research on
the Gain of Function of highly pathogenic avian influenza H5N1, severe acute respiratory
syndrome (SARS) and middle east respiratory syndrome (MERS) viruses, and required all
independent and federal research institutions to strictly abide by the “Dual-use Research
of Concern” (DURC) from 24 September 2015, and established a special entity review
body, the IRE. In 2015, the U.S. government established the “Institutional Regulatory
Policy Concerning Dual-use Research in Life Sciences” [21]. In 2018, the U.S. government
issued a “National Biodefense Strategy,” and the National Academy of Sciences of the
United States released the report “Biodefense in the Age of Synthetic Biology”, which
emphasized the imminent threat of synthetic biotechnology being used as a virus weapon
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for terrorist activities by biohackers [22]. In 2017, the Chinese government issued “Safety
Management Measures for Biotechnology Research and Development” to impose special
control measures for biotechnology research and development activities with high risks of
causing serious diseases in humans or animals [23].

While strengthening supervision at home, some countries have begun to mitigate the
dual-use risks of biotechnology on international governance platforms. In 2016, the United
States and Britain submitted Working Papers No. 10, No. 14, and No. 17 to the General
Assembly at the Eighth Review Conference of the States Parties to the BWC. Germany
submitted ‘Control Measures of Dual-use Materials’ at the preparatory meeting, which
emphasized that the dual-use of new biotechnology poses a greater threat of large-scale
epidemics and bioterrorism [24–27]. The management of dual-use risks of biotechnology
was put on the international agenda and became a hot topic in the field of international
arms control. To counter the possible abuse and misuse of biotechnology, Working Paper
No. 30, jointly submitted by the Chinese and Pakistani governments, proposed the for-
mulation of a model code of conduct for biological scientists. It would be binding upon
all biological scientists worldwide when conducting biological research. In this important
meeting, the state parties agreed to “encourage the promotion of a culture of responsibility
amongst relevant national professionals and the voluntary development, adoption and
promulgation of codes of conduct” [28]. At the international level, UN Security Council
Resolution 1540 has been passed as the principled framework, BWC has been adopted
as the basic norm, and international export control standards have been established by
informal associations, including Australia Group and similar organizations.

These conventions and standards have been adopted by the international commu-
nity, and have been enshrined in laws, regulations and operational mechanisms, including
China’s “Regulations on Export Control of Dual-use Biological Products and Related Equip-
ment and Technologies”, the U.S. “Regulations on Export Administration”, and Australia
Group’s “Guiding Principles on Export Control of Biosensitive Items”.

2. Double Predicament: Challenge of Governing Dual-Use Biotechnology

Although the public now has a clearer understanding of the risks posed by dual-use
biotechnology, and the international community has made great efforts to mitigate those
risks, disputes over safety and ethics are still common in formulating governance poli-
cies worldwide. In the field of stem cell research, the Japanese government revised its
“Treatment Policy for Specific Embryos” in 2019, which approved research on cultivat-
ing human organs for transplantation in animals by implanting human stem cells into
animal embryos. At the same time, it lifted restrictions on the termination of human-
animal chimeric embryos within 14 days and restrictions on implanting those embryos
into surrogate uteruses [29]. Such embryos may develop into human-animal chimeras,
raising ethical disputes over the blurring of boundaries between human and non-human
animals. The cause of the governance disputes is that dual-use biotechnology entails
human-made risks that are difficult to control in addition to information asymmetry risks.
As a result, the traditional self-governance of the biotechnology industry is placed in a
predicament where it is difficult for governance models to keep up with the development
of emerging technologies.

2.1. Predicament 1: The Information Asymmetry Risk of Dual-Use Biotechnology Keeps the
Traditional Self-Governance Model in the Field of Biotechnology from Playing Its Role

In contrast to the field of nuclear technology, in the biological sciences, the autonomy
of stakeholders is important [30]. The biotechnology industry has a long tradition of
self-governance, and there are many historical success stories. However, the information
asymmetry risk of dual-use biotechnology has caused problems for the traditional model
of industry self-governance.

Dual-use risks of biotechnology show obvious characteristics of information asymme-
try. Since the research and development environment and application scenario of dual-use
biotechnology are concealed, anonymous and opaque, the public may not be able to ac-
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quire enough information about the dual-use risk of biotechnology. The two hidden risks
of information asymmetry are as follows. The research of scientists who have mastered
dual-use biotechnology cannot be monitored effectively by the institutions with which
they are affiliated. This could pose risks to national biosafety and public safety. Moreover,
is difficult to supervise the application of dual-use biotechnology in the early stages of
disease diagnosis and treatment, as well as drug research and development.

In response to these information asymmetry risks, professionals in the life sciences
have always emphasized enhancing professional internal supervision mechanisms, but this
may worsen information asymmetry. Researchers concerned with dual-use biotechnology
acquire their professional skills in a closed environment, at scientific conferences, under
the guidance of risk or ethics expert committees, and peer review of papers submitted
for publication. All of these have formed an enclosed internal supervision mechanism
for research, training and practice. These monitoring mechanisms determine that the
identification and judgment of dual-use risks of biotechnology depend on the expert group
from within the system, which may have some negative effects. For example, the internal
standards and operational mechanisms within the scientific community may exclude the
concerns, doubts and interventions of the government and the public. Even the judicial
system, as a third party with traditional punitive capability, should rely on the judgment
standards and operational systems established by the life science community in resolving
legal disputes caused by the misuse of dual-use biotechnology.

Furthermore, biotechnology implementers who tend to be self-governing within the
industry will resort to information asymmetry to deliberately resist the design of the public
power system, which exacerbates the dual-use risks of biotechnology. Some biological
scientists reject the top-down public power supervision system, which is most obvious
in the field of synthetic biology research. Some technical experts in this field believe that
supervision by public authorities can’t keep up with the pace of technological change,
and that the bottom-up industry self-regulation is superior to the traditional “hard law”
in terms of time cost, and will be less likely to be resisted by practitioners [31]. However,
bottom-up industry self-regulation, or other self-regulation modes, have failed to regulate
the malicious abuse of the synthetic technology of known pathogenic viruses. It is also
difficult for such self-regulation models to accommodate the greater risks caused by the
creation of synthetic organisms based on standardized component methods. In addition,
excessive reliance on industry self-regulation will easily lead to the public’s misunderstand-
ing of biotechnology development. Thus, the public may tend to believe that biotechnology
development will undermine social consensus on biotechnology development and restrict
the sustained and rapid progress of biotechnology if scientists assume certain technological
risks after taking internal decisions to lift restrictions in some areas of research without
having arrived and an informed consensus with the public. The public can do nothing
except express doubt in the technology once such risks arise.

The He Jiankui incident of 2018 was an international controversy for two reasons. He
violated institutional and international research regulations when he applied CRISPER-
Cas9 gene editing technology to editing human embryos, and he conducted his experiments
while claiming to be working on a cure for AIDS. As the public expects diseases to be cured
and people to live longer, the internal private domain in life sciences will contradict public
opinions on safety risk management and control. In a larger sense, different stakeholders
have different understandings of and demands for the risks of dual-use biotechnology
among biological scientists, social science experts, industries, media and the public.

2.2. Predicament 2: Top-Down Public Regulation often Lags behind Technological Iteration Due to
Difficulty in the Prediction of Human-Made Risks of Dual-Use Biotechnology

It is difficult to predict the human-made risks of dual-use biotechnology before it has
been used. According to Giddens, scientific and technological risk is a kind of “man-made
risk” [32], and technology is neither good nor evil in itself. People use technology for
good or evil purposes. Compared with the risk of public health and safety, the risk of
biotechnological dual-use depends more on the intention and ability of its users. Therefore,
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the cause of biotechnology dual-use risk is stakeholders’ behavior out of control under the
comprehensive influence of both the internal and external environment.

While human beings are innovating dual-use biotechnology, they are endeavoring
to modify the rules that should apply to it. However, since the human-made risks of
dual-use biotechnology cannot be predicted, since it is easy to find loopholes in rules
and policies, and since traditional “hard law” and other governance rules are slow to
adjust, governance innovation cannot keep up with technology. The hope is that once
governance rules are established, they will be able to keep pace with technological changes
by establishing a system of adaptive governance for continuous technology evaluation.
With the development of dual-use biotechnology and the deepening understanding of
its risks, these methods usually require a cycle of data collection, evaluation and rule
modification [33]. In other words, new scientific discoveries and knowledge in other fields
must be applied to the iterative decision-making of the dual-use risk of biotechnology [34].
However, such governance innovation ideas tend to challenge the scientific formulation of
risk governance.

In summary, the risk of information asymmetry of dual-use biotechnology has placed
the traditional biotechnology industry self-governance model in trouble; at the same
time, the difficulty of predicting the human-made risks of dual-use biotechnology leads
to public regulation lagging behind technical iteration. The result is failed governance
of dual-use risks of biotechnology. In the 1920s, Ogburn observed that as technology
advanced, people’s habits, thoughts and social arrangements fell behind, resulting in the
decisive influence of technology on society [35]. The social reality since World War II
has demonstrated that social harmony exists only in the minds of idealists. In contrast,
heterogeneity is a basic feature of modern society. On this premise, the predicament of the
management of dual-use risk of biotechnology reflects a failure in the checks and balances
of the social governance structure. The risk governance rules cannot cover the blind spots of
non-state actors and all biotechnology R and D and application scenarios. It is difficult for
the system design mechanism to balance and coordinate the viewpoints and propositions
in the life sciences and social sciences, in addition to finding a consensus among all parties.
The balance between technology iteration and governance rules, and between private
subjects’ demands and social consensus is consequently lost.

3. Governing Dual-Use Biotechnology Based on Experimentalist Governance Model
3.1. Experimentalist Governance Framework

The risk of information asymmetry, the lack of knowledge of risks of abuse associated
with research [36], and the unpredictability of human-made risks of dual-use biotechnology
have caused a systematic dysfunction of “bottom-up” autonomy mode and “top-down”
management-based regulation mode [37]. For these reasons, we cannot hope for a “one
size fits all” solution.

To escape the predicament of dual-use biotechnology risk governance, it is necessary
to re-examine current governance ideas and practices and propose targeted governance
principles for existing problems, thus establishing a corresponding and specific governance
mechanism. It is better to adopt the experimentalist governance mode, which includes
“bottom up” and “top down” elements, to compensate for the limitations of different
stakeholders (see Figure 1).

Experimentalist governance is a multi-layered mode of governance. It establishes
an open-ended framework from the top and offers stakeholders in the field of dual-use
biotechnology the freedom of discussion.

The goal of experimentalist governance is to reflect on and institutionalize policies
in grassroots practice according to local conditions [38]. This approach could guide the
country through policy uncertainties, assist in breaking the fetters of traditional authority
and value norms, help practitioners remove the constraints of absolute interest and relative
income distribution, optimize governance, and transform central organization departments
from command-type to service-type [39,40].
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In 2008, Sabel and Zeitlin first proposed experimentalist governance theory with
the practice of EU governance under the recursive learning in decentralized compliance
with international conventions [41,42]. Since then, experimentalist governance has been
applied to global governance. Sandra and Tanya improved the dynamic structure in
international society by relying on framework goals, reporting obligations, peer review
and consultation processes [43]. This process included setting framework goals, letting the
grassroots units implement those goals, regularly reporting and conducting peer evaluation,
and periodically revising the framework.

In the view of the high uncertainty and potential implementation cost, Sabel and Victor
institutionalized global experimentalist governance by setting of provisional goals under
due process [44], which were then reviewed, revised, and promoted during implementation,
and such experimentalist governance actions must rely on the robust support of governance
mechanisms (for example, penalty defaults, which could promote joint action of public and
private participants and increase the chances of success).

Global experimentalist governance has been extensively used in environmental issues.
Among the most significant achievements of experimentalist governance are the Mon-
treal Protocol [45,46], the Paris Agreement on Global Climate Change [44,47], the Climate
and Clean Air Coalition to Reduce Short-Lived Climate Pollutants (CCAC) [48], the For-
est Law Enforcement, Governance and Trade (FLEGT) [49], and the Global Food Safety
Initiative [50].
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Figure 1. Global experimentalist governance model in governing dual-use biotechnology. Source:
made by authors.

3.2. Stage 1: Achieving Consensus on a General Global Governance Framework with
Open-Ended Principles

The first links of the experimental governance model is to invite as many stakeholders as
possible to participate in the discussion, to construct an authoritative international platform
for the discussion, to set an open-ended principle, and to form a legally binding agreement.

The Biological Weapons Convention of the United Nations is an open-ended model
platform. It can establish communication among countries, and create opportunities for
other non-state actors to participate in discussions through the mechanism of experts’
meetings, side events and best practice sharing in order to systematically monitor and
review developments in science and technology. We believe that for the risk of dual-use
biotechnology, all stakeholders need to reach a consensus on three principles: (1) risk
communication, (2) process transparency, and (3) subjectivity.
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First, all States Parties should regard multi-party risk communication as the basic
principle of governance. The National Research Council of the U.S. defines “risk communi-
cation” as an “interactive process in which individuals, groups, and institutions exchange
information and ideas” [51]. Risk communication plays an important role in resolving con-
flicts caused by differing perceptions, as there is generally disagreement among the public,
government officials, scientists and industries about the nature and severity of risks [52].
Under the media rendering of dual-use biotechnology in animal soldiers, genetic weapons,
and super soldiers, the public become fearful of these artificial creatures as “unknown,
frightening, uncontrollable, catastrophic and may affect future generations.” Due to this
bias, politicians and the public tend to pay more attention to the risk of bioterrorism than
to other kinds of risks [53]. Therefore, it is essential to strengthen and extend contact and
communication among biotechnologist, policy makers, social scientists and the public.

Second, it is also vital to strengthen the principle of transparent supervision through-
out the process of life science research. It is important to monitor all dual-use biological
testing activities that may increase the toxicity of biological agents or toxins or change the
host range. All participants in research involving class I and II pathogenic microorganisms,
biosafety level III or above laboratories, and vaccines and biological drugs production
units, should be required to submit test contents, experiment implementation, contin-
gency plans and other documents for approval before they conduct their scientific research.
Those process could complete the supervision chain of “project initiation–review–approval–
implementation–verification”, thus ensuring rigorous supervision of scientific research.

Third, systematic and sustained awareness-raising and education in biorisk manage-
ment are crucial to building a culture of safe, secure and responsible research of dual-use
biotechnology. The culture of safe, secure and responsible research emphasizes that enable
effective awareness-raising of the security dimensions of life science research; promote
research integrity and the responsible use of science; enhance accountability practices
among practitioners; and foster access to emerging capabilities.

3.3. Stage 2: Countries Take Actions Based on Local Conditions Led by the General Global
Governance Framework

Under the framework of the above-mentioned principles and objectives, the experi-
mentalist governance model requires that grassroot practitioner should be provided with
the power to act in accordance with local conditions. We believe that in view of the charac-
teristics of dual-use biotechnology risks, different countries need to promote three aspects
of work according to their actual conditions.

First, it is important to seek a dynamic balance between “hard law” and “soft law”.
Facing the dual-use risk of biotechnology, countries need to find a dynamic balance between
“hard law” and “soft law”. Soft law consists of democratic, open, universal and normative
rules through the participation of stakeholders to regulate the social relations in biosafety
governance, including its guidelines, codes, standards, and norms. It is therefore necessary
to protect social and public interests, encourage scientific and technological research and
industrial innovation, and ensure that the development of dual-use biotechnology is in
accordance with the law and regulations. Due to the difficulty to meeting the demands for
legal adjustment of new social contradictions caused by the dual-use risk of biotechnology
by simply creating high legislative costs alone, and existence of complicated biological
safety risks, no country has a panoramic understanding of the possible consequences of
such risks, and some hidden dangers of such risks are far from being fully exposed. It will
be increasingly difficult to supervise biotechnology as it gains momentum, as it is necessary
to keep up with biotechnology through soft law, improving governance efficiency through
“easily adjustable and easily controlled” mechanisms, and forming a policy reserve of
national governance rules. Noticeably, integrating hard and soft law to create a prevention
network needs a dynamic adjustment mechanism [54]. The most valuable, promising re-
sults of dual-use biotechnology are often produced in the early stage of research. Therefore,
application of soft law, such as a code of conduct and professional rules, should initially
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predominate. As new technologies are being industrialized, regulation through hard law
should be strengthened.

Second, to develop a dynamic consultant mechanism with multi-stakeholders in accor-
dance with specific national conditions, the governance of emerging technologies should
be the final outcome of interactions of socio-political management under the collective con-
sultation of social actors [55]. This interactive mechanism should balance and coordinate
the views and propositions between scientists and other stakeholders, thus deepening trust
and integration. At the same time, biotechnologist can be encouraged to discuss issues
such as social risk, which will be an important part of their scientific research activities
in the future [56]. When such interactions produce a mutual understanding and shared
vision, these biologists will form an “autonomous network” in which several entities and
regulatory agencies will pool their social resources, intellectual expertise and interests [57].
With the advancement of dual-use biotechnology, this autonomous network must have
the capability of dynamic learning and adaptive capacity. Multi-level organizations, in-
cluding government regulatory departments, scientific research institutions, and industrial
associations should carry out popularize science to improve the public understanding of
dual-use biotechnology, enhancing enthusiasm for participating in and supervising the
development of dual-use biotechnology. These activities can build public confidence in
dual-use biotechnology and create a social environment more conducive to its sustained
and healthy development. In short, government supervision should mobilize social forces,
promote the orderly participation in the governance of the dual-use risk of biotechnology
so that those social forces will jointly assume responsibility, formulate the rules, minimize
risks and share in the outcome.

Third, to implement dynamic supervision of hierarchical management and risk assess-
ment according to actual needs, each country should engage in hierarchical management
and provide dynamic supervision mechanism for risk assessment. The idea of implement-
ing hierarchical management of risks in the field of biosafety has become a common choice
of major countries throughout the world yet have different characteristics. The “Biosafety
Law of the People’s Republic of China” of 2020, emphasizes that “the state implements
classified management on biotechnology research and development activities,” and that
biotechnology research and development activities should be classified into high-, medium-
and low-risk categories according to the amount of harm these activities may cause to
public health, industry, agriculture, and the environment [58]. The “Dual-Use Research
of Concern” (DURC), conducted by the National Science Advisory Board for Biosecurity
(NSABB), focuses on 15 hazardous biological agents or toxins and seven types of partial
dual-use research [2]. Furthermore, according to a country’s own situation, it is necessary
to develop risk assessment models by means of scenario analysis for policy makers to
formulate and revise the laws and regulations [59,60]. In 2012, Bansak and Tucker pro-
posed a 3 × 3 matrix model for risk assessment of dual-use biotechnology based on two
key variables: abuse risk and controllability (Table 1). They then divided the abuse risk
variables into four types: availability, vulnerability, potential hazard, and potential abuse
crisis. The abuse risk can be high, medium, or low. Countries can modify the key variables
of the model as needed.

3.4. Stage 3: Dynamic Consultation Mechanism for Transnational Information Sharing and
Action Review

Based on the governance practices of countries tailored to local conditions, experimen-
talist governance requires that the multilateral platforms of international organizations
need to further review and supervise the actions of the country, so as to realize the integra-
tion of “bottom-up” and “top-down” governance.

International organizations and other specialized associations need to review and
supervise governments’ implementation of the governance of dual-use biotechnology.
We believe that to achieve effective review and supervision functions, international organi-
zations need to establish a dynamic consultant mechanism for transnational information
sharing, and ensure that the governance of international organizations and specialized
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associations is self-regulated and connected by legislation and regulatory policies of gov-
ernments of various countries.

Under the current framework of international biotechnology security governance,
the Biological Weapons Convention still has the most powerful binding force. There-
fore, under the framework of the BWC, a scientific advisory committee of scientists from
developed and developing countries that takes into account the interests of developed
and underdeveloped countries should be established as soon as possible to conduct regu-
lar information tracking, risk research and evaluation, and information sharing so as to
strengthen risk management of dual-use biotechnology worldwide. Each contracting party
may formulate its own laws and regulatory policies according to the risk evaluation of
dual-use biotechnology carried out by the Scientific Advisory Committee of the Biological
Weapons Convention, based on the self-regulation established by international professional
associations and other international organizations. Biologists and enterprises, as important
objects of dual-use biotechnology governance, while joining international professional as-
sociations and other international organizations to constantly improve their self-regulation,
have also achieved a dynamic negotiation process for governance subjects (see Figure 2).

Table 1. Risk assessment matrix of 14 emerging dual-use biotechnologies [61]. Source: Bansak & Tucker. 2012.

Controllability

Low Medium High

Risk of abuse

High DNA shuffling and
directed evolution

Virus genome synthesis;
Combinatorial chemistry and high-throughput screening;

Development of psychoactive drugs

Chemical micromachin-
ing equipment

Medium Immunoregulatory;
RNA interference

Protein engineering;
Synthesis of peptide biological regulator

Low

Standard component synthetic biology;
Personal genomics;

Gene therapy;
Aerosol vaccine

Transcranial
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3.5. Stage 4: Evaluating and Adjusting Global Governance Framework

On the basis of the three stages of reaching global consensus principles and goals,
countries acting in accordance with local conditions, and reviewing and monitoring by
international multilateral institutions, experimentalist governance will ultimately achieve
the renewal and iteration of the global governance mechanism.
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Regarding the governance of dual-use biotechnology risks, it is necessary for inter-
national organizations to re-examine and update set principles and objectives as well
as to strengthen and specify the key content under the circumstance of the continuous
improvement of technology application and R and D level.

We believed that the global cooperation on risk management of dual-use biotechnology
may benefit from a window of policy opportunities. The COVID-19 pandemic has drawn
global attention to global health governance and biosafety, both of which are essential
in forging a consensus on global governance. Despite the volatile international climate,
many governments have prioritized responding to and solving the challenges in global
governance. The Ninth Review Conference of the States Parties to the Biological Weapons
Convention will be held in 2022, and a breakthrough in cooperation is possible. We call
on the world to take advantage of this opportunity and allow biotechnology to benefit
global development.

4. Conclusions

In the management of dual-use biotechnology risk, in addition to the predicament
of technology iteration and governance rules caused by systematic internal attributes,
the complex external environment has also exacerbated the contradiction between the
demands of private subjects and social consensus. To this end, the experimental governance
model could be a way of achieving good governance on dual-use biotechnology. The United
Nations’ “Living with Risk” proposal states that the risks facing human beings are the
result of multiple environmental factors [62]. Thus, we must continue to develop dual-use
biotechnology. At the same time, we need to adjust global governance strategy periodically
to adapt to and meet the new requirement of sustainable development.
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