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Abstract: A paradigm shift in power engineering transforms conventional fossil fuel-based power
systems gradually into more sustainable and environmentally friendly systems due to more renew-
able energy source (RES) integration. However, the control structure of high-level RES integrated
system becomes complex, and the total system inertia is reduced due to the removal of conventional
synchronous generators. Thus, such a system poses serious frequency instabilities due to the high
rate of change of frequency (RoCoF). To handle this frequency instability issue, this work proposes an
optimized fractional-order proportional integral (FOPI) controller-based superconducting magnetic
energy storage (SMES) approach. The proposed FOPI-based SMES technique to support virtual
inertia is superior to and more robust than the conventional technique. The FOPI parameters are opti-
mized using the particle swarm optimization (PSO) technique. The SMES is modeled and integrated
into the optimally designed FOPI to support the virtual inertia of the system. Fluctuating RESs are
considered to show the effectiveness of the proposed approach. Extensive time-domain simulations
were carried out in MATLAB Simulink with different load and generation mismatch levels. Systems
with different inertia levels were simulated to guarantee the frequency stability of the system with
the proposed FOPI-based SMES control technique. Several performance indices, such as overshoot,
undershoot, and settling time, were considered in the analysis.

Keywords: virtual inertia control; renewable energy resources; solar and wind energy; superconducting
magnetic energy storage (SMES); fractional-order proportional integral (FOPI); frequency response

1. Introduction

Due to the continuous depletion of fossil fuels, increased government incentives,
technological advancements, and price drops, the utilization of renewable energy sources
(RESs) as distributed generators (DGs) has increased dramatically in recent years. In power
systems, several technical issues, such as low reserve generation, fault ride through capa-
bility, inertia, and high fault current, have arisen because of high-level RES integration [1].
Thus, the frequency stability issue of high-level RES-integrated systems is greatly affected.
Moreover, the two main sources of renewable energy, solar and wind, are highly unpre-
dictable. The intermittent and unpredictable RESs can be modeled with sophisticated
methods to lower the risk of instability in power systems [2]. A high share of RESs compli-
cates grid-balancing and market operations. Several dedicated devices can be installed in a
RES-integrated system to provide ancillary services such as power variations, congestion
reduction, grid balancing, and primary reserve [3,4]. The technical issues of RES integration
with a power system could also be handled with different cutting edge technologies such

Sustainability 2021, 13, 7622. https://doi.org/10.3390/su13147622 https://www.mdpi.com/journal/sustainability

https://www.mdpi.com/journal/sustainability
https://www.mdpi.com
https://orcid.org/0000-0002-8505-8011
https://orcid.org/0000-0002-8743-5706
https://orcid.org/0000-0001-5292-6938
https://doi.org/10.3390/su13147622
https://doi.org/10.3390/su13147622
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3390/su13147622
https://www.mdpi.com/journal/sustainability
https://www.mdpi.com/article/10.3390/su13147622?type=check_update&version=2


Sustainability 2021, 13, 7622 2 of 21

as modern control and optimization techniques, energy storage devices including batteries
and supercapacitors, and fault current limiting devices [5].

The overall inertia of a power system is decreased greatly as a result of the integration
of low-inertia wind and inertia-less PV systems [6]. Power electronic converter decoupling
between the wind generator and the power system is responsible for the low inertia. As a
result, such a low-inertia wind system cannot properly maintain the frequency stability of
the power system. Moreover, solar PV with no inertia is highly responsible for the frequency
deviation of the system. Therefore, high-level PV and wind penetration reduces the total
inertia and augments the rate of change of frequency (RoCoF), which are responsible
for the unexpected load-shedding controller activation even at small generation–load
mismatch [7]. In addition, reserve power reduction due to high-level PV/wind integration
causes frequency deviation [8]. In summary, inertia emulation controllers need to be
designed to improve the frequency stability of RES-integrated power systems.

In order to minimize the frequency excursion of a low-inertia system, several methods
have been presented in the literature, such as the auxiliary load frequency (LFC) control
technique, the inertia emulation technique, the deloading technique, the droop technique,
and the energy storage-based technique [9–12]. In [13], an auxiliary LFC technique was
presented to control the frequency of the Egyptian grid considering high-level PV and
wind integration employing the proportional-integral-derivative (PID) controller. However,
the LFC technique does not consider the detailed model of the Egyptian grid; instead, it
excludes tie line power flow, which needs further investigation. In general, conventional
PI and PID controllers, the parameters of which were fine-tuned experimentally or tuned
by Ziegler–Nichols methods, were employed in system frequency control [14,15]. How-
ever, the conventional tuning methods of PI/PID controllers may not provide satisfactory
performance. In [16], a virtual inertia support technique was presented for a low-inertia
microgrid with a particle swarm optimization (PSO)-based PI controller.

The superconducting magnetic energy storage (SMES) is considered a promising
device for the low-inertia issue of the microgrid system in [17]. The conventional deriva-
tive approach for the virtual inertia control loop was implemented. The detailed design
of feedback and proportion gains, however, were not discussed in this work. Another
energy storage, the battery, was presented in [18] for frequency support of the doubly fed
induction generator (DFIG)-based wind system. The battery was connected to the DC link
of DFIG and controlled with the droop technique in order to reduce frequency deviation
by scheduling active power exchange during system disturbances. In [19], a self-adaptive
virtual inertia fuzzy controller was adopted for a high-level renewable integrated system.
The proportional virtual gain was adapted by the fuzzy system, which uses the deviation
of real power and frequency as it inputs. In this scheme, however, the generalized en-
ergy storage system (ESS) was considered a simple first-order system. Since the specific
ESS was neither discussed nor modeled, the presented frequency support scheme needs
further improvement or investigation. The sharing of active power from different energy
storage devices were scheduled based on their abilities in [20] for frequency control of
renewable sources. In this capability-coordinated frequency control (CCFC) approach,
the total error signal was forwarded to the primary control loop of each unit based on
its capabilities. The LFC for mass-less inertia PV systems was presented in [21] with PI
controllers. The parameters were optimized with the hybrid optimization technique in the
case of different step load changes. In order to stabilize the low-inertia PV system, another
virtual inertia synthetization using a synchronverter was reported in [22] with the learning
technique. The optimized virtual inertia frequency control and protection schemes were
developed in [23,24] for a low-frequency interconnected power system. The combination
of SMES and thyristor-controlled phase shifters (TCPS) [25] was applied in a low-inertia
utility grid with the adaptive neuro-fuzzy system (ANFIS) controller. The detailed design
of SMES negative feedback and proportional gains, however, was not considered. The
main advantage of SMES is the quick charging/discharging ability to react to sudden
changes in system dynamics. Thus, the fast-response capability of SMES could be the most
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effective countermeasure against frequency deviations in a power system. The voltage
and frequency stability issues of a power system are addressed in some of the literature
with SMES [26–28]. Furthermore, the transient stability issues are also handled with the
application of SMES [29–31]. Based on a comprehensive literature survey on SMES device
applications in power systems, it is concluded that further study on virtual inertia control
topologies using SMES is imperative.

In recent years, several theoretical and applied studies have been conducted on
fractional-order controllers [32,33]. Better system performance is observed with fractional-
order controllers over conventional PI controllers because the fractional-order controller
involves additional real parameters [34]. However, in general, there is no hard and fast rule
for tuning the parameters of fractional-order controllers. The tuning of fractional-order
proportional integral (FOPI) controller parameters with the artificial bee colony (ABC) [35]
technique has been presented, which is complex in objective function evaluation and low
convergence speed. The parameter-tuning task of FOPI is formulated as an optimization
problem and solved with the seeker optimization algorithm (SOA) in [36]. The harmony
search (HS) algorithm is reported in [37] for FOPI parameter optimization to control
the power-switched reluctance motor. However, there are no conclusive studies on the
application of the virtual inertia technique using an SMES topology-based FOPI controller.

Based on several studies [17–19,25,38], it is identified that the detailed design of the
PSO-optimized SMES is missing the FOPI controller to support virtual inertia for RESs.
Thus, in this paper, we propose a PSO-optimized FOPI-SMES controller design approach
for a two-area power system. The proposed approach can support the virtual inertia of
the high-level renewable energy integrated system. The addition of this virtual inertia
makes the system stable over a wide range of load–generation mismatches. Since the
FOPI controller is superior to the conventional PI, the proposed technique performs better
when reducing system frequency deviation. However, the design of FOPI is challenging
compared to the conventional PI. Thus, this work introduces a detailed model of FOPI,
SMES, and a two-area power system to find the design parameters. The dynamic model
of the system presented along with SMES and FOPI is utilized to develop the frequency
deviation-based cost function for the PSO algorithm. To validate the proposed optimized
FOPI controller-based SMES, several case studies were considered and simulated for a
wide range of load profile variations. The robustness of the proposed virtual inertia
control scheme was tested under reduced system inertia. The proposed controller was
compared with the conventional controller, where the improvements in several indices,
such as total frequency deviation, overshoot, undershoot, and settling time, were observed.
Furthermore, the performance of the non-optimized FOPI was compared with the PSO-
optimized FOPI.

The manuscript is organized as follows. The dynamic model of the system including
RESs is given in Section 2. The SMES modeling and PSO-based FOPI-SMES design tech-
niques are discussed in Section 3. The simulation results are discussed in Section 4. Finally,
the conclusions of this study are given in Section 5.

2. High-Level PV/Wind-Integrated System Modeling

The fractional-order PI controller for superconducting magnetic energy storage (SMES)
is designed to virtually support inertia for a high-level solar PV- and wind-integrated two-
area power system. An interconnected power system with low inertia due to a high-level
integration of PV and wind energy sources, as shown in Figure 1, is considered in this
study. The areas are connected by a tie-line, and both of them consist of thermal generating
units, an industrial load, a residential load, solar PV, wind, and SMES. The measured
frequency and tie-line signals are accumulated in the control and monitoring center. Since
the system faces low inertia, it is expected to support the inertia via the control center,
which sends control signals to the controllable energy storage devices of both areas if
the communication network is available. However, in absence of a communication link,
local controllers such as decentralized control, primary control, and droop control can
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be employed. The net power (Pnet) in each area in Figure 1 can be calculated using the
power of (1) the thermal unit (PTH), (2) the solar array (PSA), (3) the wind farm (PWF),
(4) SMES (PSMES), (5) combined industrial and other loads (PL), and (6) the tie-line (Ptie12).
The expression for Pnet is given below.

Pnet = PTH + PSA + PWF − PL ± PSMES ± Ptie (1)

ConverterConverterConverter Converter Converter Converter

Tie Line

AREA-1 AREA-2

SMESWind 

Farm

Solar PV SMES
Wind 

Farm

Solar PV

Thermal Unit
Thermal Unit

Industr ial and 

other Loads

Measurement, 

Monitoring, and Control 

Center

TieP

1f 1f

Control Signal 1 Control Signal 2

Industr ial and 

other Loads

Figure 1. Two-area low inertia interconnected power system.

In general, higher-order models for thermal generating units, wind systems, solar PV,
and converters, with nonlinearity are considered to precisely demonstrate the dynamic
behaviors of the interconnected system. For large power systems with power electronic
converters, however, simplified dynamic models are employed to study the frequency
stability. The interested readers can find more details on such dynamic modeling in [39–41].
The simplified dynamic model of the two-area system can be developed as shown in
Figure 2 for frequency stability analysis.

From the dynamic model, as shown in Figure 2, the frequency deviation for the kth
area can be written as follows.

∆ fk =
1

2Hks + Dk
(∆PTH,k + ∆PSA,k + ∆PWF,k − ∆PL,k + ∆Ptie,k) (2)

where,

∆PTH,k =
1

1 + sTt,k
(∆Pg,k) (3)

∆Pg,k =
1

1 + sTg,k
(∆PAEC,k −

1
Rk

∆ fk) (4)

∆PWT,k =
1

1 + sTwind,k
(∆Pwind,k) (5)

∆PSA,k =
1

1 + sTpv,k
(∆Ppv,k) (6)

where Hk is the inertia constant in area k, Dk is the damping constant in area k, ∆PTH,k
is the incremental power of the thermal unit in area k, ∆PSA,k is the incremental power
of solar farm in area k, PWF,k is the incremental power of wind farm in area k, Tt,k is the
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turbine time constant in area k, Tg,k is the governor time constant in area k, Twind,k is the
wind turbine time constant in area k, and Tpv,k is the solar system time constant in area k.

Two physical constraints, governor dead band (GDB) and generation rate constraint
(GRC), affect the dynamic performance of the power system. The thermal units consist of
rotating mass, which inherentlyhas mechanical inertia; thus, it puts a constraint/limit on
the output power change, which is known as GRC. The controller designed without GRC
may not perform well in practical applications. To handle this issue, GRC is considered
for the virtual inertia controller design in this work, as shown in Figure 2. Furthermore,
the governor cannot change its valve position within a specific range of speed variation.
Due to this dead-band, the tie-line power oscillation with a natural frequency of 0.5 Hz
is observed. The dead-band for governor is also taken into consideration in this study
to reflect the practical implementation case. The solar PV, wind, and different loads are
modeled as disturbances in the dynamic model. The interested readers are directed to the
literature [39] for more details on dynamic modeling of PV/wind integrated system.
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Figure 2. The dynamic model of low inertia system with the proposed controller.

3. SMES Model with FOPI Controller

SMES is a promising device for dynamic stability improvement of power systems.
The SMES has several components: thte power conversion system (PCS), consisting of
the inverter/rectifier, and the superconducting coil which is kept under extremely low
temperature [25]. The PCS also consists of three-phase transformers to allow for energy
exchange between the AC grid and the superconducting coil. The harmonic contents of the
signals are filtered by two cascaded six pulse bridges, as shown in Figure 3. The capability
of SMES to exchange huge power within a very short duration has drawn the attention of
researchers in the power system application.

In normal conditions, the SMES coil charges quickly to its pre-defined peak value. As
the coil temperature is maintained below the critical value, it conducts the current with
nearly zero loss. During contingencies, as the power demand is initiated by the power
system, the SMES discharges power through the PCS to the grid almost instantly. While the
governors of the generators support the power demand after contingencies, the SMES again
charges at its preset value. The inductor DC voltage is given by the equation below [25,42].

Ed = 2Vd0cosα− 2IDRD (7)
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where Vd0 is the maximum voltage of the bridge circuit, α is the triac firing angle, ID is
the superconducting coil current, and RD is the damping resistor. Thus, the DC voltage
appearing across the superconducting coil can be controlled with the variation of the triac
firing angle α. If α is above 90◦, the energy stored in the superconducting coil is released to
the grid. In contrast, the superconducting coil charges if α is below the 90◦. In this way, the
superconducting coil charges and discharges through the bidirectional converter system to
absorb or provide energy.

six pulse 
TRIAC 
bridge 

converter-1

six pulse 
TRIAC 
bridge 

converter-2

ID

Ed

DC Breaker

Bypass
 SCRs

Grid

Converter 
Transformer-1

Converter 
Transformer-2

Damping Resistor, RD

Figure 3. SMES basic configuration.

The detailed dynamic model of SMES for frequency stability studies along with the
FOPI controller are shown in Figure 4. During excessive system loading, the load surpasses
the generation, the ED becomes negative, while the current ID maintains the same direction.
The incremental change in ED is written as

∆ED =
KSMES∆E− KID∆ID

1 + sTDC
(8)

where KSMES is the SMES gain, ∆ED is the output of the FOPI controller, KID is the negative
feedback gain, ∆ID is the incremental change in superconducting coil current, and TDC is
the converter delay time. The incremental change in inductor current ID is written as

∆ID =
∆ED
sL

(9)

The active power of SMES can be derived as follows based on Equations (8) and (9).

∆PSMES =
KSMES(1 + sTDC)sL

(1 + sTDC)[(1 + sTDC)sL + KID]
(ID + ID0) (10)

1
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1
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IDK


DE

0DI
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p

K
K

s 


FOPI Controller
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Figure 4. The dynamic SMES model along with the FOPI controller.
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3.1. Controller Design

This study focuses on the optimal FOPI-SMES design based on the PSO algorithm to
augment the frequency stability of the two-area power system. The fractional-order calcu-
lus involves generalized differentiation and integration of non-integer order [33,34]. The
fractional-order controller is applied in several engineering fields such as automatic control
and power systems due to its superiority over conventional integer order controllers.

The time domain FOPI controller can be represented as

u(t) = Kp.e(t) +
λ∫

t

Ki.e(t) (11)

where e(t) is the error signal, Kp is the proportional gain, Ki is the integral gain, and λ is a
fractional order and real number that lies between 0 and 2. The Laplace transformation
gives the following transfer function for the FOPI controller.

C(s) = Kp +
Ki

sλ
, λ ∈ (0, 2) (12)

The conventional integer order PI and the FOPI can be understood using Figure 5 in
the λ axis. The integer order controller is represented by two points on the λ axis. However,
the FOPI controller can be represented by the infinite number of points between 0 and
2. Thus, it gives more degree of freedom and flexibility over the conventional integer
order controller.


0 1

P PI


0 1

P PI

2

(a) Integer-order PI (b) Fractional-order PI

Figure 5. PI controller (fractional order and integer order).

As presented in Figure 4, the SMES virtual inertia based on FOPI is developed in this
study to support the frequency of the low-inertia interconnected system. The feedback
and proportional gains of SMES along with the FOPI’s proportional gain, integral gain,
and fractional parameter are optimized with PSO. The following subsections describe the
objective function formulation and solution system with the PSO.

3.2. Description of Cost Function

The appropriate cost function is vital in the application of nature-inspired and heuris-
tic optimization techniques in power systems. In general, the cost function is defined
to minimize or maximize some variables. In this work, several FOPI gains, fractional
orders, SMES feedback gains, and proportional gains are designed based on tie-line power
fluctuation and area frequency deviation. For better comprehension of the optimization
process, the following cost function is considered.

Minimize: ISE =

T∫
0

(|∆ f1|2 + |∆ f2|2 + |∆Ptie|2)dt (13)

Decision Variables: Kp1, Ki1, λ1, Kp2, Ki2, λ2, K1, K2, KID1, KSMES1, KID2, KSMES2 (14)

Constraints: Kp12min ≤ Kp12 ≥ Kp12max, Ki12min ≤ Ki12 ≥ Ki12max, K1min ≤ K1 ≥ K1max,
K1min ≤ K1 ≥ K1max, KID12min ≤ KID12 ≥ KID2max, KSMES12min ≤ KSMES12 ≥ KSMES12max

(15)

where subscripts 1 and 2 are to denote area 1 and area 2 for the interconnected power system.
T is the simulation time, ∆ f is the frequency deviation, ∆Ptie is tie-line power deviation,
Kp is the FOPI proportional gain, Ki is the FOPI integral gain, KID is the SMES negative
feedback gain, and KSMES is the SMES proportional gain. Mainly, the upper and lower
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limits of Equation (15) are selected based on knowledge/experience of FOPI and SMES
applications in power system. The optimization algorithm is coded in a MATLAB script
(.m files) environment and linked with the MATLAB Simulink (.slx files) environment.

3.3. Solution Approach with PSO

This study proposes a FOPI-based SMES virtual inertia approach in which the min-
imization problem described by Equation (13) is solved by the PSO. PSO, a heuristic
optimization technique, was inspired by the sociological behavior of birds flocking [43].
In the PSO algorithm, several random particles that move in a search space to find the
best minimum or maximum value of the cost function based on the minimization or
maximization problem, respectively, are initially generated. The PSO shows outstanding
performance compared to the other algorithms, as follows [44–46]:

• Since the PSO uses a numerical valued cost function, it is suitable for any nonderivative
cost function optimization.

• The PSO facilitates more flexible and robust control frameworks as it uses probability
rules.

• It does not fall into premature convergence.
• It has great flexibility for use in online optimization.
• It requires less time compared to other algorithms.
• It provides accurate results with very simple operations.

In recent years, the PSO has been implemented successfully to solve several power
system problems such as that presented in [47,48]. The position and velocity vectors in a
multi-dimensional solution space for PSO algorithm are mainly described by two equations
as follows [49]:

vk
i = c

{
vk−1

i + c1r1(pk−1
i − xk−1

i ) + c2r2(pk−1
g − xk−1

i )
}

(16)

xk
i = xk−1

i + vk
i (17)

where vk
i and xk

i are the velocities of ith particle for the kth iteration in a multi-dimension
search space and the position of ith particle for the kth iteration in a multi-dimension search
space, respectively; pk−1

i and pk−1
g are the individual best and global best, respectively, for

the ith particle of the (k− 1)th iteration; r1 and r2 are the uniformly distributed random
numbers in [0 1]; and c1 and c2 are the learning factors used to obtain the best solution.
In addition, the c is the constriction factor that is calculated from the values of c1 and c2,
as follows:

c =
1∣∣∣∣2− (c1 + c2)−

√
(c1 + c2)

2 − 4(c1 + c2)

∣∣∣∣ (18)

The maximum velocity and minimum velocity of each particle can be calculated
as follows:

vmax,min
i = ±(xmax

i − xmin
i )/N (19)

where vmax
i and vmin

i are the maximum and minimum velocities of the ith particle, respec-
tively; xmax

i and xmin
i are the maximum and minimum limits of the ith particle, respectively;

and N is a number that takes a value between 5–10. The PSO solution steps for solving the
optimization problem formulated in Section 3.2 is described below.

Step 1: Initialization of the limits of several variables and particle velocity, as described by
Equations (15) and (19), respectively.
Step 2: Selection of the PSO initial parameters including c1, c2, maximum iteration, popu-
lation size, etc.
Step 3: Generation of the initial population within the limits.
Step 4: Running the time domain simulation and determining the value of the objective
function described by Equation (13).
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Step 5: Storing the local best, the best of the current population, and the global best, the
best of the total population.
Step 6: Updating the velocity of all populations using Equation (16).
Step 7: Generating a new population based on the updated particle position calculated by
Equation (17).
Step 8: Stopping the optimization if the termination criteria are met. Otherwise, returning
to step 4.

The overall flowchart for the PSO algorithm to design FOPI and SMES parameters is
shown in Figure 6.

Start

Stopping Criteria

Initialization of limits of 

several variables 

Initialization of PSO 

parameter 

Generating initial 

random populations 

within the limits

Starting time domain 

simulation and 

calculating cost function

Storing local best and 

global best

Calculating and 

updating velocities for 

each population

Generating new 

population based on 

updated velocity

Stop

Yes

No

Figure 6. The PSO flowchart for optimizing control parameters.

4. Results and Discussion

The effectiveness and robustness of the proposed optimized FOPI controller in im-
proving the frequency stability are presented in this section. The dynamic model of the
system presented in Figure 2 is considered for analytical analysis. The system parameters
listed in Table 1 are used to conduct computer simulations and to facilitate analyses. The
total generation capacity of the two-area power is 55 MW. The rating of the energy storage
device is 6 MW. The proposed energy storage with only 10.9% of the total plant capacity is
capable of maintaining frequency stability in case of several load–generation mismatches.
The simulations were conducted in MATLAB Simulink considering several scenarios such
as light loading, medium loading, heavy loading, and reduced inertia. The system dynamic
model was built in Simulink and linked with the PSO optimization code to optimally
design the SMES and FOPI parameters. PSO algorithm convergence for the proposed
cost function is depicted in Figure 7. As shown in Figure 7, the optimization algorithm
converges at the iteration number 20 for several runs, and the corresponding optimized
parameters are listed in Table 2.

The system was tested under several step load variations in both areas of the system.
The frequency deviations in both areas were plotted for three cases such as (i) without any
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inertia controller, (ii) with a conventional SMES controller, and (iii) with the PSO optimized
FOPI-based SMES controller.

Table 1. System parameters for simulation.

Parameters
Value

Area-1 Area-2

Inertia (p.u. MW s) 0.079 0.11
Damping constant (p.u. MW/Hz) 0.016 0.017
Time constant of solar system (s) 1.2 1.2
Time constant of wind system (s) 1.4 1.4
Frequency bias factor (p.u. MW/Hz) 0.3585 0.3928
Valve gate maximum limit (p.u. MW) 0.5 0.5
Valve gate minimum limit (p.u. MW) −0.5 −0.5
Synchronizing coefficient (p.u. MW/Hz) 0.09 0.09
Area capacity ratio −0.055 −0.055
Generation rate constraint (GRC) 0.3 0.3
Thermal generator (MW) 12 15
Wind generator (MW) 8 8
PV generator (MW) 6 6
Energy storage power rating (MW) 3 3
Energy storage inductor (H) 2.65 2.65
Energy storage time constant (s) 0.05 0.05
Energy storage reference current (kA) 4.5 4.5
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Figure 7. The convergence of the cost function.

Table 2. PSO-optimized FOPI and SMES parameters.

Optimzed Parameters

Name Value Name Value

Kp1 6.8650 K1 0.1931
Ki1 117.60 K2 0.5000
λ1 0.9603 KID1 2.9782

Kp2 21.660 KSMES1 0.1300
Ki2 78.820 KID2 2.4879
λ2 0.6855 KSMES2 0.0410

4.1. Frequency Response Study for Step Load Change in Area 1

In this case, the studied system is simulated for default inertia (100%), as shown in
Table 1. The frequency deviations for both areas are depicted in Figure 8 for low, medium,
and high step load changes in area 1. The positive effect of the proposed controller is
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visualized through the reduction in frequency deviations. As visualized in Figure 8a, a
step load change of 0.1 p.u. in area 1 causes a significant frequency deviation in area 1
without a virtual inertia controller. The frequency deviation is around 0.42 Hz without
any auxiliary controller. The conventional controller-based SMES improves the deviation
to about 0.035 Hz. However, the proposed PSO optimization-based FOPI controller for
SMES greatly improves the frequency deviation in area 1, which is around 0.005 Hz. It is
noteworthy that the settling time is slightly increased for conventional SMES controllers
while the frequency deviation is improved. However, the proposed optimized FOPI-based
SMES significantly improves all indices, such as settling time, maximum undershoot, and
maximum overshoot. Likewise, the frequency deviation in area 2 is very high, around
0.02 Hz, without any inertia controller, as depicted in Figure 8b. The conventional SMES
controller improves frequency deviation to some extent. However, the proposed optimized
FOPI-based SMES controller reduces the frequency deviation to almost zero. It is observed
that, for a large step load change (0.35 p.u.) in area 1, the system cannot maintain stable
operation. As visualized in Figure 8e,f, the frequency deviations in both areas continue to
increase, leading to instability in the system. The application of the conventional SMES
controller can maintain stable operation with some frequency deviation. On the other hand,
our proposed techniques stabilize the system with almost zero frequency deviations in
both areas. Thus, the system response for several load disturbances in area 1 using the
proposed controller is faster, has a very small steady-state error, and is better in terms of
overshoot and undershoot compared to other control strategies. The frequency deviations
for several scenarios in area 1 and area 2 are given in Table 3 to clearly show the positive
impact of the proposed FOPI-based SMES controller on system performance.

Table 3. Reduction in frequency deviations in area 1 and area 2 with the proposed controller.

Frequency Deviation

∆ f1 (Hz) ∆ f2 (Hz)

Area
Step Load
Change in

p.u.

without
Inertia

Controller

Conventional
SMES

Controller

FOPI Based
SMES

without
Inertia

Controller

Conventional
SMES

Controller

FOPI Based
SMES

Area-1
0.1 0.420 0.035 0.005 0.020 0.004 4.0 ×10−5

0.2 0.850 0.080 0.010 0.040 0.008 3.2 ×10−5

0.35 unstable 0.120 0.040 unstable 0.030 2.1 ×10−5

Area-2
0.1 0.395 0.025 1.9 ×10−5 0.320 0.030 0.010
0.2 0.840 0.060 1.2 ×10−5 0.630 0.090 0.012
0.35 2.650 0.150 1.0 ×10−5 2.125 0.106 0.025

4.2. Frequency Response Study for Step Load Change in Area 2

The load disturbances, ranging from the low to high levels, are also applied in area
2 with the system default inertia. It is noticed that the system frequency oscillates over a
wide range without any inertia controller. In some cases, the oscillations are beyond the
acceptable limits; thus, it requires the system frequency protection relay to operate. As
depicted in Figure 9, the frequency deviation in area 1 is 0.395 Hz without any virtual inertia
controller for a step load change of 0.1 p.u. The conventional SMES controller reduces
the frequency deviation to 0.025 Hz, whereas the proposed optimized FOPI controller is
capable of maintaining almost zero frequency deviation. Similarly, the frequency deviation
in area 2 is 0.32 Hz without any auxiliary controller. The conventional SMES controller is
capable of reducing the frequency deviation by 90.6%. However, the proposed optimized
FOPI-based SMES controller reduces the frequency deviation by 96.87%. For the medium
and high step load changes in area 2, at 0.2 p.u. and 0.35 p.u., respectively, the frequencies of
both areas fall below the under-frequency relay operating setpoint of 59.5 Hz [50] without
any virtual inertia controller.
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Figure 8. Performance improvement with the proposed controller for load disturbances in area 1. (a) Area 1 frequency
response for a 0.1 p.u. step load change. (b) Area 2 frequency response for a 0.1 p.u. step load change. (c) Area 1 frequency
response for a 0.2 p.u. step load change. (d) Area 2 frequency response for a 0.2 p.u. step load change. (e) Area 1 frequency
response for a 0.35 p.u. step load change. (f) Area 2 frequency response for a 0.35 p.u. step load change.
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Figure 9. Performance improvement with the proposed controller for load disturbances in area 2. (a) Area 1 frequency
response for a 0.1 p.u. step load change. (b) Area 2 frequency response for a 0.1 p.u. step load change. (c) Area 1 frequency
response for a 0.2 p.u. step load change. (d) Area 2 frequency response for a 0.2 p.u. step load change. (e) Area 1 frequency
response for a 0.35 p.u. step load change. (f) Area 2 frequency response for a 0.35 p.u. step load change.
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However, the frequency deviation is well below the under-frequency relay operating
point with the conventional SMES controller, as depicted in Figure 9c–f. In these figures, it
is visualized that the proposed controller is capable of maintaining the frequency deviations
in both areas at almost zero. Thus, the system stability and reliability are guaranteed with
the proposed FOPI-based SMES controller. The overall frequency deviations for several
cases are listed in Table 3.

4.3. Controller Performance with Solar PV and Wind Power Fluctuations

The effectiveness of the proposed controller was also tested with fluctuating solar and
wind power in both areas. The intermittent solar and wind power disturbances considered
in this study are depicted in Figure 10a,b, respectively. The solar and wind powers have
mean values of 0.05 p.u. and 0.15 p.u., respectively. The solar power is integrated in area 1
at 50 s during the 150 s simulation time, which continues to inject fluctuating power during
the entire simulation period. On the other hand, the intermittent wind generating unit is
connected at 75 s, which is kept connected throughout the entire simulation period. As
shown in Figure 10c,d, the connection of varying solar and wind powers has a detrimental
effect on system frequency response without any auxiliary controller.
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Figure 10. The frequency response for wind generation addition at 50 s and solar generation addition at 75 s. (a) Solar
power disturbance. (b) Wind power disturbance. (c) Area 1 frequency response for intermittent solar and wind power.
(d) Area 2 frequency response for intermittent solar and wind power.
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The frequency of the system continues to vary during the entire simulation period and
does not settle to a steady-state value. The conventional SMES controller slightly improves
the system frequency response. On the other hand, the proposed controller performance
is superior, in terms of settling time, overshoot, and undershoot, to the conventional
SMES controller. The improvement of several performance indices is listed in Table 4 to
demonstrate the superiority of the proposed controller.

Table 4. Improvement of the performance indices for intermittent solar and wind power integration.

Performance Indices without Inertia Controller Conventional SMES Optimized FOPI Based SMES

Maximum Overshoot, Hz 0.39 0.05 0.0100
Maximum Undershoot, Hz 0.25 0.01 0.0001

Settling Time, Sec inf 50 2

4.4. Frequency Response Analysis for Multiple Load Changes

The effectiveness and robustness of the proposed control technique for virtual control
of low inertia systems were also tested with multiple load change scenarios. Several step
load changes were considered, as shown in Figure 11a, to investigate the system capability
to bring back the frequency deviation to zero before the next changes. Better performance
of the proposed FOPI-based SMES is visible from the system frequency response, as seen in
Figure 11b, following the first step load change of 0.1 p.u. at 25 s. The proposed controller
is faster at eliminating the frequency deviation before the beginning of the second step load
change of 0.15 p.u. at 50 s compared to conventional techniques. The frequency deviations
in area 1 are very high at all points of step changes without a virtual inertia controller.
Although the conventional SMES controller improves the frequency response slightly, a
notable improvement is achieved with the proposed technique. In this case, also, the
proposed method provides a much better performance in terms of overshoot, undershoot,
and settling time. The frequency response for area 2 as visualized in Figure 11c shows
better performance with the proposed control technique.

4.5. The Robust Performance of the Proposed Controller with the Reduced System Inertia

In this scenario, the robustness of the proposed controller is verified with the system
inertia variations. The inertia in both areas is reduced by 50%, and a step load change of 0.15
p.u. is applied in area −1 at 50 s. The frequency response for this load change is depicted
in Figure 12a,b. As depicted in Section 4.1, the system is capable of maintaining stable
operation with a step load change of 0.15 p.u. in the case of default inertia (100%). However,
Figure 12a,b show that the frequency deviations in both areas gradually increase, leading to
instability. The system without SMES requires the under-frequency relay to start operation
within 1 second of the load variation since the frequency deviation goes below 0.5 Hz, as
depicted in Figure 12a. Although the area 2 frequency takes a longer time to operate under
frequency relay, it is also unstable, as depicted by the increasing frequency oscillation
in Figure 12b. The conventional SMES controller reduces the frequency deviations and
stabilizes the system. However, the proposed control method augments the system stability
greatly by reducing frequency deviations to almost zero even with 50% system inertia. The
model presented in Figure 2 was also tested for very low inertia with a step load change of
0.1 p.u. in area 1. As shown in Figure 13, the controller is capable of stabilizing the model of
Figure 2 for these low inertia. Furthermore, the robustness of the proposed optimized FOPI
controller is compared with the non-optimized FOPI controller. The frequency deviation
for the system with 15% inertia is plotted in Figure 14 with the optimized FOPI and non-
optimized FOPI controller. Thus, the proposed controller is more robust compared to the
conventional technique. The main limitation of the proposed technique is that the SMES is
a costly solution. Further studies may be conducted on FOPI-based hybrid energy storage
devices such as SMES, battery, and supercapacitor for the frequency control of low inertia
PV/wind-integrated systems.
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Figure 11. (a) Multiple load variations in area 1. (b) Frequency response in area 1. (c) Frequency
response in area 2.
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quency response.
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Figure 13. The system response for very low inertia.

 

 

 

Figure 14. The frequency response comparison for the optimized and non-optimized FOPI controllers.

5. Conclusions

In this work, an optimized FOPI-based SMES virtual inertia controller is designed
for a highly renewable energy integrated system. The dynamic model of the system is
developed with FOPI to facilitate analysis and design of optimal parameters using PSO.
The system response was analyzed with the designed virtual inertia controller considering
highly fluctuating solar PV and wind energy. The system and the associated controllers
were simulated in MATLAB Simulink. Small, medium, and large load disturbances were
applied in the system to prove the effectiveness of the proposed energy storage-based
virtual inertia control strategy. The system with default inertia and reduced inertia were
tested under single and multiple load disturbances to guarantee the robustness of the
proposed controller. The simulated results show promising performance in reducing system
frequency deviations and in improving the frequency stability of the system. The proposed
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controller is superior to the conventional controller in reducing settling time, overshoot,
and undershoot, as evident from the analysis. Moreover, the simulation outcomes prove the
potential benefits of FOPI controller-based energy storage in high-level renewable energy
integration and endorse the green efforts to improve sustainability. Finally, a detailed
large-scale DFIG offshore wind farm model with FOPI-based hybrid energy storage virtual
inertia controller can be studied as future work.
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PI Proportional integral
PID Proportional integral derivative
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AEC Area control error
PSO Particle swarm optimization
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