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Abstract: Irregular external truck arrivals at a marine container terminal often leads to long queues
at gates and substantial greenhouse gas emissions. To relieve gate congestion and reduce carbon
emissions, a new truck arrival pattern called “vessel dependent time windows (VDTWs)” is proposed.
A two-phase queuing model is established to describe the queuing process of trucks at gate and
yard. An optimization model is established to assign time window and appointment quota for each
vessel in a marine container terminal running a terminal appointment system (TAS) with VDTWs.
The objective is to minimize the total carbon dioxide emissions of trucks and rubber-tired gantry
cranes (RTGCs) during idling. The storage capacity constraints of each block and maximum queue
length are also taken into consideration. A hybrid genetic algorithm based on simulated annealing is
developed to solve the problem. Results based on numerical experiments demonstrate that this model
can substantially reduce the waiting time of trucks at gate and yard and carbon dioxide emissions of
trucks and RTGCs during idling.

Keywords: marine container terminal; truck arrivals scheduling; vessel dependent time window
(VDTW); hybrid genetic algorithm based on simulated annealing

1. Introduction

Maritime transport, as an economic and environmental friendly transport mode, is playing
an increasingly important role in international trade [1]. The UNCTAD report revealed that more than
80% of world merchandise trade in terms of volume is transported by sea and handled at seaports [2].
Maritime transport has also been the backbone of the manufacturing supply chain [3]. According to
the research conducted by Munim and Schramm, the quality of port infrastructure has a great effect
on logistics performance and national economy [4]. However, daily production activities in seaports
may consume a lot of energy and generate a large amount of greenhouse gas (GHG) emissions.
The World Resources Institute reports that transportation accounts for approximately 15% of total
global GHG emissions. The third IMO GHG study revealed that international shipping generates
approximately 2.2% of global CO2 emissions [5]. Continuous rise of average temperatures due to CO2

emissions may result in disastrous consequences at a global level [6]. Climate change is one of the
most urgent challenges faced by all regions in the world. Sustainable development of transportation
has become a hot topic from both industrial and social perspectives. Governments and industries
are under an increasing pressure to put forward more climate-friendly strategies. The Paris Climate
Agreement (COP21) was adopted in December 2015 to reduce the emission of GHG. It was signed
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by 197 countries and ratified by 185 in January 2019. In August 2015, the Environmental Protection
Agency (EPA), an independent agency of the United States’ federal government for environmental
protection, announced the Clean Power Plan. Many European countries also adopted some national
policies aimed at reducing emissions. Members-States adopted the 2030 EU Climate plan and Energy
Package in October 2014. In June 2015, China submitted a document to the Intergovernmental Panel on
Climate Change (IPCC) and became the 15th party to submit its own independent contribution. Port is
an important logistic hub, but is also a major energy consumer. Therefore, reducing carbon emissions
and energy consumption at port is crucial to achieve the climate goal [7]. The No. 94 document
released by China in 2016 set a target of reducing carbon dioxide emissions and energy consumption
per unit of port throughput by 2% in 2020, compared with 2015.

The emergence of the container has changed the method of freight transport through sea routes.
Containerization has greatly improved port handling efficiency and lowered freight rates [8]. After the
development of more than half a century, container liner shipping has become one of the most important
transportation modes in international trade. Statista reported that approximately 60% of all world
seaborne trade in terms of value is carried by container ships [9]. Nowadays, maritime container
terminals have to face increasingly rough requirements by shipping companies which claim real-time
services [10]. In order to be selected as hub ports or origin-destination points in shipping routes,
marine container terminals have to improve their management capabilities and productivity [11–13].
In marine container terminals, handling operations can be divided into three types: Vessel operations,
receiving/delivery operations by trucks, container handling and storage operations in the terminal
yard. During the receiving operation, an outbound container arrives at the marine container terminal
via an external truck and is inspected at the gate, and the stored location for this outbound container is
informed to the truck driver. Then the external truck arrives at the transfer point, a yard crane receives
the container from the truck [14]. The process of delivery operation is carried out in an opposite
direction. The external trucks and yard cranes are the main contributors of GHG emission during the
receiving/delivery operations. Global container throughput is generally growing. Furthermore, many
liner shipping companies continue to increase the scale of deep-sea container vessels, as larger vessels
can lower voyage costs per container due to economies of scale. The carrying capacity of container
ships has increased significantly over the last 50 years [15]. Generally, the external trucks arrive at the
marine container terminal randomly and nonuniformly, which leads to a large number of trucks get in
and out of the terminal during peak hours. Truck arrivals exceeding the capacity of gate and yard
can lead to heavy congestion. Long truck queues directly affect the operational efficiency of terminals.
Meanwhile, truck and yard cranes idling due to congestion may lead to more fuel consumption and
carbon dioxide emissions. Therefore, how to decrease the length of truck queues and increase handling
efficiency of yard cranes in the terminal considering energy consumption is an important issue for the
terminal operator, truck fleet, and government regulators. In recent years, marine container terminals
have adopted some measures to alleviate congestion. According to the conceptual framework of
queuing theory, these congestion alleviation measures can be classified into three categories. The first
category of measures increases the number of gate lanes and yard cranes, or extends working hours at
the gate. The second category of measures controls the truck arrival rate by truck arrival management
(TAM). The third category of measures improve gate service rate by introducing an IT system [16].
Owing to the scarcity of port land, shoreline resources, and construction funds, it can be very difficult
for marine container terminals to expand. Moreover, the required investments of purchasing yard
cranes are generally very large. Furthermore, China’s marine container terminals already work in
a 24/7 schedule. Therefore, the second category of congestion control measures are relatively effective
approaches to solve the congestion problem and have been commonly used. TAM, mainly including
tariff/toll pricing policies (TTPP), a terminal appointment system (TAS), and vessel dependent time
windows (VDTWs), has received much attention. The TTPP motivates truckers to shift their arrival
times by charging a higher traffic mitigation fee (or toll fee) for trucks entering the marine container
terminal during peak hours. The TAS was first introduced in the Vancouver port of Canada, and many



Sustainability 2019, 11, 6410 3 of 26

marine container terminals in North America followed. At present, the ports of Los Angeles and Long
Beach in America [17] and Tianjin port in China have implemented TAS. By assigning hourly entry
quotas and the maximum amount of trucks that can be accepted per time window, the TAS can reduce
truck arrivals in peak periods, alleviate congestion, and improve operation efficiency at the marine
container terminal. In addition, a reasonable yard working plan can be made to enhance the utilization
rate of yard cranes. After these, both truck fleet and terminal operator can benefit from TAS. VDTWs
assign time windows to each vessel, and trucks delivering/picking-up containers for/from the same
vessel share one time window.

All these TAM measures are capable of alleviating congestion. However, both TTPP and TAS ignore
the relationship between truck arrivals and vessel arrivals. The truck traffic flows in a marine container
terminal are triggered by vessel arrival. The outbound/inbound containers for/from the same vessel
are centrally allocated to some certain allowable blocks according to the well determined storage space
allocation plan. Therefore, the distribution of trucks in each block is not uniform after entering the terminal
gate. If the appointment quota is not related to a certain vessel, it is impossible to accurately calculate the
truck arrivals in each block. The truck arrivals are also uncontrollable and it is difficult to effectively solve
the congestion problem in the container terminal yard. In this paper, we try to fill this gap by combining
TAS with VDTWs. At the same time, other constraints that exist in practical application are considered,
including the storage space of each block and the maximum queue length. As a significant contributor
of GHG emissions, the marine container terminals have responsibilities for energy saving and emission
reduction. Therefore, this paper considers not only trucks waiting time but also CO2 emissions produced
by idling trucks and rubber-tired gantry cranes (RTGCs).

The remainder of this paper is organized as follows. In Section 2, a literature review of terminal
congestion alleviation is provided. Problem description and an optimization model for container
delivery are given in Section 3. A hybrid genetic algorithm based on simulated annealing is developed
to solve the problem in Section 4. Section 5 presents the results from numerical experiments.
Conclusions are provided in Section 6.

2. Literature Review

A number of studies propose approaches to solve terminal congestion. These approaches can be
classified into four types: Publishing terminal congestion information, TTPP, VDTWs, and the TAS.
Mani and Fischer [18] proposed the methods of charging in peak periods and extending working hours
to reduce peak-period congestion based on the Ports of Long Beach and Los Angeles, and indicated
the implementation of TAS can improve the operation efficiency of terminal through relative analysis.
Zeng et al. [19] considered the game-theoretical relationship between terminal operators, truckers,
and government regulators and developed a bi-level programming model to determine the optimal
congestion toll rates. Regarding terminal congestion information publication, Sharif et al. [20] studied
the effect of terminal congestion information on the decision of truck drivers, and a simulation model is
developed to simulate the decision-making process of truck drivers, which demonstrates that terminal
congestion information can contribute to reducing the average turn time of trucks at the marine
container terminal.

For VDTWs, Chen et al. [21] estimated the queue length at the gate based on a truck arrival pattern
in each time window and optimized the time window of each vessel by using the non-stationary
queuing theory to minimize the truck-side cost and the terminal-side cost. Wei [22] constructed
a function of subsidies to terminal operators and a function of rehandling cost to truck fleet operators,
and optimized the pickup time window based on the distribution of pickup times to reduce the
rehandling operation. Chen and Jiang [23] systematically discussed the practical application of
three alternative time windows optimized strategies, including fixed ending-point strategy (FEP),
variable end-point strategy, and greedy algorithm strategy. Guo et al. [24] put forward an optimization
model for vessel dependent truck appointment considering the total waste cost of truck fleet and
yard cranes.
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Some studies focused on the performance of TAS. In this respect, Morais and Lord [25] found that
truck appointment can effectively alleviate port congestion, reduce the engine idling cost of trucks and
the emissions of GHG, and improve operating efficiency based on TAS of the Canadian port. Huynh
and Walton [26] simulated the operation process of trucks in container terminal yards to obtain the
average turn time of trucks, then a mathematical formulation is applied to appoint truck number,
which indicates that TAS can reduce the average turn time and improve the utilization of yard cranes.
Namboothiri and Erera [27] studied the potential impact of the appointment system on drayage fleet
efficiency, and a drayage operation plan is developed based on a port access control system to minimize
transportation cost.

Moreover, some studies analyzed truck queuing behavior based on queuing theory and focused
on the design and implementation of TAS. For example, Kim and Kim [28] found that the arrival
process of outside trucks follows Poisson process and the service time of transfers is independent of
each other, so the transfer operation can be formulated by the M/G/1 queuing model. Guan and Liu [29]
took gate operating cost and the trucker’s cost associated with excessive waiting time into account,
and a stationary M/Ek/C queuing model is applied to calculate the queue length at gate and optimize
the appointment quota of different periods. However, due to the changing of truck arrivals and terminal
service ability over time, it is not accurate to use stationary queuing models to estimate queue length.
To fix this problem, Chen et al. [8] proposed a point-wise stationary approximation model to analyze
time-dependent truck queuing processes at gate lanes and yard zones viewed as M/M/1 and M/G/1
queues, respectively, and a two phase optimization approach is used to compute a system optimal
truck arrival pattern and a desirable pattern of time-varying tolls. Zeng [30] and Zhang [31] developed
an optimization model for truck appointment to optimize the appointment quota based on the BCMP
queuing network, and the M/Ek/C queuing model is applied to describe the queuing process of trucks
at gate lanes and yard zones. Xu et al. [32] used queue theory and the stationary backlog-carryover
approach to build the two-phase multi-objective queuing model at gate and yard, which can deal with
the case when truck arrival rate exceeds gate service rate. Zhang et al. [33] proposed an optimization
model of truck appointment considering coordinated service of inner and outer container trucks
based on the vacation queuing system. Jiang et al. [34] optimized the appointment quota of different
periods for each vessel according to the shipping schedule and the number of export containers.
However, the yard crane scheduling generally affects the queuing model of the terminal yard and the
waiting time of trucks in the terminal yard. Therefore, Yang et al. [35] proposed a new mechanism
of appointment considering dynamic deployment of yard crane based on the two-way transmission
of information between truck drivers and the marine container terminal. Ma et al. [36] developed
a bi-level programming model integrating truck appointment and crane deployment.

From the above literature review, we find that existing researches on the measures to alleviate
truck queuing mostly focused on the performance, design, and implementation of TAS. Most studies
divide the decision period into several sub-periods and determine the appointment quota of each
period, and truckers can choose their preferred appointment period. It can provide more choices for
truckers. However, if the arrival time distribution of trucks that deliver containers for the same vessel is
too scattered, it will affect the organizational efficiency of yard operation. In addition, the appointment
optimization models in current literature paid little attention to the relationship between truck arrivals
and vessel arrivals. Although the model proposed by Jiang [34] can determine the appointment quota
of different periods for each vessel, the ratio of export containers of the same vessel stored at each
certain block has not been considered. Because of this, the truck arrivals are still uncontrollable and
it is difficult to effectively solve the congestion problem in a container terminal yard. In addition,
the storage capacity of each block is limited. Obviously, existing appointment optimization models do
not take this situation into account.

As a significant contributor of GHG emissions, marine container terminals have responsibilities
for energy saving and emission reduction. A number of researches have investigated carbon emissions
generated from various activities related to seaports. Carbon emissions are typically generated
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from container ships, equipments that are used to load, unload, and transport containers in the
marine container terminal, and external trucks transporting containers between the marine container
terminal and its hinterland. Some studies investigated generated air emissions during a container
vessel’s maneuver and berth process. Goldsworthy [37] analyzed the impact of ship type, ship size,
operating mode, and machinery type on air emissions in ports. Some studies calculated various
emissions, air pollutants (NOx, PM10, SO2), and greenhouse gases (GHGs; CO2, CH4, N2O) of ships in
different ports [38,39]. Some studies analyzed the air emissions generated from the equipment used in
port operation. Yu et al. [40] evaluated the emissions from two states of yard tractors during loading,
i.e., moving at normal speed and suffering from congestion. Liu and Ge [41] optimized the number of
QCs in order to minimize emission from QCs and AGVs at idling state in queue during an unloading
process of containers from QCs to AGVs. The Inventory of Air Emissions 2018 by POLA revealed
that RTGCs accounted for approximately 10% of total CO2 emissions generated from cargo handling
equipment in the terminal [42]. The RTGCs are sometimes in idling situation, waiting without work,
during operation. Therefore, Li [43] introduced a reforming plan of RTGs’ engine with double speed
unit to meet the need of continuous power supply and energy conservation. Yang and Chang [44]
compared the performance of rubber-tired gantry cranes (RTGCs) and electric rubber-tired gantry
cranes (E-RTGCs) from the perspective of energy savings and CO2 reduction. External trucks also
contributed a large amount of air emissions during receiving/delivery operations from hinterland to
port [45,46]. However, these studies only consider the air emissions of 1–2 operation processes related
to vessels. Sim [47] used a system dynamics approach to calculate the total amount of carbon emissions
produced during the entire processes in a container terminal related to a vessel. Previous studies only
focused on truck idling emissions and did not take yard crane idling emissions into account.

In this study, we try to fill these gaps by proposing a new terminal appointment system with
VDTWs, which designates a truck arrival time window for each vessel, divides the time window
into several appointment periods, and determines the appointment quota of each period for each
vessel to minimize the total carbon dioxide emissions of truck fleet and RTGCs. This paper makes the
following main contributions: (1) It combines TAS with VDTWs, which can make truck arrivals at the
terminal yard more controllable; (2) it considers the storage of export containers from the same vessel
in different blocks, so that it can be guaranteed that the storage capacity limit is not exceeded under
an optimized truck arrival pattern; (3) as a yard system is typically a bottleneck, this paper considers
the constraint of the maximum queue length, so as to effectively control the congestion in the terminal
yard; (4) considering the external trucks and RTGCs are both contributors of GHG emission during
the receiving/delivery operations, this paper aims to reduce CO2 emissions produced by idling trucks
and RTGCs.

3. Problem Description

Determining the truck arrival time window for each vessel and the appointment quota of each
period is the key to the implementation of TAS. The truck arrival time window for each vessel consists
of the starting point and ending point of the time window. Each time window is equally divided into
several appointment periods, and the appointment quota is the maximum amount of trucks of each
appointment period. In this paper, the proposed a truck arrival pattern based on VDTWs establishing
an effective connection between the terminal and the outside yard. For each vessel calling at the
terminal, the terminal firstly releases the time window and determines the appointment quota of each
period. Next, the outside yards choose the appropriate appointment period and make an appointment
for export drop-offs according to their transport capacity. Then, the terminal confirms the final truck
arrival planning and informs each yard, and yards arrange trucks to deliver containers. The process
of truck entering the port is as follows: A truck picks up containers in the outside yard and delivers
containers to the port, and it has to wait for entering the port when the gate is busy; then, the truck
arrives at the predetermined block waiting for the unloading operation of RTGC after the gate checks
containers and prints the admission ticket; the truck leaves the yard with containers unloaded, and then
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leaves the gate after finishing the departure formalities. Therefore, a two-phase queuing system is
developed to describe the queuing process of trucks at gate and yard, as is shown in Figure 1.
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Figure 1. A two-phase queuing system in a marine container terminal.

The number of hourly truck arrivals in one week is shown in Figure 2. It can be seen that the
arrival pattern of the delivery trucks is obviously uneven. That is to say, the arrival rate of the delivery
trucks varies with time. Therefore, some studies assume that the arrival of the delivery trucks is
a non-homogeneous Poisson process (NHPP) [8,31,48]. It is important to apply statistical tests to
determine if an NHPP is actually appropriate for the arrival pattern of the delivery trucks. To solve
this problem, Brown et al. [49,50] converted it into a standard statistical test to determine whether
data can be regarded as a sample from a sequence of independent and identically distributed random
variables with a specified distribution. Because of the continuous and slow change of the arrival rate
with time, NHPP can be transformed into a piecewise-constant non-homogeneous Poisson process (PC
NHPP). Thus, the arrival rate of the delivery trucks is constant in a sufficiently short interval. Therefore,
the NHPP test can be divided into two steps. The first step is to divide a day into several short intervals,
so that the arrival rate of the delivery trucks in each interval does not change significantly. The second
step is to test whether the arrival of the delivery trucks is homogeneous in the subset of these short
intervals. For example, the intervals at the same time of multiple days or multiple continuous intervals
in a day. The commonly used NHPP statistical test models are: CU KS test and Log KS test.
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(1) CU KS test

One day is divided into B short intervals, nb delivery trucks arrive at the marine container terminal
within the bth (b = 1, 2, · · · , B) interval [0, L]. Let Tab denote the arrival time of the ath delivery trucks
arriving at the marine container terminal within the bth interval, T1b ≤ T2b ≤ · · · ≤ Tnbb. Applying the
CU transformation to transform random variable Tab into random variable Uab = Tab/L, {Uab} ∼ U(0, 1).
The KS test is based on the maximum difference between the empirical cumulative distribution function
Fnb(x) and underlying cumulative distribution function F(x) [50]:

Dnb = max
x

{∣∣∣Fnb(x) − F(x)
∣∣∣}, (1)

Fnb(x) =
1
nb

nb∑
a=1

I(Uab ≤ x) 0 ≤ x ≤ 1, (2)

F(x) = x 0 ≤ x ≤ 1, (3)

where I(·) is the indicator function.

(2) Log KS test

Brown [49,50] constructed an exponential random variable Rab with parameter 1 through the
log transformation.

Rab = (nb + 1− a)
(
−log

(
L− Tab

L− Ta−1,b

))
a = 1, 2, · · · nb (4)

Fnb(x) =
1
nb

nb∑
a=1

I(Rab ≤ x) 0 ≤ x ≤ 1 (5)

F(x) = 1− e−x (6)

Kim et al. [50] indicated that the sample size of each subset about 200–300 is sufficient and
reasonable. Therefore, the short intervals are set, according to Table 1, to reach the sample size. We set
L = 1 h and L = 0.5 h, respectively, the test results of CU KS test and Log KS test are shown in Table 1.
We compare the p-value of the test to the significance level α = 0.05. If the p-value is less than 0.05,
we reject the null hypothesis that the arrival of the delivery trucks is a non-homogeneous Poisson
process. For L = 1 h, only 27 subsets’ p-values of the CU KS test are greater than 0.05, and 24 subsets’
p-values of the Log KS test are greater than 0.05. However, when we set L = 0.5 h, 40 subsets’ p-values
of the CU KS test are greater than 0.05, and 31 subsets’ p-values of the Log KS test are greater than
0.05. These four subsets that fail to pass the CU KS test pass the Log KS test. Moreover, on the whole,
E(PCU) = 0.3631 and E

(
PLog

)
= 0.1908. The results show that the arrival of the delivery trucks is

a non-homogeneous Poisson process.
The service time of the terminal gate during six consecutive hours is counted, and the frequency

distribution histogram is shown in Figure 3. The Chi-square goodness of fit test is a most commonly
used technique for testing whether a sample of data comes from a population with a specific distribution.
The Chi-square statistic is defined as:

χ2 =
k∑

i=1

(Ni − ei)
2

ei
, (7)

ei = n
[
F̂(Ci) − F̂(Ci−1)

]
, (8)

where Ni represents the observed frequency in category i; ei represents the expected frequency in
category i; [Ci−1, Ci) represents the range of category i; F̂(x) represents the cumulative distribution
function of terminal gate service time.
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Table 1. The p-values of the CU KS test and Log KS test of a non-homogeneous Poisson process (NHPP).

Time nb
CU KS Test Log KS Test

L=0.5h L=1h L=0.5h L=1h

14 July 00:00–14 July 18:00 256 0.1313 0.1477 0.5864 0.0013
14 July 18:00–15 July 10:00 279 0.0893 0.0338 0.1224 0.3453
15 July 10:00–15 July 14:00 260 0.6514 0.2116 0.0393 0.0414
15 July 14:00–15 July 18:00 239 0.1959 0.0882 0.1418 0.0499
15 July 18:00–16 July 8:00 242 0.2667 0.0000 0.0235 0.0069
16 July 8:00–16 July 12:00 240 0.1226 0.0104 0.1052 0.0034

16 July 12:00–16 July 18:00 259 0.1545 0.7477 0.4571 0.7642
16 July 18:00–16 July 24:00 201 0.3556 0.1693 0.0371 0.0003
16 July 24:00–17 July 12:00 275 0.3341 0.6114 0.0000 0.0533
17 July 12:00–17 July 16:00 257 0.2871 0.6779 0.5132 0.2111
17 July 16:00–17 July 24:00 291 0.4680 0.0142 0.0831 0.0005
17 July 24:00–18 July 12:00 189 0.1157 0.1052 0.2708 0.1346
18 July 12:00–18 July 16:00 409 0.0015 0.0589 0.0871 0.0864
18 July 16:00–18 July 18:00 296 0.6989 0.9450 0.0003 0.0001
18 July 18:00–18 July 20:00 280 0.6393 0.8370 0.0073 0.0027
18 July 20:00–19 July 8:00 196 0.6027 0.0004 0.6730 0.2958
19 July 8:00–19 July 10:00 334 0.6304 0.4638 0.0101 0.0011

19 July 10:00–19 July 12:00 320 0.1582 0.0196 0.0454 0.0576
19 July 12:00–19 July 14:00 270 0.8721 0.7229 0.1451 0.0711
19 July 14:00–19 July 24:00 249 0.1398 0.0347 0.2931 0.1547
19 July 24:00–20 July 12:00 359 0.1922 0.0107 0.1247 0.0481
20 July 12:00–20 July 16:00 305 0.5903 0.0871 0.2279 0.5239
20 July 16:00–21 July 12:00 217 0.4831 0.0394 0.1008 0.0043
21 July 12:00–21 July 18:00 248 0.3520 0.4404 0.6264 0.6919
21 July 18:00–22 July 8:00 209 0.1533 0.2846 0.4561 0.0497
22 July 8:00–22 July 14:00 387 0.0024 0.0058 0.5323 0.1792

22 July 14:00–22 July 18:00 332 0.1614 0.0382 0.0904 0.0764
22 July 18:00–22 July 24:00 274 0.0027 0.0007 0.0679 0.4879
22 July 24:00–23 July 12:00 236 0.8998 0.3438 0.2641 0.0173
23 July 12:00–23 July 16:00 220 0.8784 0.8289 0.1710 0.2525
23 July 16:00–23 July 20:00 271 0.1168 0.0209 0.0891 0.0663
23 July 20:00–24 July 10:00 247 0.0931 0.0042 0.2227 0.2424
24 July 10:00–24 July 14:00 232 0.3408 0.0660 0.0036 0.0074
24 July 14:00–24 July 18:00 368 0.9951 0.0867 0.5613 0.1891
24 July 18:00–25 July 2:00 192 0.1361 0.1686 0.0923 0.3122
25 July 2:00–26 July 13:00 281 0.0000 0.0024 0.0778 0.8467

26 July 13:00–26 July 15:00 316 0.9903 0.3096 0.0190 0.0134
26 July 15:00–26 July 18:00 265 0.4963 0.4893 0.4485 0.3692
26 July 18:00–26 July 21:00 479 0.0669 0.1102 0.0000 0.0000
26 July 21:00–26 July 23:00 277 0.2232 0.0386 0.2257 0.2848
26 July 23:00–27 July 8:00 301 0.8806 0.1596 0.0013 0.0048
27 July 8:00–27 July 10:00 343 0.5620 0.5131 0.0021 0.0029

27 July 10:00–27 July 12:00 245 0.2238 0.2189 0.1113 0.1704
27 July 12:00–27 July 24:00 269 0.2197 0.0403 0.2381 0.0446
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Under the null hypothesis that the terminal gate service time follows the exponential distribution,
the critical value at the 0.05 significance level is 18.31. According to formula (7) and (8), we calculated
the Chi-square statistic χ2 = 17.778. Chi-square statistic is less than the critical value, therefore, we do
not reject the hypothesis that the service time of the terminal gate follows the exponential distribution.
The gate lanes with single waiting lines can be viewed as multiple independent M(t)/M/1.

According to Burke’s theorem, the M/M/1 queuing system in the stationary state has a departure
process identical to the arrival process, so the departure process of customers is viewed as a Poisson
process and the discharge rate is equal to the arrival rate [51]. Therefore, the arrival process of trucks to
yard zone can be regarded as a Poisson process. The service time of the RTGCs during six consecutive
hours is counted, and the frequency distribution histogram is shown in Figure 4. Under the null
hypothesis that the service time of RTGCs follows the exponential distribution, the critical value at the
0.05 significance level is 37.68. According to formula (7) and (8), we calculated the Chi-square statistic
χ2 = 602.947. Chi-square statistic is larger than the critical value, therefore, we reject the hypothesis
that the service time of RTGCs follows the exponential distribution. Under the null hypothesis that
the service time of RTGCs follows the Erlang distribution, the critical value at the 0.05 significance
level is 36.42. According to formula (7) and (8), we calculated the Chi-square statistic χ2 = 139.2506.
Chi-square statistic is larger than the critical value, therefore, we reject the hypothesis that the service
time of RTGCs follows the Erlang distribution. Furthermore, the service time of the RTGCs can be
easily affected by the operating habits of the operators, the stacking rules of the export containers,
and other factors. Therefore, it is assumed that the service time of the RTGCs follows the general
distribution. The yard blocks can be viewed as multiple independent M(t)/G/K.

Since truck arrivals change over time, the queuing process of trucks at the gate and yard are
non-homogeneous Poisson processes. A point wise stationary fluid flow approximation (PSFFA) [52,53]
approach is applied to convert the non-homogeneous process into a sequence of time intervals, so that
stationary approximations can be used to calculate the queuing length, while the arrival rate of delivery
trucks at each yard block is different. In order to reasonably appoint the delivery of trucks, it is
necessary to consider the limitation of yard capacity and queue length of each yard block.
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4. Truck Appointment Model for Container Delivery

4.1. Model Assumptions

The following assumptions are used in the model:

1. Container vessels provide weekly liner service, so the planning period is one week;
2. The service capacity of each gate lane is the same, and the service capacity of each RTGC is

the same;
3. The export containers on each vessel are centralized stores at several designated blocks in

a certain proportion;
4. The gate lanes for delivery trucks and pickup trucks are set separately. Moreover, the export

containers and import containers are stored at different blocks. Therefore, the influence of pickup
trucks on delivery trucks is not considered;

5. Each block deploys K RTGCs, which only serve outside delivery trucks without inside trucks.
RTGCs scheduling between different blocks is not considered. Since there will be containers
arriving at the port on each vessel in each period, RTGCs have no time to serve other blocks with
higher utilization rate;

6. In the gate layer, the gate lanes with single waiting lines can be viewed as multiple independent
M(t)/M/1 queuing processes. In the yard layer, the yard blocks can be viewed as multiple
independent M(t)/G/K queuing processes;

7. The ending point of the truck arrival time window for each vessel has to be earlier than the
corresponding vessel arrival time so that the terminal has enough time to arrange shipment;

8. Considering the capacity limitation of the yard, when the queue length of trucks at a yard block
reaches the upper limit, the delivery trucks are not allowed to enter the gate.

4.2. Variable Definitions

In this model, all the input variables, derived variables, and decision variables are listed.
Input variables:

z: Index of vessel, z = 1, 2, · · · , Z, where Z is the number of vessels;
TA

z : The estimated time of arrival of vessel z(h);
TD

z : The estimated time of departure of vessel z(h);
Vz: The volume of export containers related to vessel z (natural container);
co: The CO2 emission factor of a delivery truck per hour while idling (kg/h);
cR: The CO2 emission factor of a RTGC per hour while idling (kg/h);
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N: Planning horizon (day);
p: Index of appointment periods, where the planning horizon is divided into P periods, p = 1, 2, · · · , P;
t: Index of fluid-based modeling time intervals, where the planning horizon is divided into T time
intervals t = 1, 2, · · · , T;
α: The average loading rate of delivery trucks;
i: Index of gate lane, i = 1, 2, · · · , I, where I is the number of gate lanes;
j: Index of yard block, j = 1, 2, · · · , J, where J is the number of yard blocks;
k: Index of RTGC deployed to one block, k = 1, 2, · · · , K;
βzj: The ratio of export containers of vessel z stored at block j;
Z j: The set of vessels whose export container are stored at block j;
ug

it: The service rate of gate lanes i at interval t (truck/h);

uy
jkt: The service rate of the RTGC k deployed to block j at interval t (natural container/h);

Cs: The coefficient of variation of service time distribution of a RTGC;
Tl: The minimum length of time window for export containers on an arriving vessel;
Tk: The maximum length of time window for export containers on an arriving vessel;
Y j: The maximum storage capacity of block j;
γ: The maximum of containers waiting in the queue at each block.

Derived variables:

m: The number of time intervals included in one appointment period;
λzp: The appointment quota of export containers related to vessel z (arriving at terminal gate) at
appointment period p;
λ

g
zt: The number of trucks related to vessel z arriving at terminal gate at interval t;
λ

g
it: The number of trucks arriving at gate lane i at interval t;

lg
it: The average number of trucks waiting in queue at gate lane i at interval t;

dg
it: The actual discharge rate of gate lane i at interval t (truck/min);

ρ
g
it: The capacity utilization rate of gate lane i at interval t;

wg
p : The average waiting time of trucks at terminal gate during appointment period p (min);

wg: The average waiting time of trucks at terminal gate during the planning horizon (min);
λ

y
t : The number of export containers arriving at yard at interval t;
λ

y
jt: The number of export containers arriving at block j at interval t;

ly
jt: The number of export containers waiting at block j at interval t;

dy
jkt: The discharge rate of RTGC k deployed to block j at interval t (natural container/min);

ρ
y
jkt: The average utilization rate of RTGC k deployed to block j at interval t;

wy
jp: The average waiting time of trucks at block j in appointment period p (min);

wy: The average waiting time of trucks at yard in the planning horizon (min);
dzp: dzp = 1, if vessel z has departed at appointment period p; dzp = 0, if vessel z is berthing in the
marine container terminal at appointment period p.

Decision variables:

PS
z : The starting appointment period for delivery trucks related to vessel z;

PE
z : The ending appointment period for delivery trucks related to vessel z.
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4.3. Optimization Model

4.3.1. Objective Function

The objective function (9) is to minimize the total CO2 emissions of truck fleet and RTGCs during
idling. The first summation in the objective function corresponds to the CO2 emissions of truck fleet
while waiting in line at the terminal gate and yard. The CO2 emissions of truck fleet during idling are
calculated by multiplying the total waiting time at the terminal gate and yard by the CO2 emission
factor of a delivery truck per hour during idling. The second summation describes the CO2 emissions
of RTGCs during idling. RTGCs may wait without work during operation. The CO2 emissions of
RTGCs during idling are calculated by multiplying the total idling time of all RTGCs by the CO2

emission factor of a RTGC per hour during idling.

min


 T∑

t=1

lg
t +

T∑
t=1

J∑
j=1

ly
jt

24N
T

co +
T∑

t=1

K∑
k=1

J∑
j=1

(
1− ρy

jkt

)24N
T

cR

 (9)

4.3.2. Time Window Optimization

Each vessel calling at the marine container terminal is assigned a truck arrival time window.
Constraints (10) and (11) indicate that the length of time window for export containers on a delivering
vessel must be longer than Tl h and shorter than Tk h. As a practical requirement of ship loading
operation, constraint (12) requires that the ending point of a time window for export containers on each
vessel has to be earlier than the estimated time of arrival of the corresponding vessel. Constraint (13)
calculates the number of containers related to vessel z arriving at the terminal gate at appointment
period p. Constraint (14) judges whether the vessel z has left the port during the appointment period p.
Constraint (15) states the number of export containers arriving at each block should meet the storage
capacity constraints of each block during the appointment period. After all the export containers
related to vessel z have been loaded on board and vessel z departed the container terminal, the occupied
stacking space can be released. Constraint (16) ensures that the starting and ending appointment
period for delivery trucks related to vessel z are integer.(

pE
z − pS

z + 1
)24N

P
≥ Tl

∀z (10)

(
pE

z − pS
z + 1

)24N
P
≤ Tk

∀z (11)

pE
z

24N
P
≤ TA

z ∀z (12)

λzp =
Vz(

pE
z − pS

z + 1
) ∀z, p (13)

dzp =

{
1 , (p− 1) 24N

P ≥ TD
z

0 , (p− 1) 24N
P < TD

z
∀z, p (14)

∑
z∈Z j


p∑

p′=1

λzp′ −Vzdzp

βzj ≤ Y j ∀ j, p (15)

pE
z , pS

z is integer (16)

4.3.3. Constraints at Gate

The gate follows the FCFS principle, and the gate system can be described in a multiple server
M(t)/M/1 queuing process. Constraint (17) calculates the number of time intervals included in one
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appointment period. As required by PSFFA, truck arrivals during appointment period p are converted
into a sequence of arrivals for each interval. The number of trucks related to vessel z arriving at gate
during interval t can be calculated with constraint (18). The aggregated truck arrivals are evenly
distributes among gate lanes. Constraint (19) calculates the number of trucks arriving at gate lane i at
interval t. Constraint (20) is the flow balance function based on the fluid-based approximation approach,
which means that changes in the queue length at gate are equal to arrivals minus departures. Constraint
(21) calculates the discharge rate of trucks at gate lane i at interval t. Constraint (22) indicates the
relationship between the queue length at gate lane and the utilization rate of gate lane. Constraint (23)
estimates the average waiting time of trucks at gate in appointment period p. Constraint (24) estimates
the average waiting time of trucks at gate in the planning horizon.

m =
T
P

(17)

λ
g
zt =

λzp

mα
∀z, t = (p− 1)m + 1, (p− 1)m + 2, · · · , pm (18)

λ
g
it =

Z∑
z=1

λ
g
zt/I ∀i, t (19)

lg
i(t+1)

= max
(
lg
it + λ

g
it −

24·60N
T

dg
it, 0

)
∀i, t (20)

dg
it =

ug
it

60
ρ

g
it ∀i, t (21)

lg
it =

ρ
g
it

1− ρg
it

∀i, t (22)

wg
p =

pm∑
t=(p−1)m+1

I∑
i=1

lg
it/

pm∑
t=(p−1)m+1

I∑
i=1

dg
it ∀p (23)

wg =
T∑

t=1

I∑
i=1

lg
it/

T∑
t=1

I∑
i=1

dg
it (24)

4.3.4. Constraints at Yard

The yard system can be described in a multiple server M(t)/G/K queuing process. Constraint (25)
calculates the number of trucks arriving at yard at interval t, which are determined by discharge rates
of all the gate lanes. Constraint (26) calculates the number of export containers arriving at block j at
interval t, which are determined by the number of trucks arriving at yard at interval t and a predefined
yard destination proportion. Constraint (27) is the flow balance requirement based on the fluid-based
approximation approach, which states that changes in the queue length at block j is equal to arrivals
minus departures. Constraint (28) calculates the discharge rate of RTGC k deployed to block j at
interval t. Constraint (29) estimates the number of export containers waiting at block j at interval t.
Constraint (30) ensures that the number of export containers waiting at each block at any interval
should not exceed the maximum of containers waiting in the queue. Constraint (31) estimates the
average waiting time of trucks at block j in appointment period p. Constraint (32) estimates the average
waiting time of trucks at yard in the planning horizon.

λ
y
t =

24·60N
T

I∑
i=1

dg
it ∀t (25)
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λ
y
jt = λ

y
t α

∑
z∈Z j

βzj

λg
zt/

I∑
i=1

λ
g
it

 ∀ j, t (26)

ly
j(t+1)

= max

ly
jt + λ

y
jt −

24·60N
T

K∑
k=1

dy
jkt, 0

 ∀ j, t (27)

dy
jkt =

uy
jkt

60
ρ

y
jkt ∀ j, t, k (28)

ly
jt =

ρ
y
jkt

[
1 + Cs

2
]

2
(
K − ρy

jkt

) [1 +
K−1∑
n=0

(K − 1)!(K − ρy
jkt)

n!ρy
jkt

K−n
]

−1

+ ρ
y
jkt ∀ j, t, k (29)

ly
jt ≤ γ ∀ j, t (30)

wy
jp =

pm∑
t=(p−1)m+1

ly
jt/

pm∑
t=(p−1)m+1

K∑
k=1

dy
jkt ∀ j, p (31)

wy =
T∑

t=1

J∑
j=1

ly
jt/

T∑
t=1

J∑
j=1

K∑
k=1

dy
jkt (32)

5. Solution Methodology

The above optimization model is nonlinear based on the discrete independent variables and the
number of variables is big in a real case. Therefore, heuristic algorithms are needed to solve the problem.
Genetic algorithm is a well-known meta-heuristic algorithm that can effectively find near-optimum
solutions of scheduling problems [42,43,54,55]. It can avoid the shortcomings that exist in classical
local search algorithms on difficult search spaces [56]. It has the advantage of flexibility that there is no
special requirement to the form of the problem. It can also be easily combined with exact solution
algorithms and local search algorithm to improve the convergence patterns [48]. Considering the
characteristics of this model, a hybrid genetic algorithm based on simulated annealing (SAGA) is
designed to solve the model. The idea of simulated annealing is introduced into the evolution process
of genetic algorithm to alleviate the selection pressure of genetic algorithm and enhance the global
search ability of genetic algorithm. The implementation procedure of adaptive genetic algorithm is
shown in Figure 5, and the main steps are as follows.

Step1: Coding method and population initialization. The chromosome is composed of the starting
and ending points of the truck arrival time window of vessels, and each is coded by integer numbers.
A chromosome can be represented as (pS

2 , pS
2 , · · · , pS

Z, pE
1 , pE

2 , · · · , pE
Z). This paper adopts the approach of

initializing individuals randomly under the constraint of constraints (10)–(12), ensuring that every
individual is feasible.

Step 2: Fitness evaluation and parent selection. Calculate the total carbon dioxide emissions of
truck fleet and RTGCs during idling, taking the reciprocal value of total carbon dioxide emissions of
truck fleet and RTGCs during idling as the fitness value. To select a parent, a roulette wheel approach
is applied. The highest fitness individual of current population is retained to the next generation to
ensure that the final outcome of GA is the highest fitness individual of all generations.

Step 3: Crossover. In this paper, the multi-point crossover is employed, and the specific process is
shown in Figure 6.
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Step 4: Mutation. In this study, the single-point mutation operator is applied. The gene values at
the variation points are regenerated randomly according to the method of initial population generation.

Step 5: Offspring acceptance. After implementing the mutation operation, some offspring might
don’t meet the constraints (15) and (30). These individuals are replaced by feasible ones, which are
randomly generated.

Step 6: Simulated annealing operation. Simulated annealing operation is conducted after
cross-mutation. Using the cooling operation Temp = Temp0dIter−1, Temp is the current temperature,
Temp0 is the initial temperature, d is the cooling coefficient, and Iter is the genetic algebra.
Each temperature is iterated Rmax times. Calculating the maximal fitness in the new population
max(Fitnew) and in the original population max(Fitold), respectively. If max(Fitnew) ≥ max(Fitold), the new
population is taken as the initial population of the next annealing iteration. If max(Fitnew) < max(Fitold),
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the new population is accepted as the initial population of the next annealing iteration by probability

e
max(Fitnew)−max(Fitold)

Temp .
Step 7: Stoppage rules. An experimentally-determined maximum elapsed generation is used

as the termination rule. The optimal individual of each generation is regarded as the result of
genetic algorithm.

6. Numerical Experiments

In this section, the proposed optimization model is tested using the data provided by the Dalian
container terminal (DCT), which has seven special container berths, 18 gate lanes, and 38 RTGCs.
The DCT is a quay-type container terminal. Its layout is shown in Figure 7. This paper takes 44 vessels,
calling at the port during the period 21–27 July 2014, as an example, and collects the related export
containers and trucks information to conduct the research on the gate–yard queuing system by using
the established queuing model in the paper. The export containers of 44 vessels were stored at 19 blocks,
respectively. Since the container vessels almost provide weekly liner service, the planning horizon
is set to seven days. With the travel time of trucks from the outside yard to the terminal considered,
the length of appointment period is set to 0.5 h, and then the number of appointment periods is set to
P = 336. When m is set to 60, the accuracy of the model can be well ensured and is almost the same
with m = 600, but when m is smaller than 60, the accuracy falls sharply [8]. In order to guarantee the
accuracy and calculation efficiency of the model, T is set to T = 5040. The other input variables and
the input values are shown in Table 2. Note that the emission factor co comes from the Inventory of Air
Emissions 2018 by POLA [57]. A RTGC consumed 5 kg/h of diesel oil while idling [58]. The emission
factor cR is calculated by multiplying the diesel oil consumption, 5 kg/h, by the carbon density of diesel
oil, 3.0959 kg CO2-e/kg. The estimated arrival and departure time of vessels and storage position of
export containers are shown in Table 3. The maximum storage capacity of each block is shown in
Table 4.Sustainability 2019, 11, x FOR PEER REVIEW 17 of 27 
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Figure 7. The layout of the Dalian container terminal (DCT).

Table 2. Values of the input variables in the optimization model.

Input Variable co

(kg/h)
cR

(kg/h)
ug

it
(truck/h)

uy
jkt

(container/h)
Cs

Tl

(h)
α I

Value 5.728 15.48 59 19 0.42687 6 1.4 4
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Table 3. The estimated arrival and departure time of vessels and storage position of export containers.

Vessel No. TA
z TD

z Block No. Number of Containers Stacked
(Natural Container)

1 21 July 2014 5:00 21 July 2014 15:30 9 100

2 21 July 2014 1:00 21 July 2014 10:30 1 111

3 21 July 2014 10:00 21 July 2014 22:30 1 234

4 21 July 2014 14:30 22 July 2014 1:00 9 159

5 21 July 2014 19:30 22 July 2014 9:30 14 239

6 21 July 2014 21:30 22 July 2014 8:30 12 224

7 21 July 2014 23:30 22 July 2014 8:00 11 86

8 22 July 2014 8:30 22 July 2014 23:30 7 273

9 22 July 2014 9:00 23 July 2014 2:00 16 247

10 22 July 2014 16:00 23 July 2014 7:00 15 135

16 94

11 22 July 2014 17:00 23 July 2014 13:00 2 86

12 22 July 2014 23:00 23 July 2014 13:00 4 204

13 23 July 2014 5:30 23 July 2014 15:00 4 107

14 23 July 2014 15:00 24 July 2014 7:00 12 123

17 110

15 23 July 2014 17:00 24 July 2014 7:30 3 85

5 65

16 23 July 2014 17:00 24 July 2014 1:00 19 77

17 23 July 2014 19:30 24 July 2014 7:00 10 155

18 23 July 2014 22:00 24 July 2014 8:00 17 146

19 24 July 2014 1:00 24 July 2014 13:00 5 92

20 24 July 2014 5:00 24 July 2014 17:00 11 227

21 24 July 2014 13:00 25 July 2014 0:00 8 253

22 24 July 2014 16:30 25 July 2014 5:30 1 94

23 24 July 2014 17:30 25 July 2014 5:00 18 214

24 26 July 2014 19:00 27 July 2014 11:00 8 109

25 27 July 2014 10:30 28 July 2014 0:00 11 157

16 253

26 26 July 2014 20:00 27 July 2014 6:00 6 158

27 26 July 2014 21:30 27 July 2014 14:00 13 202

28 26 July 2014 20:30 27 July 2014 9:30 11 171

29 26 July 2014 21:00 27 July 2014 9:30 17 233

30 26 July 2014 22:30 27 July 2014 12:30 10 149

31 26 July 2014 22:30 27 July 2014 12:30 14 60

32 27 July 2014 8:30 28 July 2014 0:00 3 44

9 157

33 27 July 2014 6:00 28 July 2014 0:00 4 169

34 27 July 2014 10:00 28 July 2014 0:00 7 127

35 27 July 2014 12:30 27 July 2014 22:00 14 105

36 27 July 2014 13:00 28 July 2014 3:00 10 155

13 130

37 27 July 2014 18:30 28 July 2014 8:00 15 76

38 27 July 2014 19:00 28 July 2014 6:00 2 132
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Table 3. Cont.

Vessel No. TA
z TD

z Block No. Number of Containers Stacked
(Natural Container)

39 27 July 2014 20:00 28 July 2014 10:00 1 160

3 127

40 27 July 2014 21:30 28 July 2014 6:00 4 78

41 27 July 2014 22:00 28 July 2014 12:30 16 180

18 197

42 27 July 2014 22:30 28 July 2014 13:30 16 80

43 27 July 2014 23:30 28 July 2014 14:30 2 53

44 27 July 2014 23:30 28 July 2014 10:00 9 110

Table 4. The maximum storage capacity of each block.

Block No. 1 2 3 4 5 6 7 8 9 10

Maximum storage
capacity 500 500 500 500 500 500 500 500 500 550

Block No. 11 12 13 14 15 16 17 18 19

Maximum storage
capacity 550 550 550 550 520 520 520 520 300

6.1. Algorithms Comparison

To test the applicability of the adopted M(t)/M/1 and M(t)/G/K truck queuing model and the
proposed genetic algorithm, the simulation code is implemented in Matlab R2014a and performed
based on a PC with four Intel Core i7 @ 3.2 GHz processors and 8 GB RAM. SAGA algorithm and GA
algorithm use the same example and genetic parameters. The maximum length of time window for
export containers of one vessel delivering Tk is set to 24 h. The number of RTGCs deployed to one
block is set to K = 1.

The GA parameters population size, crossover probability, mutation probability, and maximum
elapsed generation are set as 160, 0.6, 0.3, and 100, respectively. The simulated annealing parameters
are set to Temp0 = 2000, d = 0.9, and Rmax = 10. Population size, maximum elapsed generation,
and temperature iterated times are determined by trying some pilot calculations in which it is observed
that these parameters are set sufficient. We carried out 12 groups of experiments to discuss the effect of
parameter settings of crossover probability and mutation probability on the performance. Each setting
of parameters is run for 10 times, and the average results of experiments are shown in Table 5. It is
obvious that the best parameter settings of crossover probability and mutation probability for the
algorithm are 0.6 and 0.3.

The convergence process of the population optimal value of SAGA and GA are shown in Figure 8.
The population optimal value of SAGA reaches convergence in 92 generations where the minimum
objective value 8599.843 is obtained. The population optimal value of GA reaches convergence in
96 generations where the minimum objective value 9473.68 is obtained. We can see that SAGA
algorithm has faster convergence speed and can converge to a better solution. The introduction of
simulated annealing makes the algorithm maintain the diversity of population in the evolution process
and enhances the global convergence of genetic algorithm. Therefore, SAGA is chosen for solving
the problem.
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Table 5. The performance comparison of different parameters setting.

No. Crossover Probability Mutation Probability Average Results

1 0.6 0.1 7887.253
2 0.6 0.2 7858.244
3 0.6 0.3 7791.335
4 0.7 0.1 7843.657
5 0.7 0.2 7845.88
6 0.7 0.3 7791.428
7 0.8 0.1 7822.194
8 0.8 0.2 7807.571
9 0.8 0.3 7802.982

10 0.9 0.1 7852.937
11 0.9 0.2 7817.444
12 0.9 0.3 7837.182
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6.2. Optimization Result

Figure 9 shows the comparison between the optimized time windows and the real ones. The result
indicates that the overlapping time window of vessels are greatly reduced, the total length of time
windows decreases from 3410.5 h to 706 h, and the average length of time windows decreases from
77.51 h to 16.05 h. This illustrates the proposed truck arrival pattern based on the VDTWs in this paper
can significantly reduce the total length of time windows and realize the concentrated arrival of vessel
containers. Figure 10 compares the truck arrivals in the real and optimized solution. The result shows
that the optimized truck arrival pattern based on the VDTWs can reduce the regularity of the truck
arrivals and flatten the peaks of hourly truck arrivals.

Figure 11 shows the variation of average waiting time of trucks at gate. The average waiting
time of trucks at gate is reduced from 1.492 min to 1.2142 min, and the longest waiting time decreases
from 2.481 min to 1.8218 min, which illustrates the optimized truck arrival pattern can substantially
reduce the waiting time of trucks at gate. The results show that the number of gate lanes in the DCT
is sufficient to meet the needs of truck arrivals. When the terminal does not take control measures,
it is not an obvious phenomenon for trucks to queue at gate. Therefore, this optimization model is
not obvious to reduce the queuing length of trucks at the terminal gate. However, due to the uneven
distribution of truck arrivals in the different blocks after entering the gate and the lack of RTGCs at
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yard, queuing at the yard is the bottleneck of affecting the truck arrivals. Figure 12 shows the variation
of average waiting time of trucks at the busiest block after using the optimized truck arrival pattern.
The average waiting time of trucks at yard is reduced from 54.9811 min to 9.3241 min, and the longest
waiting time of the busiest block decreases from 316.2273 min to 26.7109 min, which illustrates the
optimized truck arrival pattern can significantly cut down the waiting time of trucks at yard. Under the
optimized truck arrival pattern, the arrival flow of trucks at the yard zone tends to be more stationary,
which can effectively alleviate the yard congestion. However, due to the unbalanced distribution of
truck arrivals in the different blocks, there are still some very busy blocks that trucks need to wait for
a long time there.Sustainability 2019, 11, x FOR PEER REVIEW 21 of 27 
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Figure 12. The truck waiting time at the busiest block in the real and optimized cases.

In addition, the total carbon dioxide emissions of truck fleet and RTGCs while idling of original
solution is 31493.225 kg, the total carbon dioxide emissions of truck fleet and RTGCs while idling of
optimized solution is 8599.843 kg. Especially, the carbon dioxide emissions of RTGCs while idling
decreases from 7804.073 kg to 3075.997 kg.

6.3. Scenario Analysis

Under the optimized truck arrival pattern, truck fleet and container terminal both benefit from
the cooperative game relationship, and a container terminal gains much more profit than truck fleet.
The number of RTGCs deployed to each block directly determines the model of the yard queuing
system and has a great influence on the queuing time of trucks at the yard. Moreover, the appointment
quota of each period depends on the length of time window. To check the influence of K and Tk on
the optimization result, we assume that the value of K can vary from 1 to 2 and the value of Tk can
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vary from 8 to 48. This assumption generates 12 scenarios. The SAGA runs for all these scenarios,
and the optimization results are shown in Table 6. The results indicate that increasing the length of
time window for export containers delivering and the number of RTGCs can effectively cut down
the waiting time of trucks at yard and reduce carbon dioxide emissions of trucks at yard significantly.
However, this will lead to a reduction in the utilization rate of the RTGCs and an increase in the carbon
dioxide emissions of the RTGCs. Especially, due to the uneven distribution of truck arrivals in the
different blocks, an indiscriminate increase in the number of RTGCs will result in more serious idle
problem of the block with very few truck arrivals. Therefore, it is necessary for the marine container
terminals to control the maximum length of time window for export containers of one vessel delivering
and the number of RTGCs deployed to each block.

Table 6. The effect of K and Tk on the queuing system.

Scenario
No.

Number of
RTGCs

Deployed to
Each Block

K

The Maximum
Length of Time

Window
Tk

The Total
Carbon Dioxide

Emissions
(kg)

The Carbon
Dioxide

Emissions of
Trucks at Gate

(kg)

The Carbon
Dioxide

Emissions of
Trucks at Yard

(kg)

The Carbon
Dioxide

Emissions of
RTGCs

(kg)

1 1 8 55,361.43 1926.07 51,819.58 1615.78
2 1 12 18,913.05 576.57 16,224.77 2111.71
3 1 18 8751.04 488.79 5646.06 2616.19
4 1 24 8599.837 470.17 5053.67 3075.9974
5 1 36 8593.95 461.38 4494.95 3637.62
6 1 48 8333.68 457.51 4059.66 3816.51
7 2 8 76,642.46 622.4 74,139.15 1880.91
8 2 12 45,763.35 613.37 42,331.9 2818.08
9 2 18 24,638.44 606.88 19,184.19 4847.37
10 2 24 21,694.44 610.5 14,458.02 6625.92
11 2 36 23,846.06 606.42 13,031.59 10,208.05
12 2 48 23,802.27 604.68 12,930.64 10,266.95

In order to alleviate the congestion in the terminal yard effectively, we present constraints on the
permissible maximum queue length γ. To check the influence of γ on the optimization result, we set
different values for γ and generate 16 scenarios. The optimization results that are shown in Table 7
indicate that restraining the permissible maximum queue length can effectively control the congestion
in the terminal yard. Furthermore, decreasing the value of γ can cut down the waiting time of trucks at
yard and reduce carbon dioxide emissions of trucks at yard. In order to reduce the waiting time of
trucks at each block, a longer time window should be set up for vessels with a large number of truck
arrivals. Therefore, this will lead to a reduction in the utilization rate of the RTGCs and an increase in
the carbon dioxide emissions of the RTGCs.

Table 7. The effect of γ on the queuing system.

Scenario
No.

Number of
RTGCs

Deployed to
Each Block

K

The
Maximum
Length of

Time Window
Tk

The Maximum of
Containers Waiting in

the Queue at Each Block
γ

The Total
CO2

Emissions
(kg)

The CO2
Emissions
of Trucks

at Gate
(kg)

The CO2
Emissions
of Trucks

at Yard
(kg)

The CO2
Emissions
of RTGCs

(kg)

1 1 18 7 9008.47 491.44 5778.03 2739
2 1 18 8 9093.25 500.48 5836.82 2755.95
3 1 18 9 9174.19 496.62 6049.63 2627.94
4 1 18 10 9435.02 505.43 6324.61 2604.98
5 1 24 3 10264.66 530.82 4659.6 5074.24
6 1 24 4 8561.13 472.07 5202.56 2886.5
7 1 24 5 9038.74 483.44 5747.72 2807.58
8 1 24 6 9100.43 478.14 6019.02 2603.27
9 1 36 2 8433.52 470.53 4258.9 3704.09
10 1 36 3 8593.95 461.38 4494.95 3637.62
11 1 36 4 8710.17 461.48 4997.84 3250.85
12 1 36 5 8411.766 464.056 5049.13 2898.58
13 1 48 2 8333.68 457.51 4059.66 3816.51
14 1 48 3 8920.38 455.39 5280.41 3184.58
15 1 48 4 8826.11 459.6 5400.46 2966.05
16 1 48 5 8848.025 465.87 5524.035 2858.12
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7. Conclusions

The irregular arrival of trucks is a key factor that leads to the congestion at gate and yard and
affects the efficiency of receiving and delivery operations at the marine container terminal. Considering
that container arrivals are triggered by vessel arrival process, this paper proposes a new terminal
appointment system with VDTWs. On the basis of existing studies about TAS, this paper establishes
an optimization model for container delivery to determine the truck arrival time window for each
vessel and the appointment quota of each period for each vessel to minimize the total carbon dioxide
emissions of truck fleet and RTGCs. The storage space constraints of each block and the constraint of
maximum queue length are taken into account according to reality. A hybrid genetic algorithm based
on simulated annealing is developed to solve this model. In the genetic algorithm, the application of
the simulated annealing operation can accelerate the search process and ensure that the algorithm
eventually converges to the global optimal solution. Taking Dalian container terminal as an example,
a numerical experiment is conducted. The result indicates that without terminal expansion and
purchase of additional machinery, implementing the optimized truck arrival pattern can significantly
alleviate congestion at gate and yard and reduce carbon dioxide emissions trucks at yard significantly.
Increasing the number of RTGCs and the length of the time window for export containers delivering
can effectively reduce the waiting time of trucks at yard and reduce carbon dioxide emissions of trucks.
However, this will reduce the utilization rate of the RTGCs and increase the carbon dioxide emissions of
the RTGCs. Therefore, it is necessary for marine container terminal operators to control the maximum
length of the time window for export containers delivering by one vessel and the number of RTGCs
deployed to each block. The outcomes can provide decision-making basis for TAS development in
marine container terminals.

In the model built in this paper, the number of RTGCs deployed to each block is fixed. However,
the distribution of truck arrivals between different blocks is uneven. If we blindly adopt the method of
purchasing RTGCs and increase the number of RTGCs deployed to each block to reduce the waiting
time of delivery trucks, it does not only need a lot of money to be invested in, but also causes waste
of crane capacity. In future research, we can utilize the advantage of the RTGC that it can be moved
from one block to another flexibly. We can determine the number of RTGCs to be deployed in each
block and a scheduling plan of RTGCs according to the workload of each block under the optimized
truck arrival pattern. It can both reduce the queuing and improve the utilization rate of the RTGCs.
Therefore, further research needs to consider the scheduling problem of RTGCs and determine the
appropriate number of RTGCs deployed to the yard.
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