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Abstract: Construction companies recognize diversification as a strategy for ensuring financial
sustainability. Hence, the aim of this study was to analyze the dynamic relationship between
business diversification and business performance of construction companies using the vector error
correction model. The expected default frequency, diversification index, domestic construction order,
international construction order, gross Domestic Product, Korea composite stock price index, and
interest rate were defined as analytical variables. To derive implications for diversification strategies,
construction companies were classified into two groups according to the diversification level, and
analyzed from the first quarter of 2001 to the fourth quarter of 2017. The results confirm that the
dynamic relationship between the diversification strategy and business performance depends on
the diversification level of the company. For changes in the markets entered for diversification,
construction companies showed different ways of executing the diversification strategy depending on
the group; this was partially because of differences in internal and external capabilities of companies,
and each company responded differently to market changes. To ensure financial sustainability of
a construction company through effective diversification, various conditions must be considered
before deciding what impact the diversification strategy could have on the business performance of
the company.

Keywords: financial sustainability; effectiveness; diversification; business performance; Vector Error
Correction Model; Kealhofer; McQuown and Vasicek (KMV) model; Korea

1. Introduction

Financial sustainability is defined as the likelihood that a business is self-sufficient without any
external support [1]. To ensure financial sustainability, firms should be able to minimize financial
distress due to changes in the internal and external environments [2].

The construction industry is made up of a range of distinctive markets, including new building
works, civil engineering, plants, specialist works, repair, maintenance, and decoration [3]. Construction
companies are pursuing active changes in entering various construction markets to respond to changes
in various internal and external environmental factors. In this constantly changing environment,
companies must have appropriate countermeasures to cope with changes to ensure their financial
sustainability with a long-term competitive advantage [4–6]. In this respect, the most fundamental
issue affecting a firm’s business strategy is the process of allocating scarce resources in the face of
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business constraints and uncertainties [7]. For this reason, many construction companies are diversified,
and their diversification is recognized as a corporate strategy for growth and risk management [4].

Business diversification strategies have been defined by various researchers as, among other
things, new market entries with new products [8], new approaches to regions and consumers [9], and
simultaneous execution of different businesses [10]. In summary, business diversification represents
a strategy for executing two or more businesses. In modern portfolio theory, diversification is a
way to reduce risk, and risk-averse investors desire to be and are expected to be diversified [11].
However, diversification does not necessarily guarantee the enhanced performance of a company [12].
Quantitative and empirical studies related to the diversification of contractors have often revealed
conflicting results about whether or not diversification has a positive effect on the growth, profitability,
and stability of companies [13–16]. The main goals of the business diversification of construction
companies are responding to market changes in a stable manner and optimizing return against risk
by continuously changing resource allocation among markets based on various construction market
situations and internal capabilities of the companies. Financial sustainability of a company refers to
its ability to maintain business in a stable manner by efficiently responding to dynamic changes in
the market. Thus, business diversification is critical for a construction company to achieve financial
sustainability. However, there is a dynamic relationship between diversification and the performance
of a construction company due to market changes, but, so far, the existing literature has considered
this relationship only to a limited degree.

Therefore, this study aimed to analyze the dynamic relationship between business diversification
and business performance of construction companies using the vector error correction model (VECM)
and to derive implications for diversification strategies.

2. Literature Review

Studies on diversification have been conducted for many industries and from various perspectives.
In such studies, two contradictory theories exist on the effect of the diversification of a company on its
value. First, in studies that report that the diversification of a company increases its value, operational
efficiency improvement [17,18], improvement in the efficiency of the internal capital market [19,20],
and the co-insurance effect [21] are mentioned. Berger et al. (1995) and Chandler (1997) presented
an operational efficiency hypothesis that diversified companies are more efficient and profitable than
independently operated business sectors because the operational efficiency can be improved through
the integration and harmonization of specialized business sectors [17,18]. Weston (1970) mentioned
that diversified companies can improve the efficiency of capital allocation by creating internal capital
markets by themselves because internal capital markets are more efficient than external capital markets
in terms of resource allocation [19]. Moreover, Stulz (1990) argued that diversified companies can
efficiently allocate resources and solve underinvestment problems because they can create more efficient
capital procurement capabilities than procuring capital from the outside by securing a mutual support
system among affiliated companies or businesses [20]. Lewellen (1971) mentioned that companies can
decrease profit volatility and thereby reduce their financial risks through diversification, and argued
that this leads to an increase in the debt-paying ability compared with non-diversified companies in
similar sizes and this again improves the business performance of companies by generating the tax
saving effect due to the use of debt [21].

At the same time, the existing literature with the opposite viewpoint claims that business
diversification has a negative effect on the business performance of companies due to
overinvestment [22], cross-subsidization effect [23], and information asymmetry cost occurrence [24].
Jensen (1986) mentioned that diversified companies can reduce corporate value by arbitrarily allocating
resources to execute investment plans that can lower business performance [22]. Meyer et al. (1992)
argued that, when resources are transferred among business sectors to assist business sectors with
poor business performance, the withdrawal of such businesses is delayed due to the mutual support
among business sectors and businesses with negative values persist, thereby reducing the corporate
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value [23]. Harris et al. (1982) mentioned that a decrease in corporate value is more likely to occur
in diversified companies than in non-diversified ones because more cost may be incurred due to the
information asymmetry between the management and business sector managers [24].

Such diversification is also being applied to construction companies. Studies on diversification
conducted in the construction industries can be divided into studies on diversification strategy and
studies on diversification performance measurement. In the construction industry, diversification
strategies are being researched mainly for identifying the growth principle of construction companies.
Cheah (2002) analyzed the diversification strategies of 21 construction companies conducting
business in the international construction market through the market segmentation matrix. The
market segmentation matrix presented in the study divides the diversification types of construction
companies into project type diversification (e.g., residential buildings, commercial buildings, and
industrial facilities), regional diversification (domestic and international), and service diversification
(e.g., feasibility study and planning, design, and construction) [25]. Yee et al. (2006a) analyzed the
internalization and diversification strategies as well as financial strategies of construction companies for
61 engineering and construction (E&C) companies in the U.S., Europe, Japan, and Korea. As a result, the
internationalized companies are characterized by high current ratios and low leverage, and diversified
companies have lower current ratios and higher leverage than non-diversified companies [13]. Yee et al.
(2006b) studied the relationship among the corporate size, profitability, and diversification strategy for
the same companies mentioned in Yee et al. (2006a). As a result, they concluded that small companies
have a tendency to concentrate and they enter new markets when their sizes and resources have grown
to a certain level [14].

Studies on the diversification performance measurement of the construction industry have
been focused on the identification of diversification performance by measuring the diversification
levels of companies and quantitatively analyzing the relationship between diversification and
business performance.

Choi et al. (2005) analyzed diversification and profitability based on the 12-year data of
59 contractors and 49 non-contractors (e.g., material suppliers, construction engineering companies,
and environmental companies) in the U.S. They distinguished specialized companies from diversified
companies and analyzed the difference between the two groups, but could not find any important
performance difference between the companies with high and low diversification levels [15]. Kim et al.
(2012) analyzed the diversification performance of the top 400 construction companies and 500 design
companies in the U.S. from 1994 to 2009. They conducted analyses in four areas: diversification and
corporate size, diversification and corporate growth, diversification and stability, and corporate growth
and corporate size. As a result, they found that large companies are more diversified than small ones,
but diversification is not related to the corporate growth rate. Meanwhile, they found that the business
performance of the diversified construction companies and design companies is more stable than the
standard deviation of the analyzed companies. They concluded that construction companies grow
through specialization and they diversify after growth for their safety and survival [16].

Overall, most of the studies on the diversification strategy of construction companies verified the
effect of the diversification strategy by conducting regression analysis or variance analysis based on
cross-section data. However, as the business performance of construction companies depends on the
internal and external business environments changing over time, it appears that dynamic analysis is
essential for the diversification strategy. From this perspective, this study was conducted with a focus
on the analysis of the dynamic relationship between the business performance and the diversification
strategy of construction companies.

3. Methodology

Diversification is based on portfolio theory, in which risk can be largely divided into unsystematic
risk and systematic risk. Here, unsystematic risk can be controlled by diversification and is unique
to the object of investment, while systematic risk cannot be controlled by diversification and is a
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risk caused by macroeconomic fluctuations or general market conditions [26]. From this perspective,
the dynamic relationship between business diversification and business performance of construction
companies was analyzed through the research process in Figure 1 and implications for diversification
strategies were derived in this study.
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Figure 1. Research framework.

As shown in Figure 1, various macroeconomic variables were used as proxy variables of systematic
risk, and individual markets variables were used as proxy variables of unsystematic risk. In other words,
as construction companies theoretically perform diversification strategies to efficiently respond to
changes in overall and individual markets, analytical variables were selected to reflect the corresponding
market changes. To evaluate the diversification level of a company for these market changes, the
Berry−Herfindahl index was utilized as a diversification variable. Finally, the expected default
frequency (EDF) was defined as the proxy variable for the business performance of a construction
company. In general, various financial indicators are used as proxy variables that represent the
business performance of a company. EDF, which is calculated based on these financial indicators, has
been actively utilized as an index for representing the insolvency level of a company as mentioned
above. From this point of view, it appears that EDF can be used to examine changes in the business
performance of a company. In this study, the top 20 analyzed companies were set as Group A and
the bottom 20 analyzed companies as Group B, based on their diversification level for identifying
difference and characteristics of dynamic relationship between business diversification and business
performance of construction companies. VECM, a multivariate time series model, was utilized.

3.1. The KMV Model

The Kealhofer, McQuown and Vasicek (KMV) model was constructed based on the structural
credit risk measurement model of Black et al. (1973) and Merton (1974) [27,28]. Crosbie et al. (2001)
explained the construction of the KMV model and the calculation of EDF in detail [29]. In a model
developed by Merton (1974), EDF was calculated using the default distance (DD) normal cumulative
distribution function, but the KMV model performed mapping with the historical default frequency in
a nonparametric manner. DD is the number expressed with the standard deviation of the average asset
value after a year from the default point (DP). Moody’s KMV named the result calculated by mapping
the historical default distance with the default frequency as EDF [29]. EDF calculated through the
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KMV model has superior fitness to other models, and the fitness of the credit measurement results
can be improved by simultaneously utilizing EDF with other models. Accordingly, the KMV model
is a default prediction model widely used in the financial industry, and 40 out of 50 large financial
companies worldwide are using the KMV model [30].

To calculate EDF, the corporate asset value (VA) and the variability of corporate asset value (σA)
are first calculated using Equations (1)–(4). The default point (DP) is then calculated using Equation (5).
DP represents a point at which a company cannot repay its debt on the due date. In other words, as the
KMV model determines a default if the corporate asset value is lower than DP, DP must be calculated.
DP is calculated by combining long-term and short-term debts.

Next, the distance to default (DD) must be determined using Equation (6). DD is a value that
represents the distance from the insolvency risk considering the variability of corporate asset values
and the growth rate of return on asset. By substituting the DD value into the cumulative probability
distribution model shown in Equation (7), EDF can be calculated. In other words, the EDF value varies
depending on the DD value from the insolvency risk.

VE = VAN(d1) −VDe−r f TN(d2) (1)

d1 =
ln(VA/X) +

(
r f + σ2

A/2
)
T

σA
√

T
(2)

d2 = d1 − σA
√

T (3)

σE =
VA
VE
·N(d1)·σA (4)

DP = STD + 0.5× LTD (5)

DD =
ln(VA/X) +

(
r f + σ2

A/2
)
T

σA
√

T
(6)

EDF = Cum(−DD) = N(−d2) (7)

where VE is the corporate stock value, VA is the corporate asset value, VD is the total book value
of liabilities, r f is the risk-free rate, σA is the variability of corporate asset values, T is the liability
redemption period, N( ) is the cumulative distribution function of normal distribution, σE is the stock
value variability, STD is the corporate short-term liability, LTD is the corporate long-term liability, and
µ is the growth rate of return on asset.

Berndt (2007) mentioned that EDF is useful as a proxy variable for representing the insolvency
level of a company [31]. From this perspective, Berndt et al. (2005) stated that they were developing
an advanced default prediction model using EDF as a variable for representing the insolvency level
of a company [30]. Using a regression analysis of macroeconomic variables and the bank business
EDF, Souto et al. (2009) showed that the EDF of individual banks increased as the systematic risk
increased [32]. Vassalou et al. (2004) were the first to use the KMV model to compute monthly default
likelihood indicators for individual firms, and they examined the effect that default risk has on equity
returns [33].

From this perspective, an empirical analysis was conducted in this study by defining EDF
calculated through the KMV model as a proxy variable for representing the business performance level
of a construction company.

3.2. The Berry−Herfindahl Index

This study used the diversification index as a proxy variable in estimating unsystematic risk. The
most common method of identifying the diversification level in a company’s business portfolio is
by using the Berry–Herfindahl index [34]. It relies on a classification system to assess the extent of a
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firm’s operations in different classified groups. The modified Berry–Herfindahl index can be defined
as follows:

Berry–Her f indal diversi f ication = 1−

∑
j

mij
2

/

∑
j

mij


2

j = 1, K, M. (8)

where mij is the proportion of the jth classified group in the ith firm’s total sales, and M is the number
of classified groups in which a firm operates. From this measure, if a firm operates in a single classified
group, the Berry–Herfindahl index of diversification is 0 and it comes close to 1 if the firm’s total sales
are divided equally among any number of classified groups [35].

Although the Berry–Herfindahl index is a single variable, it has been used as an analytical
variable in various studies due to its usefulness. Lang et al. (1994) confirmed that Tobin’s q of
diversified companies is smaller than Tobin’s q constructed by the matching portfolio composed of
specialized companies using the Berry–Herfindahl index [36]. Berger et al. (1995) estimated the effect
of diversification on firm value by imputing stand-alone values for individual business segments
using the Berry–Herfindahl index [17]. Comment et al. (1995) analyzed the relationship between
corporate concentration and corporate performance for approximately 2000 companies from 1978 to
1989 [37]. As seen, the Berry–Herfindahl index has been used as a proxy variable for representing the
diversification level of a company in various studies. Therefore, the Berry–Herfindahl index was also
used as a variable for representing the business diversification of a construction company in this study.

3.3. The Vector Auto-Regression (VAR) Model

In this study, an empirical analysis was conducted through VECM. Unlike general structural
models, the vector auto-regression (VAR) model is a multivariate time series model constructed using
the correlations and lag correlations between variables while transcendental economic theories are
excluded [38]. The VAR model can use the structural relationships between the variables in the model
without losing practically useful information because specific economic theories are not restricted.
In other words, the VAR model can be said to be a dynamic model in which variables affect one another
for the analysis of multiple time series data [39].

The VAR model consists of n linear regression equations, and each equation sets the currently
observed values of the variables with causal relationships with one another as dependent variables
and the values of the variables observed in the past as explanatory variables. In general, for N × 1
(vector) macroeconomic variables, Yt, the VAR model with lag p can be expressed with the following
regression equation: Yt represents N × 1 (vector) macroeconomic variables, αt the coefficient matrix,
and et the probabilistic error term; L, a lag operator, represents L1Yt = Yt − 1, L2Yt = Yt − 1, . . . ; and
A(L) = A1L1 + A2L2 + A3L3 + . . . . [40].

Xt = B(L)Xt + et

=
∞∑

k=1
BkXt−k + et

=
l∑

k=1
BkXt−k + et (if the number of time lags is limited to l)

(9)

When the time series data of the VAR model are non-stationary, level variables are subjected to
differencing and used for the analysis. In this instance, the unique information of the level variables
can be lost. In this case, analysis can be conducted using VECM if there is a long-term relationship
between the non-stationary level variables, i.e., co-integration [41]. VECM is a limited form of the
VAR model used when there is co-integration. It can be written as a dynamic model considering the
co-integration relationship between time series with other short-term dynamic relationships:

∆Xt =

p−1∑
i=1

Γi∆Xt−i + αβ′Xt−p + ut (10)
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where β is the (n × r) matrix representing the co-integration relationship. The β’Xt-p term, which
represents r linear combinations, is the unbalanced error at time point t-p. This unbalanced error affects
{Xt} at the next time point t due to the coefficient α. Owing to this, the (n × r) coefficient matrix α is
referred to as an error correction coefficient. In this study, the co-integration test was conducted and it
was found that co-integration existed. Therefore, an empirical analysis was conducted using VECM.

4. Empirical Analysis

4.1. Variables and Data Collection

For the purpose of analyzing the relationship between business performance and diversification
strategies of construction companies, in this study, EDF was used as a proxy variable for representing
business performance of a construction company. In general, various financial indicators are used as
proxy variables for representing the business performance of a company. EDF calculated based on
such financial indicators is being actively used as an index for representing the insolvency level of a
company, as mentioned above. From this perspective, it appears that EDF can be used to examine
changes in the business performance of a company. Moreover, in this study, the Berry−Herfindahl
Index was used as a proxy variable for representing the diversification level of a construction company.
For unsystematic risk, the domestic and international construction orders were defined as proxy
variables for representing individual market situations. There are various individual market variables
by work type and region, but it appears that domestic and international market situations have the
most differentiated characteristics. Therefore, these two corresponding variables were defined as
individual market variables. Moreover, for systematic risk, the gross domestic production (GDP),
Korea composite stock price index (KOSPI), and interest rate were defined as proxy variables for
representing macroeconomic situations. Table 1 shows the previous studies that utilized macroeconomic
variables. As shown in the table, GDP, the stock price index, variables related to construction markets
(e.g., construction producer price index, building cost index, and construction output), and interest
rate, which were used in this study, as well as various variables, such as the unemployment rate,
consumer price index, housing price index, and money supply, were utilized. In this study, among
these various macroeconomic variables, the variables judged to be overlapping in explaining the
effects on the business performance of construction companies were excluded. In other words, the
unemployment rate and consumer price index, among others, were excluded because they are variables
for representing overall market situations including construction markets and their effects can be
included in the effects of GDP, KOSPI, and interest rate. Furthermore, as money supply represents the
liquid fund that can be invested in the construction market, it appears that it can be replaced with
construction orders. In addition, since KOSPI was used as a variable for representing the equity market,
which is a representative investment market where money supply is introduced, the relationship
between the real estate market and the financial market was also considered. The interest rate was
used as a variable because real estate investment is performed mostly through loans.

Table 2 shows descriptions of variables. In this study, to calculate EDF, 40 construction companies
currently listed on the stock market within the 200th ranking in the 2018 construction capability
evaluation in Korea were selected as samples for analysis. After the diversification index of each sample
was calculated, the top 20 construction companies were set as Group A and the bottom 20 companies
as Group B based on the diversification level. The EDF of each company was measured over time,
and the average values at each time point were calculated. The derived average EDF values for each
group were used as the time series data of construction company business performance variables of the
corresponding groups. Moreover, the time series data for the diversification index of each group were
also calculated using the average values at each time point. Multiple variables are needed to measure
the EDF, such as asset value variability, asset value, default point, risk-free interest rate, and average
return on asset. This study used the interest rate of three-year term government and public bonds
as the risk-free interest rate, and used the total return on asset from the financial ratio as the average
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return on asset. In addition, asset value, asset value variability, and default point were calculated using
formulas. The domestic construction order, international construction order, GDP, KOSPI, and interest
rate were obtained from the data of Statistics Korea. The time-series data in this study were quarterly
data from Q1 of 2001 to Q4 of 2017.

Table 1. Macroeconomic variables of previous studies.

Studies Variables

Shahandashti et al.
(2016) [42]

- Consumer price index,
- Unemployment rate,
- Employment rate in construction,
- Money supply,
- Stock price, Oil price

- Producer price index
- Housing starts
- Construction spending
- Gross domestic product

Vassallo et al.
(2012) [43]

- Gross domestic product
- Employment rate

- Inflation rate
- Public investment

Kim et al.
(2011) [44]

- Gross National Income
- Money supply
- Exchange rate

- Interest
- Consumer price index

Jiang et al.
(2011) [45]

- National Income
- Household expenditure
- Construction producer price index
- Unemployment rate

- Size of population
- Interest rate
- Value of exports

Chen
(2010) [46]

- Money supply (M1)
- Index of stock price
- Wholesale price index

- Gross Domestic Product
- Consumer Price Index

Wong et al.
(2010) [47]

- Interest rate
- Building Cost Index
- Consumer Price

- Gross Domestic Product
- Money supply(M3)
- Unemployment rate

Table 2. Variables and descriptions.

Variables Descriptions Period Frequency

EDFt Expected Default Frequency 2001:01–2017:04 Quarterly
Divt Diversification index 2001:01–2017:04 Quarterly

Domet Domestic construction order 2001:01–2017:04 Quarterly
Intert International construction order 2001:01–2017:04 Quarterly
GDPt Gross Domestic Product 2001:01–2017:04 Quarterly

KOSPIt Korea Composite Stock Price Index 2001:01–2017:04 Quarterly
It Interest rate 2001:01–2017:04 Quarterly

4.2. Unit Root Test

When series analysis is conducted, stationary series data must be used. If series analysis
were conducted using non-stationary serial data, the spurious regression phenomenon, in which
non-correlated variables appear to be highly related, would occur [48]. To test whether the serial data
are stationary, the existence of the unit root in the serial data must be examined. The existence of the
unit root represents that the serial data are non-stationary. In this study, to test whether serial data
are stationary, the augmented Dickey–Fuller (ADF) test, which is a representative unit root test, was
utilized. Table 3 shows the results of the unit root test. As most of the DF-t statistical values were larger
than 1%, 5%, and 10% significance levels for both Groups A and B in the case of level variables, the
null hypothesis that the unit root exists could not be rejected in most cases. When the level variables of
Groups A and B were subjected to the first differencing and the unit root test was conducted, however,
the null hypothesis that the unit root exists was rejected at 1%, 5%, and 10% significance levels. This
means that the variables subjected to the first differencing were stationary.
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Table 3. Tests for unit roots (Augmented Dickey–Fuller tests).

Variables
Level 1st Differencing

t-Statistic p-Value t-Statistic p-Value

Group A
(Top 20)

EDFt −2.288254 0.4341 −5.742322 0.0001
Divt −2.256928 0.4509 −8.428268 0.0000

Domet −2.176384 0.4940 −10.00393 0.0000
Intert −2.023805 0.5776 −7.692541 0.0000
GDPt −2.196584 0.4835 −8.557918 0.0000

KOSPIt −2.537528 0.3098 −7.670869 0.0000
It −2.636346 0.2662 −5.970069 0.0000

Group B
(Bottom 20)

EDFt −1.934036 0.6257 −7.074419 0.0000
Divt −1.256623 0.8897 −11.18367 0.0000

Domet −2.176384 0.4940 −10.00393 0.0000
Intert −2.023805 0.5776 −7.692541 0.0000
GDPt −2.196584 0.4835 −8.557918 0.0000

KOSPtt −2.537528 0.3098 −7.670869 0.0000
It −2.636346 0.2662 −5.970069 0.0000

Note: Paraphrase indicates the signification number of lags chosen based on Schwartz Information Criteria (SIC).

4.3. Cointegration Test

If the traditional regression analysis method were applied to the variables that were considered to
be non-stationary time series by the unit root test, spurious regression problems would occur. Despite
non-stationary time series, however, the results of the traditional regression analysis can be meaningful
if there is a co-integration relationship between them. If co-integration exists, VECM must be used for
the analysis [49].

To conduct the cointegration test, a test on the optimal lag was conducted first. As the VAR model
produces errors when the lag length is set arbitrarily, optimal lag must be tested by the information
theory to secure the reliability of the research. In general, the p lag of the VAR(p) model is determined
through the Akaike information criteria (AIC) and the Schwarz information criteria (SIC) methods,
and the minimized values based on each criterion are determined to be the optimal lags. The derived
optimal lags increase the explanatory power of the model when new variables are introduced, but they
increase the size of the model at the same time and thus reduce the degrees of freedom. Therefore, a
smaller lag is chosen to secure the simplicity of the model [50]. Accordingly, in this study, the optimal
lags were tested as shown in Table 4 and lag 1 was determined to be the optimal lag for both Groups A
and B based on the SIC criterion.

Table 4. Lag specification results.

Lag Group A (Top 20) Group B (Bottom 20)

0 −4.790108 −4.644374
1 −14.78307 * −14.08532 *
2 −12.63590 −12.16952
3 −11.02191 −10.32565
4 −9.906206 −9.554788
5 −10.01882 −9.074798

Note: * Significance at 5% level.

Based on this, the Johansen test method, a representative co-integration test method, was conducted
in this study as shown in Table 5. As a result, it was found that there was a co-integration relationship
at the 5% significance level because the null hypothesis that “the number of co-integration vectors is r
or less” was rejected. As it was confirmed that there was a co-integration relationship between the
level variables, analysis was conducted through VECM.
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Table 5. Co-integration Test Results.

Group Null Hypothesis Test Statistic 0.05 Critical Value p-Value

Group A
(Top 20)

r = 0 * 184.7436 134.6780 0.0000
r ≤ 1 * 119.0589 103.8473 0.0034
r ≤ 2 76.21558 76.97277 0.0570
r ≤ 3 46.73913 54.07904 0.1915
r ≤ 4 25.40241 35.19275 0.3762
r ≤ 5 10.00070 20.26184 0.6398
r ≤ 6 3.267762 9.164546 0.5319

Group B
(Bottom 20)

r = 0 * 187.1327 134.6780 0.0000
r ≤ 1 * 120.6725 103.8473 0.0024
r ≤ 2 * 84.07724 76.97277 0.0130
r ≤ 3 53.04259 54.07904 0.0617
r ≤ 4 26.41871 35.19275 0.3190
r ≤ 5 10.00521 20.26184 0.6393
r ≤ 6 3.727490 9.164546 0.4542

Note: * Significance at 5% level; r is co-integration rank.

4.4. Granger Causality Test

In the VAR model, different analysis results are derived depending on the arrangement sequence
of endogenous variables. Therefore, the arrangement sequence of the variables must be determined
according to the causal relationship before constructing the VAR model. For this, the Granger causality
test was conducted in this study. The Granger causality test is a method for clearly distinguishing
antecedents from consequences using the lag distributed model, whereas economic theories are
excluded [51]. As shown in Tables 6 and 7, the causality was set based on the p-value of the causality
between the variables by conducting the Granger causality test for various lags. As a result, the analysis
model was set by arranging the variables in the order of: It � GDPt � KOSPIt � Intert � Domet �
EDFt � Divt for Group A; and GDPt � It, � Divt � EDFt � KOSPIt � Intert � Domet for Group B.

Table 6. Results of Granger causality test—Group A (Top 20).

Causality Lag F-Statistic p-Value Causality Lag F-Statistic p-Value

Divt → EDFt 1 0.03897 0.8441 Divt → EDFt 2 0.08274 0.9207
EDFt → Divt 1 0.00630 0.9370 EDFt → Divt 2 0.80825 0.4504

Domet → EDFt 1 1.64984 0.2036 Domet → EDFt 2 1.49146 0.2331
EDFt → Domet 1 1.71782 0.1947 EDFt → Domet 2 1.13456 0.3283
Intert → EDFt 1 2.06555 0.1555 Intert → EDFt 2 0.81739 0.4464
EDFt → Intert 1 1.88974 0.1740 EDFt → Intert 2 1.98089 0.1467
GDPt → EDFt 1 0.98597 0.3245 GDPt → EDFt 2 0.33846 0.7142
EDFt → GDPt 1 0.00267 0.9589 EDFt → GDPt 2 0.85788 0.4291

KOSPIt → EDFt 1 1.74257 0.1915 KOSPIt → EDFt 2 0.83698 0.4379
EDFt → KOSPIt 1 0.01985 0.8884 EDFt → KOSPIt 2 1.40062 0.2543

It → EDFt 1 0.15797 0.6924 It → EDFt 2 0.18248 0.8337
EDFt → It 1 6.00536 0.0170 ** EDFt → It 2 4.08024 0.0217 **
Domet → Divt 1 4.81324 0.0319 ** Domet → Divt 2 3.31613 0.0429 **
Divt → Domet 1 45.49460 0.0000 *** Divt → Domet 2 7.38780 0.0013 ***
Intert → Divt 1 0.14785 0.7019 Intert → Divt 2 0.82550 0.4428
Divt → Intert 1 0.33952 0.5622 Divt → Intert 2 0.60570 0.5489

GDPt → Divt 1 1.50307 0.2247 GDPt → Divt 2 0.88791 0.4168
Divt → GDPt 1 0.17637 0.6759 Divt → GDPt 2 0.87170 0.4234

KOSPIt → Divt 1 0.45708 0.5014 KOSPIt → Divt 2 0.25796 0.7735
Divt → KOSPIt 1 0.45731 0.5013 Divt → KOSPIt 2 0.31094 0.7339

It → Divt 1 3.12513 0.0819 * It → Divt 2 1.68616 0.1937
Divt → It 1 0.71606 0.4006 Divt → It 2 1.10181 0.3388
Intert → Domet 1 2.72054 0.1040 Intert → Domet 2 0.24470 0.7837
Domet → Intert 1 0.89698 0.3472 Domet → Intert 2 0.04754 0.9536
GDPt → Domet 1 21.36440 0.0000 *** GDPt → Domet 2 1.67801 0.1952
Domet → GDPt 1 3.31413 0.0734 * Domet → GDPt 2 1.97320 0.1478
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Table 6. Cont.

Causality Lag F-Statistic p-Value Causality Lag F-Statistic p-Value

KOSPIt → Domet 1 12.95720 0.0006 *** KOSPIt → Domet 2 0.36948 0.6926
Domet → KOSPIt 1 0.60473 0.4396 Domet → KOSPIt 2 1.23951 0.2967

It → Domet 1 19.07310 0.0001 *** It → Domet 2 2.08284 0.1333
Domet → It 1 0.95934 0.3310 Domet → It 2 1.05720 0.3537
GDPt → Intert 1 7.17528 0.0094 *** GDPt → Intert 2 0.37230 0.6907
Intert → GDPt 1 0.59938 0.4417 Intert → GDPt 2 0.32007 0.7273
KOSPIt → Intert 1 27.07080 0.0000 *** KOSPIt → Intert 2 3.83421 0.0270 **
Intert → KOSPIt 1 1.55828 0.2165 Intert → KOSPIt 2 2.08853 0.1326

It → Intert 1 1.09998 0.2982 It → Intert 2 0.39386 0.6761
Intert → It 1 0.02404 0.8773 Intert → It 2 1.36581 0.2629
KOSPIt → GDPt 1 0.72753 0.3969 KOSPIt → GDPt 2 6.44671 0.0029 ***
GDPt → KOSPIt 1 3.33492 0.0725 * GDPt → KOSPIt 2 3.31223 0.0431 **

It → GDPt 1 3.88050 0.0532 * It → GDPt 2 2.55114 0.0863 *
GDPt → It 1 1.55181 0.2174 GDPt → It 2 4.46511 0.0155 **

It → KOSPIt 1 5.84890 0.0184 ** It → KOSPIt 2 4.40046 0.0164 **
KOSPIt → It 1 0.75323 0.3887 KOSPIt → It 2 4.79273 0.0117 **

Note: *** 1% Significance level; ** 5% Significance level; * 10% Significance level.

Table 7. Results of Granger causality test—Group B (Bottom 20).

Causality Lag F-Statistic p-Value Causality Lag F-Statistic p-Value

Divt → EDFt 1 16.13920 0.0002 *** Divt → EDFt 2 9.08397 0.0004 ***
EDFt → Divt 1 0.49876 0.4826 EDFt → Divt 2 0.64712 0.5271

Domet → EDFt 1 0.09912 0.7539 Domet → EDFt 2 0.18716 0.8298
EDFt → Domet 1 33.95010 0.0000 *** EDFt → Domet 2 4.27682 0.0183 **
Intert → EDFt 1 0.07290 0.7880 Intert → EDFt 2 0.17063 0.8435
EDFt → Intert 1 1.94856 0.1676 EDFt → Intert 2 3.25771 0.0453 **
GDPt → EDFt 1 0.67917 0.4129 GDPt → EDFt 2 0.50428 0.6064
EDFt → GDPt 1 0.38621 0.5365 EDFt → GDPt 2 0.82186 0.4444

KOSPIt → EDFt 1 0.00719 0.9327 KOSPIt → EDFt 2 0.00421 0.9958
EDFt → KOSPIt 1 0.33005 0.5676 EDFt → KOSPIt 2 1.30267 0.2793

It → EDFt 1 4.38476 0.0402 ** It → EDFt 2 2.19165 0.1205
EDFt → It 1 1.26409 0.2651 EDFt → It 2 0.24124 0.7864

Domet → Divt 1 0.87802 0.3523 Domet → Divt 2 0.31499 0.7310
Divt → Domet 1 45.31040 0.0000 *** Divt → Domet 2 10.76850 0.0001 ***
Intert → Divt 1 0.60425 0.4398 Intert → Divt 2 0.37339 0.6900
Divt → Intert 1 0.10362 0.7486 Divt → Intert 2 0.29525 0.7454

GDPt → Divt 1 2.40636 0.1258 GDPt → Divt 2 1.61471 0.2073
Divt → GDPt 1 0.03293 0.8566 Divt → GDPt 2 0.86908 0.4245

KOSPIt → Divt 1 1.00157 0.3207 KOSPIt → Divt 2 0.56680 0.5703
Divt → KOSPIt 1 1.26919 0.2641 Divt → KOSPIt 2 0.73702 0.4828

It → Divt 1 4.09666 0.0471 ** It → Divt 2 1.98378 0.1463
Divt → It 1 1.43270 0.2357 Divt → It 2 1.63926 0.2026
Intert → Domet 1 2.72054 0.1040 Intert → Domet 2 0.24470 0.7837
Domet → Intert 1 0.89698 0.3472 Domet → Intert 2 0.04754 0.9536
GDPt → Domet 1 21.36440 0.0000 *** GDPt → Domet 2 1.67801 0.1952
Domet → GDPt 1 3.31413 0.0734 * Domet → GDPt 2 1.97320 0.1478
KOSPIt → Domet 1 12.95720 0.0006 *** KOSPIt → Domet 2 0.36948 0.6926
Domet → KOSPIt 1 0.60473 0.4396 Domet → KOSPIt 2 1.23951 0.2967

It → Domet 1 19.07310 0.0001 *** It → Domet 2 2.08284 0.1333
Domet → It 1 0.95934 0.3310 Domet → It 2 1.05720 0.3537
GDPt → Intert 1 7.17528 0.0094 *** GDPt → Intert 2 0.37230 0.6907
Intert → GDPt 1 0.59938 0.4417 Intert → GDPt 2 0.32007 0.7273
KOSPIt → Intert 1 27.07080 0.0000 *** KOSPIt → Intert 2 3.83421 0.0270 **
Intert → KOSPIt 1 1.55828 0.2165 Intert → KOSPIt 2 2.08853 0.1326

It → Intert 1 1.09998 0.2982 It → Intert 2 0.39386 0.6761
Intert → It 1 0.02404 0.8773 Intert → It 2 1.36581 0.2629
KOSPIt → GDPt 1 0.72753 0.3969 KOSPIt → GDPt 2 6.44671 0.0029 ***
GDPt → KOSPIt 1 3.33492 0.0725 * GDPt → KOSPIt 2 3.31223 0.0431 **

It → GDPt 1 3.88050 0.0532 * It → GDPt 2 2.55114 0.0863 *
GDPt → It 1 1.55181 0.2174 GDPt → It 2 4.46511 0.0155 **

It → KOSPIt 1 5.84890 0.0184 ** It → KOSPIt 2 4.40046 0.0164 **
KOSPIt → It 1 0.75323 0.3887 KOSPIt → It 2 4.79273 0.0117 **

Note: *** 1% Significance level; ** 5% Significance level; * 10% Significance level.
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5. Results

In this study, an impulse response analysis, based on the test results above, was performed by
creating a VECM. The impulse response analysis presents a study of the correlations between the
variables and their ripple effects by examining the fluctuations in the variables in the model themselves
and other variables over a certain period of time when the impact of one standard deviation is applied
to the variables in the model [52]. In this study, the dynamics of variables within the model were
analyzed, after giving a certain impulse to EDF, diversification index, and macroeconomic variables
through the impulse response analysis.

First, Figure 2 and Table 8 show the dynamic relationships among EDF, diversification index,
individual market variables, and macroeconomic variables in Group A. EDF fluctuated in the positive
direction in response to the EDF impulse, and its fluctuation width was the largest. In response to
the diversification index impulse, EDF fluctuated in the negative direction at the beginning, but the
fluctuation direction changed to the positive direction over time. EDF fluctuated in the negative
direction in response to the domestic construction order impulse, but it fluctuated in the positive
direction in response to the international construction order impulse. Moreover, EDF fluctuated in
the negative direction in response to the GDP and KOSPI impulses, but it generally fluctuated in
the positive direction in response to the interest impulse. The diversification index fluctuated in the
positive direction in response to the diversification index and EDF impulses. The diversification index
fluctuated in the positive direction in response to the domestic construction order impulse. In response
to the international construction order impulse, the diversification index went through changes in the
fluctuation direction but it gradually fluctuated in the negative direction. Moreover, the diversification
index fluctuated in the negative direction in response to the GDP and interest impulses, but it fluctuated
in the positive direction in response to the KOSPI impulse.

Table 8. Impulse response results—Group A.

Dependent
Variable

Period
(Quarter)

Independent Variables

EDFt Divt Domet Intert GDPt KOSPIt It

EDFt

1 0.04866 0.00000 −0.00946 0.00842 −0.01097 −0.03156 −0.00196
2 0.07274 −0.00088 −0.00445 0.00676 −0.01468 −0.03767 0.00396
3 0.08082 −0.00003 −0.00794 0.00734 −0.01420 −0.03276 0.00593
4 0.08368 0.00074 −0.00414 0.00784 −0.01588 −0.02893 0.00613
5 0.08272 0.00087 −0.00692 0.00705 −0.01596 −0.02775 0.00550
6 0.08283 0.00112 −0.00485 0.00816 −0.01641 −0.02850 0.00548
7 0.08233 0.00074 −0.00662 0.00716 −0.01613 −0.02871 0.00536
8 0.08276 0.00098 −0.00522 0.00804 −0.01624 −0.02896 0.00554
9 0.08253 0.00075 −0.00633 0.00726 −0.01611 −0.02874 0.00545
10 0.08276 0.00097 −0.00543 0.00791 −0.01621 −0.02881 0.00554

Divt

1 0.00818 0.03395 0.00800 0.00042 −0.00458 0.00374 −0.00414
2 0.01270 0.03319 0.00289 −0.00408 −0.00731 0.00300 −0.00355
3 0.01514 0.03405 0.00602 0.00043 −0.00749 0.00096 −0.00284
4 0.01524 0.03295 0.00352 −0.00276 −0.00744 0.00156 −0.00288
5 0.01609 0.03381 0.00567 −0.00055 −0.00752 0.00168 −0.00256
6 0.01565 0.03330 0.00400 −0.00218 −0.00751 0.00216 −0.00279
7 0.01595 0.03372 0.00534 −0.00094 −0.00761 0.00193 −0.00268
8 0.01564 0.03339 0.00424 −0.00188 −0.00754 0.00204 −0.00280
9 0.01587 0.03363 0.00512 −0.00115 −0.00760 0.00189 −0.00270
10 0.01570 0.03344 0.00442 −0.00172 −0.00754 0.00200 −0.00277

As shown in Figure 3 and Table 9, the dynamic relationships among the variables in Group A
through the cumulative impulse response function also show similar results as described above.
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Figure 3. Cumulative impulse response graph (Group A): (a) cumulative impulse response of EDFt;
and (b) cumulative impulse response of Divt.

Next, Figure 4 and Table 10 show the dynamic relationship between EDF, diversification index,
individual market variables, and macroeconomic variables in Group B. EDF fluctuated in the positive
direction in response to the EDF and diversification index impulses. EDF fluctuated in the negative
direction in response to the domestic construction order and international construction order impulses.
Moreover, EDF fluctuated in the negative direction in response to the GDP and interest impulses.
In response to the KOSPI impulse, EDF went through a change in the fluctuation direction and gradually
fluctuated in the positive direction. The diversification index fluctuated in the positive direction in
response to the diversification index impulse, but it fluctuated in the negative direction in response to
the EDF impulse. In response to the domestic construction order impulse, the diversification index
went through changes in the fluctuation direction, but it gradually fluctuated in the negative direction.
In response to the international construction order impulse, the diversification index fluctuated in the
positive direction. Finally, the diversification index fluctuated in the negative direction in response to
the GDP and KOSPI impulses, but it fluctuated in the positive direction in response to the interest
impulse. Furthermore, as shown in Figure 5 and Table 11, the dynamic relationships among the
variables in Group B through the cumulative impulse response function show similar results as
described above.
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Table 9. Cumulative impulse response results—Group A.

Dependent
Variable

Period
(Quarter)

Independent Variables

EDFt Divt Domet Intert GDPt KOSPIt It

EDFt

1 0.04866 0.00000 −0.00946 0.00842 −0.01097 −0.03156 −0.00196
2 0.12140 −0.00088 −0.01391 0.01518 −0.02564 −0.06923 0.00201
3 0.20222 −0.00091 −0.02185 0.02252 −0.03984 −0.10199 0.00793
4 0.28590 −0.00016 −0.02599 0.03037 −0.05572 −0.13091 0.01406
5 0.36861 0.00072 −0.03291 0.03741 −0.07167 −0.15866 0.01956
6 0.45144 0.00183 −0.03776 0.04557 −0.08808 −0.18716 0.02505
7 0.53376 0.00257 −0.04439 0.05273 −0.10421 −0.21587 0.03040
8 0.61652 0.00355 −0.04961 0.06076 −0.12044 −0.24483 0.03594
9 0.69905 0.00430 −0.05594 0.06803 −0.13656 −0.27357 0.04140

10 0.78181 0.00527 −0.06137 0.07593 −0.15276 −0.30238 0.04693

Divt

1 0.00818 0.03395 0.00800 0.00042 −0.00458 0.00374 −0.00414
2 0.02088 0.06713 0.01089 −0.00366 −0.01189 0.00674 −0.00769
3 0.03602 0.10118 0.01691 −0.00323 −0.01938 0.00770 −0.01053
4 0.05125 0.13413 0.02043 −0.00599 −0.02683 0.00927 −0.01341
5 0.06735 0.16794 0.02610 −0.00654 −0.03434 0.01094 −0.01597
6 0.08300 0.20124 0.03010 −0.00871 −0.04186 0.01310 −0.01876
7 0.09894 0.23496 0.03544 −0.00965 −0.04947 0.01503 −0.02144
8 0.11458 0.26835 0.03968 −0.01153 −0.05701 0.01707 −0.02423
9 0.13045 0.30199 0.04480 −0.01268 −0.06460 0.01896 −0.02693

10 0.14614 0.33543 0.04922 −0.01440 −0.07214 0.02096 −0.02970Sustainability 2019, 11, x FOR PEER REVIEW 16 of 21 
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3 0.04451  0.02404  −0.00110  −0.00875  −0.00401  0.00334  0.00004  
4 0.04171  0.02709  −0.00051  −0.01078  −0.00439  0.00610  −0.00086  
5 0.04001  0.02640  −0.00100  −0.01147  −0.00508  0.00707  −0.00177  
6 0.03984  0.02606  −0.00053  −0.01128  −0.00542  0.00675  −0.00212  
7 0.03999  0.02582  −0.00088  −0.01144  −0.00541  0.00648  −0.00218  
8 0.04021  0.02582  −0.00059  −0.01117  −0.00539  0.00638  −0.00207  
9 0.04021  0.02587  −0.00084 −0.01132  −0.00533  0.00638  −0.00207  

10 0.04024  0.02588  −0.00064  −0.01120  −0.00535  0.00640  −0.00203  

Divt 

1 0.00000  0.06065  0.00000  0.00000  −0.00170  0.00000  0.00533  
2 −0.00743  0.03835  −0.00482  0.00248  −0.00427  −0.00010  0.00486  
3 −0.00428  0.04044  0.00032  0.00496  −0.00369  −0.00364 0.00472  
4 −0.00398  0.03999  −0.00384  0.00251  −0.00305  −0.00338  0.00489  
5 −0.00318  0.04042  −0.00054  0.00517  −0.00319  −0.00340  0.00551  
6 −0.00380  0.04055  −0.00326  0.00311  −0.00295  −0.00336  0.00516  
7 −0.00347  0.04039  −0.00104  0.00464  −0.00316  −0.00324  0.00546  
8 −0.00379  0.04054  −0.00284  0.00343  −0.00299  −0.00329  0.00517  
9 −0.00356  0.04041  −0.00137  0.00437  −0.00315  −0.00325  0.00539  

10 −0.00373  0.04050  −0.00257  0.00366  −0.00302  −0.00329  0.00520  
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Figure 4. Impulse response graph (Group B): (a) impulse response of EDFt; and (b) impulse response
of Divt.
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Table 10. Impulse response results—Group B.

Dependent
Variable

Period
(Quarter)

Independent Variables

EDFt Divt Domet Intert GDPt KOSPIt It

EDFt

1 0.04300 0.00667 0.00000 0.00000 −0.00534 0.00000 −0.00678
2 0.04712 0.02561 −0.00081 −0.00796 −0.00534 −0.00195 −0.00138
3 0.04451 0.02404 −0.00110 −0.00875 −0.00401 0.00334 0.00004
4 0.04171 0.02709 −0.00051 −0.01078 −0.00439 0.00610 −0.00086
5 0.04001 0.02640 −0.00100 −0.01147 −0.00508 0.00707 −0.00177
6 0.03984 0.02606 −0.00053 −0.01128 −0.00542 0.00675 −0.00212
7 0.03999 0.02582 −0.00088 −0.01144 −0.00541 0.00648 −0.00218
8 0.04021 0.02582 −0.00059 −0.01117 −0.00539 0.00638 −0.00207
9 0.04021 0.02587 −0.00084 −0.01132 −0.00533 0.00638 −0.00207

10 0.04024 0.02588 −0.00064 −0.01120 −0.00535 0.00640 −0.00203

Divt

1 0.00000 0.06065 0.00000 0.00000 −0.00170 0.00000 0.00533
2 −0.00743 0.03835 −0.00482 0.00248 −0.00427 −0.00010 0.00486
3 −0.00428 0.04044 0.00032 0.00496 −0.00369 −0.00364 0.00472
4 −0.00398 0.03999 −0.00384 0.00251 −0.00305 −0.00338 0.00489
5 −0.00318 0.04042 −0.00054 0.00517 −0.00319 −0.00340 0.00551
6 −0.00380 0.04055 −0.00326 0.00311 −0.00295 −0.00336 0.00516
7 −0.00347 0.04039 −0.00104 0.00464 −0.00316 −0.00324 0.00546
8 −0.00379 0.04054 −0.00284 0.00343 −0.00299 −0.00329 0.00517
9 −0.00356 0.04041 −0.00137 0.00437 −0.00315 −0.00325 0.00539

10 −0.00373 0.04050 −0.00257 0.00366 −0.00302 −0.00329 0.00520

Table 11. Cumulative impulse response results—Group B.

Dependent
Variable

Period
(Quarter)

Independent Variables

EDFt Divt Domet Intert GDPt KOSPIt It

EDFt

1 0.04300 0.00667 0.00000 0.00000 −0.00534 0.00000 −0.00676
2 0.09012 0.03227 −0.00081 −0.00796 −0.01068 −0.00195 −0.00814
3 0.13464 0.05632 −0.00190 −0.01671 −0.01469 0.00139 −0.00810
4 0.17634 0.08340 −0.00241 −0.02749 −0.01908 0.00749 −0.00896
5 0.21636 0.10980 −0.00342 −0.03896 −0.02415 0.01456 −0.01073
6 0.25620 0.13586 −0.00395 −0.05024 −0.02958 0.02131 −0.01284
7 0.29619 0.16168 −0.00483 −0.06168 −0.03499 0.02779 −0.01502
8 0.33640 0.18750 −0.00542 −0.07285 −0.04037 0.03417 −0.01710
9 0.37661 0.21337 −0.00625 −0.08417 −0.04571 0.04054 −0.01916

10 0.41685 0.23925 −0.00689 −0.09537 −0.05106 0.04695 −0.02119

Divt

1 0.00000 0.06065 0.00000 0.00000 −0.00170 0.00000 0.00533
2 −0.00743 0.09900 −0.00482 0.00248 −0.00596 −0.00010 0.01018
3 −0.01171 0.13944 −0.00450 0.00743 −0.00966 −0.00374 0.01490
4 −0.01570 0.17943 −0.00834 0.00994 −0.01271 −0.00711 0.01979
5 −0.01888 0.21984 −0.00889 0.01512 −0.01590 −0.01051 0.02530
6 −0.02268 0.26039 −0.01214 0.01822 −0.01884 −0.01387 0.03046
7 −0.02614 0.30078 −0.01318 0.02286 −0.02200 −0.01711 0.03591
8 −0.02993 0.34132 −0.01602 0.02629 −0.02499 −0.02040 0.04108
9 −0.03349 0.38172 −0.01740 0.03066 −0.02815 −0.02364 0.04647

10 −0.03722 0.42222 −0.01997 0.03429 −0.03117 −0.02694 0.05167

Summarizing these findings, the following results can be derived. First, it was found that the
construction companies with relatively higher diversification indices in Group A could improve their
business performance through diversification, but the effect was not uniform. For the companies with
lower diversification indices in Group B, their business performance decreased as the diversification
index increased. As there are various construction markets by work type and region, companies
with low diversification indices show a tendency to be specialized in and focused on specific markets.
As this indicates that they lack business networks, skills, and capabilities to enter other markets,
performing diversification while they are not prepared has a negative impact on their performance.
Moreover, companies with high diversification indices have the effect of diversification. As markets
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continuously change over time, however, the effect of diversification can be secured by predicting
market changes in advance and continuously managing their business portfolios.

Second, when the business performance of the companies deteriorated, the diversification index
showed a tendency to increase for the construction companies with high diversification indices but it
showed a tendency to decrease for the construction companies with low diversification indices. This
appears to be because the construction companies with low diversification indices executed business
concentration strategies to improve their business performance as they have capabilities specialized in
specific work types and regions while the companies with high diversification indices improved their
business performance using various business networks for the entire construction market.

Third, regarding changes in the business performance of construction companies caused by the
impulses of individual market variables, the increase in the domestic or international construction order
had a positive impact on the business performance of construction companies with low diversification
indices. However, the increase in the international construction order had a negative impact on the
business performance of construction companies with high diversification indices. The fact that the
risk of the international construction market is higher than that of the domestic market has been
mentioned in previous studies [5,53]. In other words, construction companies grew based on the
domestic construction market and then entered the international construction market with different
environments and various risks, but such multinational diversification had a negative impact on
their business performance. Moreover, this tendency was more obvious for the companies with high
diversification indices than for the companies with low diversification indices because the size of the
international construction order was relatively larger.

Fourth, the companies with high diversification indices showed a negative relationship between
the international construction order and the diversification index but a positive relationship between
the domestic construction order and the diversification index. At the same time, the companies with
low diversification indices showed an opposite tendency. As the companies with low diversification
indices focused their business on the domestic construction market, the increase in the diversification
index with the increase in the international construction order and the decrease in the diversification
index with the increase in the domestic construction order are reasonable results. For the companies
with high diversification indices for which business proportions were relatively evenly distributed,
however, the diversification index showed a tendency to decrease as the domestic construction order
decreased. This appears to be because they attempted to improve their business performance in the
international construction market when the domestic construction market was in recession.

6. Discussion and Conclusions

In this study, the dynamic relationship between business diversification and business performance
of construction companies was analyzed using VECM, and implications for diversification strategies
were derived. The analysis results confirm that it was the companies with high diversification indices
that benefited from the diversification strategy. It is necessary, however, to predict market changes
in advance and to continuously manage business portfolios for the continuation of the effect of
diversification. Moreover, it was found that the construction companies had different ways of executing
the business diversification strategy to improve their business performance. In other words, the
companies with relatively lower diversification levels showed a tendency to concentrate on businesses
they specialized in to improve their business performance while those with high diversification levels
utilized the diversification strategy more actively using various business networks.

It was found that entry into individual markets, especially into the international construction
market, had a more negative impact on the business performance of the construction companies with
higher diversification levels. This appears to be because the international construction business risk
was relatively higher even for the companies with relatively higher proportions of entry into the
international construction market. It was also found that the companies with high diversification levels
sought opportunities in the international construction market when the domestic construction market
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was depressed. Their practical business performance, however, was not good because the international
construction business risk was relatively higher as mentioned above.

Many construction companies use diversification strategies to secure financial sustainability. The
diversification levels of companies will be different depending on various capabilities, such as business
networks, technologies, and management skills. After all, it is necessary to clearly identify the strengths
and weaknesses of individual companies to effectively respond to ever-changing macroeconomics and
individual markets. Moreover, if the diversification level is raised through entry into other markets
without preparation to secure the survival of a construction company after market changes, the cash
flow can be secured at the moment but the deterioration in the profitability will be fatal in the end. In the
case of South Korea, when the domestic construction market stagnated due to the global financial crisis
of 2008, domestic companies aggressively expanded to overseas construction markets to overcome
their liquidity crisis. As a result, they won many projects, but large deficits were generated when
the projects were completed, creating serious problems. Companies diversified their businesses in
overseas markets, but their low-cost orders, accepted for the sake of survival, had a detrimental impact.
In other words, to secure the financial sustainability of a construction company through the effective
utilization of diversification strategies, it is necessary to identify the capabilities of the company itself
and to gain insight into market changes before deciding whether a diversification strategy is ultimately
favorable or unfavorable.

This study derived implications for the diversification strategies of Korean construction companies.
Korea, a previously underdeveloped country, has achieved rapid economic growth, and domestic
construction companies are striving to expand their business scope to overseas construction markets
because the domestic market has remained stagnant. Considering this situation, the dynamic
relationships between various market fluctuations and firms’ diversification strategies are expected to
provide important business strategies for construction companies in developing countries worldwide.
The findings of this study suggest that construction companies in developing countries with growing
domestic markets should efficiently use business diversification strategies to achieve financial
sustainability. Changing the business area of a company to enable it to cope with the changing
dynamics of the construction market can have adverse effects on its business management. Therefore,
sustained efforts are needed to predict market fluctuations and to strengthen internal capabilities of
firms to efficiently respond to these changes. Such actions will contribute to a construction company’s
expansion into diverse markets and minimize the detrimental impact of business diversification.

In this study, the EDF was used as a proxy variable for the business performance of a construction
company. However, the EDF, which is based on the KMV model, is limited regarding its applicability
to general construction companies, because it is calculated only for companies listed on the stock
market. Thus, indices that can effectively represent the business performance of general construction
companies need to be analyzed. Furthermore, as mentioned above, an in-depth analysis of measures is
required to assist firms in strengthening internal capabilities to secure flexibility of business strategies
and to proactively respond to market fluctuations.
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