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Abstract

:

With the commercialization of housing and the deepening of urbanization in China, housing prices are having increasing influence on the land market, and thus indirectly affecting urban development. As various spatial features of an urban housing property directly affect its price, the study of this connection has significance for urban planning. The present study uses mainly open internet data of housing prices, supplemented by other data sources, to identify the spatial features of housing prices and the influence factors in a case study city, Wuhan. Methods employed in the study include the hedonic linear regression model, the geographically weighted regression (GWR) model and the artificial neural network (ANN) model, etc. Progress is made in the following two aspects: first, when calculating the influence factors, hierarchical values for accessibility variables of certain public facilities are used instead of simple Euclidean distance and the results shows a better model fit; second, the ANN model shows the best fit in the study, and while the three models all show respective strengths, the combined use of all models offers the possibility of a more comprehensive analysis of the influence factors of housing prices.
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1. Research Background


With the commercialization of housing and the deepening of urbanization in China, housing prices show an increasing influence on the land market, and thus affect urban planning and urban development [1]. The urban spatial features of a housing property are closely associated to its price [2]. Therefore, in the urban planning discipline which directly guides the spatial development of cities, attention should be given to the study of the spatial features and the mechanism of how they influence housing price.



In studies on housing price and its influence factors, the hedonic model proposed by Rosen is the most commonly used approach [3]. The influence factors in early studies include the location feature, neighborhood feature and architectural feature [4]; later studies incorporate other factors such as accessibility [5], land-use planning [6]; and more recent studies further introduce external environmental factors such as natural scenery [7], block size [8], wind power generator [9] into the model to analyze their influence on housing prices.



The hedonic method mainly uses the regression analysis to build a function model of housing prices and various influence factors, and then discusses the effect of each factor on a house price. However, stemming from economic theory, the hedonic method does not choose a specific functional form nor specific influence factors. Therefore, researchers have to conduct multiple experiments in order to select the factor variables and corresponding processing functions with a better fit in the regression analysis, leading to the fact that different factors [10] and processing functions [11] are proposed in various studies. Many scholars find that, in the hedonic regression model, housing price does not exhibit a simple linear relationship with its influence factors [12]. Hence, logarithmic and semi-logarithmic functions are used to process the original variables [13,14]. However, errors brought about by non-linear conversion still cannot be avoided (the more the variables, the greater the error) [15]. Therefore, some researchers attempt to analyze the relationship between the influence factors and house price from a non-linear perspective [16,17], such as building the neural network model, to predict housing price. The model is proven to offer a better fit than the regular linear regression model.



In studies based on the hedonic model, one assumption is that all influence factors have a constant influence regardless of their different geospatial locations, while in reality, factors such as neighborhood feature and accessibility usually have a strong autocorrelation. According to the first law of geography, everything is interconnected and this link grows stronger with closer proximity [18]. On top of these, some scholars proposed the geographically weighted regression (GWR) model [19,20] in which the parameters and their weights can be adjust locally in accordance with their spatial locations. To date, this model has been widely applied in many fields such as geography [21], economics [22], environmental science [23] and epidemiology [24]. Various works of research on housing price show that in studies of the same influence factor, results using the GWR model show a better fit than the simple hedonic model [25,26]. The spatial analysis capability of the GWR model makes it more suitable for studies on the impact of accessibility and the layout of transportation facilities on housing price [27,28,29]. In addition, the sample data obtained at different time intervals also affect the fitting results. Therefore, time is introduced into the regular GWR model as a characteristic variable, which further enhances the model’s adaptability to time sequence data [30,31,32].



In early studies, samples mainly come from survey data or statistical reports. They are usually limited in number and lack timeliness. Therefore, the research results can hardly be used in urban policy-making due to the lag in time. In recent years, network open data have been gradually applied in GWR-based studies [33,34]. Such data sources significantly increase the number of samples with improved accuracy and timeliness [35].



Although extensively used in studies of the housing markets in many countries, the hedonic model and the research findings cannot be directly applied in the Chinese context due to cultural and social differences [36]. The present study represents an endeavor in research methodology, using mainly open internet data of housing price, supplemented by other data sources such as location-based service (LBS), point of interest (POI) and urban planning data, to select the influence factors of housing price and further compare multiple regression models and analyze the relationships between the influence factors and housing price in the case study city Wuhan.




2. Data Acquisition and Processing


2.1. Data Categories


(1) Housing Price-Related Data



Various housing property websites in China offer information of the name, average unit price, location and other information of commercial housing properties such as the age, floor area ratio (FAR), and the price change over the years. In addition, with improved quality of internet map services provided by companies such as Baidu and Gaode, the locations of these housing properties can now be acquired with enhanced accuracy and compatibility. The major source of the price data is the Anjuke website, supplemented by Fangtianxia and Lianjia websites. In the study, the sales prices of 6397 residential properties are acquired through data crawling and the data of the age of these properties are acquired through multiple source websites. According to the Anjuke website, its housing price data come from two major sources, i.e., user-posted data and offline survey data. These data are then processed by a specific algorithm which takes into account both the posted selling price and final transaction price. By comparison with those of other sources, the data from the Anjuke website is more accurate in relation to the actual price in the Chinese housing market and, thus, is used in the present study as the unit price of various housing properties in the study period.



(2) Point of Interest Data



As a result of urban informatization, various public service facilities such as primary and secondary schools, hospitals and bus stops can be located on internet map services as Point of Interest (POI), which offers the name, spatial latitude and longitude coordinates and other attributes. The major sources of POI of the present study are the Baidu map and 8684 bus information services, data of public facilities are acquired through web crawling, such as primary and secondary schools, hospitals, supermarkets and bus stops (including the number of bus routes and subway stations).



(3) Location-based Service Data



Location-based Service (LBS) data is mainly generated by mobile end devices such as mobile phones and can reflect the spatial distribution and movement trajectory of urban residents at a specific time. Two types of LBS data are used in the present study: the first type is mobile phone call data, which is used to calculate and classify population density by analyzing the time points, frequency and spatial location of base stations of phone calls over a study period of one month; base stations with the highest frequency of phone calls during work time and non-work time (off-time) are identified as the work and residence base stations of the user, respectively; furthermore, the spatial units in which these base stations are located are used for population analysis. Mobile phone data is used instead of data from the population census or statistical yearbook because the latter tend to have a long time lag and lack spatial division, and thus could not satisfy the demand of timeliness and accuracy of spatial unit division for this study. The second type of data is acquired by crawling the Dianping.com website which is a Chinese website for user-generated rating and comments of restaurants (similar to yelp.com), including the spatial location of restaurants and the corresponding number of reviews, used to assess the prosperity of urban commercial service facilities.



(4) Urban Planning and Internet Map Data



Based on relevant urban planning maps of Wuhan, the spatial layout of the artery roads including the inner ring road and the third ring road of the city and the spatial units divided by urban roads are obtained. Combined with land-use maps, and Google Map aerial images, data of natural elements such as waterways, lakes and parks are obtained, including their boundaries and areas.




2.2. Data Pre-processing


(1) Coordinate calibration: as Google Map aerial images use the wgs84 world coordinate system, while road and land-use maps of the Wuhan urban planning are based on the Beijing Geodetic Coordinate System 54, maps in the present study are uniformly calibrated based on the wgs84 system to facilitate subsequent analysis. In addition, as other data acquired by web crawling such as the spatial location of residential properties, the POI data, etc. are all based on shifted coordinates, they are also calibrated and restored to the wgs84 coordinate system. Finally, layers of different elements are superimposed on the aerial map, including point elements such as the location of properties, POIs, restaurant locations and number of reviews, line elements such as the road network, as well as surface elements such as urban greens and water areas.



(2) Division of spatial units: to facilitate the spatial analysis of housing prices from an urban perspective, the division of spatial units is defined as the carrier of various variables. The functional areas divided by urban roads are used as the basic units in the present study, on the basis of which, conversion and calculation of statistics of various types are carried out. Housing prices of residential properties and the associated location data are imported into ArcGIS as point elements. To facilitate subsequent analysis at the land-unit scale and to produce relevant planning strategies, these point elements are then numbered and associated to specific spatial units. Furthermore, the average price of each unit of land is calculated. Numbers of mobile phone users are assigned to different land units through the location data of base stations, and then the population of each land unit is calculated based on the telecom operator’s market share. Then, population density is obtained by dividing the population by the land area of each unit.





3. Methodology


3.1. Selection of Influence Factors of Housing Price


From the planning perspective, five types of influence factors are selected, including location feature, architectural and neighborhood feature, public facility feature, traffic accessibility feature and natural environment feature, to analyze their impact on housing price. Specifically, two types of distance values are used for the factors: the first is the commonly used spatial Euclidean distance, the second is the classified and hierarchical distance value calculated based on kernel density. As there are usually overlapping areas or differences in the service of public facilities, the simple spatial Euclidean distance approach means ignoring all these factors while the kernel density approach takes into account not only the interaction between spatial points, but also specific parameters of factors as different weights. For example, the service capacity (and its hierarchy) is used as a parameter which reflects the different spatial areas of influence of facilities at different hierarchies.



(1) Location Feature



Simply put, location feature means that the closer a place is to the city center (commercial center), the better its location is. In the present study, two location parameters are selected. One is the simple spatial distance to the inner city ring road. Through the neighborhood analysis, the distances from the inner ring to various spatial units are calculated as the values of location feature. Negative values are taken inside the inner ring and positive values outside the inner ring. The other is the hierarchical values of the major commercial centers in the city. As these centers do not have physical boundaries and have different influences, simple spatial distance is not used, but rather kernel density analysis based on the restaurants’ distribution and number of user comments acquired from the dianping.com website is used to calculate the hierarchical influences of various commercial centers (Figure 1) as another location feature value. Spatial distribution of restaurants is used as a substitute variable for commericial centers in kernel density analysis, as a more important commercial center attracts higher density of restaurants and a greater number of consumers. Therefore, restaurants weighted by the number of comments generates a diagram such as Figure 1 which represents the influence hierarchy of the commercial centers that the restaurants are located in.



(2) Architectural and Neighborhood Feature



Age of the property, i.e., 2017 minus the year of completion, is the only data used as an architectural feature in the present study. In addition, housing properties are classified as to whether they are villas or not, while only non-villas are used for the calculation. From the planning point of view, the green coverage of most residential properties is between 30% and 35%, while the floor area ratio is also decided by the regulatory planning system. Since, most of the data on the websites are provided by developers instead of by actual surveying, the data are not used in the study as important architectural features. In terms of neighborhood feature, two factors, namely population density and the number of supermarkets in the spatial unit, are used. The calculation of population density is a relative value as described in Section 2.2. Property management fee, as studied by various research works, is not incorporated in the present study as a factor because its relationship with housing price in the Chinese market is yet to be identified, and often the property management fee is decided by housing price. Besides, property management fees charged by certain welfare housing properties or collectively built properties are not priced by the market and the data are also difficult to collect.



(3) Public Facility as an Influence Factor



Three types of commonly used public facilities, such as Grade A Class Three hospitals, middle schools and primary schools, are used in the study as influence factors. As Grade A Class Three hospitals are considered city-level services, geometric distances to them are used as parameters. For primary- and middle-school factors, relative values are calculated and weighted by whether they are key schools, and through kernel density analysis, the results are used as the parameter of factors in accordance with the service hierarchies of various spatial units.



(4) Traffic Accessibility Feature



Two types of traffic data are used in the study, bus and subway data. Among them, bus data are relative hierarchical values by overlapping the spatial distribution of bus stations and kernel density analysis of the weights of bus lines at each bus stop. However, subway stations are calculated using the spatial geometric distance to the nearest station.



(5) Natural Environment Feature



Three types of factors are considered as features of the natural environment: river view, water area and urban public green space. Among them, the river view factor is presented as the spatial distance from each spatial unit to the Yangtze River or the Han River, while water area and urban public green space are calculated and graded by overlapping their spatial distribution and areas, and then are analyzed and graded by kernel density. Thus, the parameters for respective factors are obtained.



The spatial units generated in the present study are represented as polygon elements in ArcGIS. The housing price and influence factor parameters in each spatial unit have been preprocessed, eliminating values that may lead to significant errors in model calculation, such as zero values and dummy elements. The result includes 1565 spatial units and 13 corresponding influence factors.




3.2. Hedonic Model Regression Analysis Based on SPSS


Housing prices and the 13 factors in five categories are coded and preliminarily analyzed as in Table 1 and imported into the SPSS software’s bivariate correlation (Spearman) analysis, and the results are as follows (Table 2). It can be seen that among the selected factors, the strongest correlations are found in selected factors such as distance to the inner ring road and hierarchy of commercial centers, followed by hierarchy of bus stops, distance to hospital, hierarchy of primary school, hierarchy of middle school and distance to subway. Insignificant correlation is found in the water area factor and weak correlation is found in the factor of distance to rivers.



The above table shows only the strength of correlation between housing price and each factor, but not the collinear relation between these factors. Therefore, another round of calculation using the SPSS automatic linear regression equation is conducted, setting house price as the dependent variable, the rest of the factors as independent variables, and using forward stepwise regression as the regression method. The results are presented in Figure 2.



Setting housing price as the dependent variable y and the influence factors independent variables x1, x2, …, xn, the Hedonic linear regression model is shown in Equation (1), where    β 0    is the regression constant,    β 1    to    β n    are respectively the regression coefficient of each factor, and  ε  the random error.


  y =  β 0  +  β 1   x 1  +  β 2   x 2  + ⋯ +  β n   x n  + ε  



(1)







In the regular hedonic regression model, as the multi-collinearity factor is taken into consideration, the strength of correlation between housing price and each influence factor in the model changes. The correlation is still strongest between housing price and the distance to the inner ring, but the factor of the commercial center, which had the second strongest correlation, drops to fifth place. Hospitals, buses and subways rank at the second, third and fourth place respectively. The highest overall fit of linear regression equation calculated is 30.1%. Three factors, water area, population density and green space are of the weakest correlation with housing price. Out of the three, the water area factor shows insignificant correlation.




3.3. Geographic Weighted Regression Analysis Based on ArcGIS


In the previous regression analysis lies a presumption that the relations between variables are homogenous, where the local characteristics between them are concealed, that is, all the factors in the study area are presumed to have the same influence coefficient. This presumption ignores the spatial relationship between the various factors, and on this basis, the same factors are used for the geographical weighted regression analysis. The GWR module incorporated in the ArcGIS platform uses independent formulas for each element in the dataset and combines the dependent and explanatory variables for elements that fall within the bandwidth of each target element.



In comparison with Equation (1), according to the first law of geography, the regression coefficients    β 1    to    β n   , the regression constant, random error and so on all change with the spatial position of different sample points in the GWR model (Equation (2)). In the formula,    (   u i  ,  v i   )    represents the coordinate of sampling point  i ;    β k   (   u i  ,  v i   )    is the number  k  regression parameter of sampling point  i , and is a function of the geographical position;  p  is the number of explanatory variables; and    ε i    the random error of sampling point  i .


    y i  =  β 0   (   u i  ,  v i   )  +   ∑   k = 1  p   β k   (   u i  ,  v i   )   x  i k   +  ε i      i = 1 , 2 , 3 , … , n   



(2)







In ArcGIS’s own GWR analysis module [37], selecting the surface element layer of spatial units as input element, the average price as the dependent variable, the remaining 13 elements of the influence factors as explanatory variables, and import these into the model then calculating gives results that are shown in Table 3 and Figure 5. Multiple rounds of calculation were performed in the present study to examine the influence of different combinations of factors on the fitting degree. Finally, excluding the factor of water area which has an insignificant correlation, the fitting degree (R2) reaches 0.3419 at its highest.



In the GWR model, standard residual 0 means the predicted value calculated by the model is completely consistent with the observed value (that is, the original input value). The further that a deviation is from 0 indicates that the model offers a weaker explanation of reasons behind the housing price. The spatial units in the yellow color which represents a deviation between −0.5 to +0.5 can be considered areas with a good explanation. However, areas marked with an absolute value of deviation over 2.5 can be regarded as seriously deviated from the model and need targeted examination and explanation. In addition, certain spatial units in the selected inner city area are not completely covered due to the problems of null values or missing data, and are presented as white areas which are not included in the calculation (Figure 3).



According to the formula for calculating standard residuals, a positive value means that the predicted value is lower than the observed value, i.e., the actual housing price is higher than the predicted value, and a negative value is the opposite. Therefore, the dark red area in the diagram, with a value above 2.5, marks a housing price much higher than the predicted value, while the dark blue area of −2.5, a much lower price than predicted. In the present study, the spatial units with standard residuals greater than 2.5 are all positive, so the main reasons behind this are analyzed.



The spatial units with standard residuals greater than 2.5 are mainly distributed in three areas, i.e., both sides of the Second Bridge of the Yangtze River, Wangjiadun Central Business District, Hongshan Square and the surrounding area of Shahu Lake, plus several spatial units sporadically distributed around the East Lake and the South Lake. The residential properties in these spatial units are then specifically analyzed: in the South Lake area, the above 2.5 property is the Golden Saint-Emilion residential area. Though not a villa property, its price is much higher than the average in the area; considering the Wangjidun area is planned as the Central Business District of the city and at present, its public facilities have not yet been completed, it high housing price is not solely backed by the surrounding spatial elements; the spatial units around the Second Bridge of the Yangtze River and those around the East Lake area share many similarities, in that, the housing prices of these areas far exceed those of their surrounding areas. Most residential properties in these areas, except the older ones, have prices close to or over 40,000 Yuan/m2, and certain properties such as Wuhan Xintiandi (New World), Yujiang Jingcheng and Tiandi Yuting have prices as high as 70,000 Yuan/m2. The reasons behind these high prices could be the enormous influence of the river view (water features).




3.4. Regression Analysis Based on Artificial Neural Network (ANN)


The two regression models used in the previous analysis are still essentially linear models, but the influence of spatial factors on housing price is often non-linear. Therefore, many studies process the initial values of the factors in non-linear functions before putting them into the regression model. For non-linear regression prediction, one of the more widely used methods is the artificial neural network (ANN). In the present study, the ANN toolbox in Matlab is used to perform the calculations where the 13 influence factors in the GWR model were used as independent variables and housing prices as the dependent variable. After various tests and adjustments, the final selected network type is feed-forward backprop, using the Bayesian regulation as the training function (trainbr), and the mean squared error (MSE) as the performance function, with one hidden layer and 27 hidden nodes (See Figure 4).



Then the matrix of the 1565 groups of variables are used as the input value X, while value Y stands for the housing price corresponding to each group of variables. All values are imported into the ANN for learning and calculation where all variables are divided into three groups, namely Training (the training variables), Test (the test variables), and Target (the target variables). The calculation process is shown in Figure 5. It can be seen that the best training performance is found at epoch 683 of the training. The final regression fitting result is shown in Figure 6. Based on the calculation, the R coefficient between the predicted housing price and the original value is 0.843360, and the R-square is 0.7112.



Compared with the GWR model, the artificial neural network can be regarded as an independent variable processing function in a trained housing price model. Imported into the model, the original values of the 13 impact factors are processed by a specific procedure, which generates the corresponding predicted housing price. This processing procedure can be viewed as    β n    in Equation (1) but, like the hedonic linear model, the processing procedure does not consider changes in coefficient of the spatial influence factors. Therefore, housing price values generated by the ANN prediction are imported back into the GWR model and the results of the calculation are shown in Table 4. The R-square corresponding to the value calculated directly by the ANN is 0.7251, which is better than the original 0.7112. It can be seen that the best fit can be obtained by integrating the non-linear prediction of the ANN and the varying spatial coefficients of the influence factors of the GWR model, and this result also proves that the factors selected in the present study can explain most of the reasons that determine housing prices.





4. Discussion


The kernel density method is used in the calculation for part of the influence factors and, thus, the result is also compared with that of the conventional geometric distance method. Similarly, the distance parameters can be imported into the explanatory factors in the GWR model calculation and the result is presented in Table 5. A comparison with Table 3 shows that using the kernel density method to grade some of the factor values produces a better fit and a lower AICc. (A measurement used to compare the performances of different regression models). Therefore, the model behind Table 2, with lower AICc values, is considered a more optimal model. This also proves that the kernel density method can be used to optimize the explanatory variables imported into the GWR model and offer a better understanding of the actual usage of urban public facilities.



Comparing the results of the regular hedonic linear regression model and GWR model, the latter, with adjustable weights of local spatial influence, offers a higher degree of fitting, while the factors with insignificant correlation with housing price can be removed from the GWR model to improve the modelling result. For each sampling point in the GWR model, varying coefficients of influence factors are generated by the model, and can then be further analyzed through the features of spatial changes caused by these influencing coefficients so as to evaluate the intensity of influence by various factors and at different spatial locations. The spatial variation of the coefficients of some influence factors generated by the GWR model is shown in Figure 7.



(1) The influence coefficient of the factor, distance to inner ring, on housing price is negative, i.e., the further away from the inner ring of the city, the lower the housing price (due to the negative conversion, inside of the inner ring area, the further away the distance is, the higher the housing price). The absolute value of the influence coefficient is the highest in the Optics Valley area, and gradually decreases towards the outside, achieving a balance when gradually approaching the inner ring.



(2) The influence factor, hierarchy of the bus transit, has a positive correlation to housing price, i.e., the higher the hierarchy of the bus transit is, the higher the housing price. However, in the study area as a whole, the coefficient of influence decreases gradually from north to south, and even negative correlation occurs in some areas. This can also be interpreted as meaning that, in the southern part of the study area, including the Nanhu area in Hongshan District, the Baishazhou area, and the Houguanhu area in Caidian District, the density of bus routes and network is much lower than that in other areas.



When either the hedonic or the GWR model is used alone, the degree of fit in the causal analysis of housing prices remains low. One possible reason is the difference in sample size. As the relationship between housing price and influence factors is not a simple linear relationship, the validity of the regression model decreases with larger sample size. Therefore, the introduction of the artificial neural network, a non-linear regression model, combined with the GWR model, substantially improves the degree of fit. Another reason may be that certain major influence factors are not considered when selecting the explanatory factors for the study, such as urban land-use planning. Comparing the three regression models, it can be seen that the regular hedonic linear model can be used together with SPSS to compare the importance of various influence factors, and thus can improve the fitting degree by eliminating the unrelated factors through correlation analysis; while the GWR model offers a better explanation than the hedonic model and its advantage lies in its interpretation of the causes of housing prices by measuring the spatial variation in the influence of each factor. The GWR model not only recognizes the abnormality in housing prices within a city and whether it is a deviation from its actual price, it can also allocate the analysis of various influence factors into specific spatial units and, therefore, provides references for subsequent decision-making in urban planning; the artificial neural network model breaks through certain limitations of the linear regression of the aforementioned two models. Its advantage is that the degree of fitting can be substantially improved. However, due to the fact that its calculation process is like a black box in that it offers no explanation nor a regression formula, the ANN model can only be used to predict housing price but not to analyze the importance of each factor or to perform a spatial analysis of its influence.




5. Conclusions


As data acquisition is considered one of the biggest difficulties in the study of housing prices [38], the present study uses an approach using multiple data sources in related models and thus contributes to the methodology of research on housing prices. These multiple data sources, including open network data, offer opportunities to acquire more diverse types and a much greater number of sample data than previous research, and with greater timeliness, thus providing more valuable findings for the quantitative spatial analysis of cities.



From the planning perspective, the present study chooses various factors that may influence housing price, so as to make clear the relationship between the influence factors and housing prices as well as their variations in space. In the case study city of Wuhan, when eliminating the collinearity relationship, four influence factors show the greatest influence on housing price, namely, distance to the inner ring, distance to hospital, bus density, and distance to subway station. Due to the multi-center urban structure of Wuhan where the main urban districts are divided by the rivers, and the uneven development of these districts, variation in the influence of factors over space and the uneven distribution of public facilities and transport infrastructure can be observed. In addition, even if urban planning schemes have not yet been fully implemented, there is a positive long-term prospect of an increase of housing prices, exemplified by Wangjiadun Central Business District. In the case of Wuhan, urban elements directly controlled by city planning, including the layout of public facilities, planning and spatial location of transport etc., all have a great influence on housing price.



In the numerical calculation of the public facility factor, analysis based on the superposition of the service radius of multiple facilities offers a better explanation for housing price than the sole consideration of the shortest distance. The final combination of the ANN and GWR model adopted in the present studies helps achieve a good model fit. This result means that the selected influence factors can explain most of the factors determining housing prices, and the ANN, with the support of the other two models, can be used to analyze the importance of an individual factor and the variation of its spatial influence coefficient. In general, the contribution the present study lies in the research methodology of a combined use of multiple data sources in multiple models, which facilitates more comprehensive analysis of the reasons behind housing prices.
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Figure 1. Hierarchical influences of commercial centers and the spatial distribution of housing properties. 
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Figure 2. Regression model analysis results of factors. (a) Model regression accuracy; (b) strength of correlation with each factor. 
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Figure 3. Spatial distribution of standard residuals based on the GWR model. 
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Figure 4. Diagram of the artificial neural network (ANN) structure. 
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Figure 5. Mean variance curve. 
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Figure 6. Regression fitting curve. 
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Figure 7. The spatial coefficients of some influencing factors. 
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Table 1. Housing prices and influence factors.
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	N
	Minimum
	Maximum
	Mean
	Std. Deviation





	Housing Price (Price)
	1565
	5061
	71,880
	18,825.060
	5677.224



	Number of supermarkets (Market)
	1565
	0
	103
	21.870
	17.227



	Distance to inner ring (InnerRing)
	1565
	56
	14,344
	3773.12
	3223.489



	Population density (Population)
	1565
	1
	292,047
	22,291.020
	29,693.297



	Age of building (Age)
	1565
	−3
	37
	14.138
	6.369



	Distance to river (River)
	1565
	0
	15,955
	3188.369
	3105.678



	Water area (Water)
	1565
	1
	24
	4.185
	3.917



	Commercial center (Commercial)
	1565
	1
	49
	6.021
	8.588



	Distance to metro station (Metro)
	1565
	52.955
	7294.524
	1345.166
	1354.341



	Bus (Bus)
	1565
	1
	30
	12.013
	6.567



	Hospital (Hospital)
	1565
	36.125
	9463.426
	1891.534
	1496.610



	Primary school (Pschool)
	1565
	1
	50
	13.351
	9.738



	Middle school (Mschool)
	1565
	1
	50
	9.909
	10.010



	Green Space (Green)
	1565
	1
	33
	5.191
	4.158



	Valid N
	1565
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Table 2. Correlation between housing prices and influence factors.
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Price

	
InnerRing

	
Population

	
Age

	
River

	
Water

	
Market

	
Commercial

	
Metro

	
Bus

	
Hospital

	
PSchool

	
MSchool

	
Green






	
Price

	
Correlation Coefficient

	
1.000

	
−0.526 **

	
0.171 **

	
0.146 **

	
−0.053 *

	
−0.010

	
0.302 **

	
0.502 **

	
−0.254 **

	
0.418 **

	
−0.349 **

	
0.350 **

	
0.285 **

	
0.090 **




	
Sig. (2-tailed)

	

	
0.000

	
0.000

	
0.000

	
0.035

	
0.681

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000




	
InnerRing

	
Correlation Coefficient

	
−0.526 **

	
1.000

	
−0.347 **

	
−0.337 **

	
0.395 **

	
0.056 *

	
−0.551 **

	
−0.615 **

	
0.501 **

	
−0.644 **

	
0.516 **

	
−0.648 **

	
−0.538 **

	
−0.296 **




	
Sig. (2-tailed)

	
0.000

	

	
0.000

	
0.000

	
0.000

	
0.027

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000




	
Population

	
Correlation Coefficient

	
0.171 **

	
−0.347 **

	
1.000

	
0.242 **

	
−0.141 **

	
−0.130 **

	
0.522 **

	
0.415 **

	
−0.302 **

	
0.469 **

	
−0.396 **

	
0.463 **

	
0.423 **

	
0.186 **




	
Sig. (2-tailed)

	
0.000

	
0.000

	

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000




	
Age

	
Correlation Coefficient

	
0.146 **

	
−0.337 **

	
0.242 **

	
1.000

	
−0.274 **

	
−0.169 **

	
0.332 **

	
0.279 **

	
−0.227 **

	
0.323 **

	
−0.333 **

	
0.391 **

	
0.336 **

	
0.148 **




	
Sig. (2-tailed)

	
0.000

	
0.000

	
0.000

	

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000




	
River

	
Correlation Coefficient

	
−0.053 *

	
0.395 **

	
−0.141 **

	
−0.274 **

	
1.000

	
0.326 **

	
−0.273 **

	
−0.131 **

	
0.165 **

	
−0.177 **

	
0.173 **

	
−0.430 **

	
−0.370 **

	
−0.260 **




	
Sig. (2-tailed)

	
0.035

	
0.000

	
0.000

	
0.000

	

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000




	
Water

	
Correlation Coefficient

	
-0.010

	
0.056 *

	
−0.130 **

	
−0.169 **

	
0.326 **

	
1.000

	
−0.198 **

	
−0.076 **

	
0.017

	
−0.307 **

	
0.052 *

	
−0.379 **

	
−0.302 **

	
0.137 **




	
Sig. (2-tailed)

	
0.681

	
0.027

	
0.000

	
0.000

	
0.000

	

	
0.000

	
0.003

	
0.490

	
0.000

	
0.040

	
0.000

	
0.000

	
0.000




	
Market

	
Correlation Coefficient

	
0.302 **

	
−0.551 **

	
0.522 **

	
0.332 **

	
−0.273 **

	
−0.198 **

	
1.000

	
0.608 **

	
−0.425 **

	
0.711 **

	
−0.609 **

	
0.727 **

	
0.695 **

	
0.264 **




	
Sig. (2-tailed)

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000




	
Commercial

	
Correlation Coefficient

	
0.502 **

	
−0.615 **

	
0.415 **

	
0.279 **

	
−0.131 **

	
−0.076 **

	
0.608 **

	
1.000

	
−0.484 **

	
0.730 **

	
−0.600 **

	
0.607 **

	
0.571 **

	
0.303 **




	
Sig. (2-tailed)

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.003

	
0.000

	

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000




	
Metro

	
Correlation Coefficient

	
−0.254 **

	
0.501 **

	
−0.302 **

	
−0.227 **

	
0.165 **

	
0.017

	
−0.425 **

	
−0.484 **

	
1.000

	
−0.580 **

	
0.564 **

	
−0.449 **

	
−0.349 **

	
−0.362 **




	
Sig. (2-tailed)

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.490

	
0.000

	
0.000

	

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000




	
Bus

	
Correlation Coefficient

	
0.418 **

	
−0.644 **

	
0.469 **

	
0.323 **

	
−0.177 **

	
−0.307 **

	
0.711 **

	
0.730 **

	
−0.580 **

	
1.000

	
−0.640 **

	
0.719 **

	
0.644 **

	
0.285 **




	
Sig. (2-tailed)

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	

	
0.000

	
0.000

	
0.000

	
0.000




	
Hospital

	
Correlation Coefficient

	
−0.349 **

	
0.516 **

	
−0.396 **

	
−0.333 **

	
0.173 **

	
0.052 *

	
−0.609 **

	
−0.600 **

	
0.564 **

	
−0.640 **

	
1.000

	
−0.655 **

	
−0.584 **

	
−0.313 **




	
Sig. (2-tailed)

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.040

	
0.000

	
0.000

	
0.000

	
0.000

	

	
0.000

	
0.000

	
0.000




	
PSchool

	
Correlation Coefficient

	
0.350 **

	
−0.648 **

	
0.463 **

	
0.391 **

	
−0.430 **

	
−0.379 **

	
0.727 **

	
0.607 **

	
−0.449 **

	
0.719 **

	
−0.655 **

	
1.000

	
0.758 **

	
0.274 **




	
Sig. (2-tailed)

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	

	
0.000

	
0.000




	
MSchool

	
Correlation Coefficient

	
0.285 **

	
−0.538 **

	
0.423 **

	
0.336 **

	
−0.370 **

	
−0.302 **

	
0.695 **

	
0.571 **

	
−0.349 **

	
0.644 **

	
−0.584 **

	
0.758 **

	
1.000

	
0.267 **




	
Sig. (2-tailed)

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	

	
0.000




	
Green

	
Correlation Coefficient

	
0.090 **

	
−0.296 **

	
0.186 **

	
0.148 **

	
−0.260 **

	
0.137 **

	
0.264 **

	
0.303 **

	
−0.362 **

	
0.285 **

	
−0.313 **

	
0.274 **

	
0.267 **

	
1.000




	
Sig. (2-tailed)

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	




	
N

	
1565

	
1565

	
1565

	
1565

	
1565

	
1565

	
1565

	
1565

	
1565

	
1565

	
1565

	
1565

	
1565

	
1565








* Correlation is significant at the 0.05 level (2-tailed); ** Correlation is significant at the 0.01 level (2-tailed).
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Table 3. Output 1 of the geographically weighted regression (GWR) model analysis.
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	Objectid
	Varname
	Variable
	Definition





	1
	Bandwidth
	9229.90595
	



	2
	ResidualSquares
	32,298,485,006.205433
	



	3
	EffectiveNumber
	42.368431
	



	4
	Sigma
	4605.678949
	



	5
	AICc
	30,870.476555
	



	6
	R2
	0.359273
	



	7
	R2Adjusted
	0.341865
	



	8
	Dependent Field
	0
	Average price



	9
	Explanatory Field
	1
	Population density



	10
	Explanatory Field
	2
	Building Age



	11
	Explanatory Field
	3
	Distance to river



	12
	Explanatory Field
	4
	Distance to inner-ring



	13
	Explanatory Field
	5
	Number of supermarkets



	14
	Explanatory Field
	6
	Hierarchy of commercial center



	15
	Explanatory Field
	7
	Hierarchy of bus system



	16
	Explanatory Field
	8
	Hierarchy of primary school



	17
	Explanatory Field
	9
	Hierarchy of middle school



	18
	Explanatory Field
	10
	Hierarchy of green space



	19
	Explanatory Field
	11
	Distance to hospital



	20
	Explanatory Field
	12
	Distance to Subway station
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Table 4. Output 1 of the GWR model analysis.
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	Objectid
	Varname
	Variable
	Definition





	1
	Bandwidth
	3864.70251256000
	



	2
	ResidualSquares
	13,858,292,289.200000
	



	3
	EffectiveNumber
	33.71935716350
	



	4
	Sigma
	3008.34376754000
	



	5
	AICc
	29,526.72448670000
	



	6
	R2
	0.72508343686
	



	7
	R2Adjusted
	0.71920920782
	



	8
	Dependent Field
	0
	Average price



	9
	Explanatory Field
	1
	ANN predicted value
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Table 5. Output 2 of the GWR model analysis.
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	Objectid
	Varname
	Variable
	Definition





	1
	Bandwidth
	15,816.098690
	



	2
	ResidualSquares
	33,477,816,748.300000
	



	3
	EffectiveNumber
	29.370509
	



	4
	Sigma
	4669.123292
	



	5
	AICc
	30,910.992512
	



	6
	R2
	0.335877
	



	7
	R2Adjusted
	0.3236077
	



	8
	Dependent Field
	0
	Average price



	9
	Explanatory Field
	1
	Population density



	10
	Explanatory Field
	2
	Age



	11
	Explanatory Field
	3
	Distance to river



	12
	Explanatory Field
	4
	Distance to inner ring



	13
	Explanatory Field
	5
	Distance to hospital



	14
	Explanatory Field
	6
	Subway



	15
	Explanatory Field
	7
	Number of supermarkets



	16
	Explanatory Field
	8
	Distance to commercial center



	17
	Explanatory Field
	9
	Distance to middle school



	18
	Explanatory Field
	10
	Distance to primary school



	19
	Explanatory Field
	11
	Distance to green space



	20
	Explanatory Field
	12
	Density of bus routes and network











© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).






media/file13.jpg





media/file4.png
Worse

Quality

Reference
Model

Ensemble
M

{Mean)

25%

50%

Accuracy

(a)

Better

1% ¥

29.9%

29.8%

Distance to Inner-ring|

Distance to Hospital
Influences of BUS

?i“sgugnce to Subway

Iéyr#nn:rc‘w&nm

Thary Sehool

pemeets
WleGRS o0
Distance to river
Building Age

(=]

-J—UUUUUUH

o






nav.xhtml


  sustainability-10-01676


  
    		
      sustainability-10-01676
    


  




  





media/file2.png
o
0~ * -+ A X
. =
. .
\ .
-t
- : | ..
.o |
a * .
& L -
| -
., | . el






media/file5.jpg





media/file3.jpg
1

i

(a)

ey —

—
e,
=

, uuuuuuu

®)





media/file1.jpg





media/file7.jpg
Input

13

Hidden Layer

Output Layer

27

Output





media/file10.png
Mean Squared Error (mse)

10°

10

5
10

10 F

Best Training Performance is 6117151.959 at epoch 682

Train E
Test |,

| ] | ] |
0 100 200 300 400 500

683 Epochs

|
600






media/file12.png
Output ~=0.8"Target + 3.8e+03

Qutput ~=0.78"Target + 4.1e+03

« 10t Training: R=0.90426 <10t Test: R=0.53563

?- T T T 3 E | T I:_:I T ]
2 Data - 2 Data o
I Fit o &
E ......... l.l." e T . GIID 5 5

i

L

-

i

Qutput ~=0.65"Target + 6.5e+03

2 4 B 1 2 3 4 3 b
Target . 10" Target 5 10°

—~

L
B
'

r






media/file9.jpg
Mean Squared Error (mse)

10°

10

10

Best Training Performance is 6117151.959 at epoch 682

Train [}
Test |}
Best |}

100 200 300 400 500 600
683 Epochs






media/file0.png





media/file14.png





media/file8.png
Hidden Layer Output Layer






media/file11.jpg
Output ~= 0.8 Target + 38e+03

Output ~= 0.78"Target + 4.1+03

«10* Training: R=0.90426

Lo Test R=053663

o ome 885 o] o

t @

e
:

g oo

£

s
o &

Ve
-1

2,
g
H

2 0 g
Target x10t
(o All: R=084336
o Das
—Fi |0 o
Verf8 %






media/file6.png





