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Abstract: This paper addresses the challenge of synchronizing data acquisition from independent
sensor systems in a local network. The network comprises microcontroller-based systems that collect
data from physical sensors used for monitoring human gait. The synchronized data are transmitted
to a PC or cloud storage through a central controller. The performed research proposes a solution for
effectively synchronizing the data acquisition using two alternative data-synchronization approaches.
Additionally, it explores techniques to handle varying amounts of data from different sensor types.
The experimental research validates the proposed solution by providing trial results and stability
evaluations and comparing them to the human-gait-monitoring system requirements. The alternative
data-transmission method was used to compare the data-transmission quality and data-loss rate.
The developed algorithm allows data acquisition from six pressure sensors and two accelerome-
ter/gyroscope modules, ensuring a 24.6 Hz sampling rate and 1 ms synchronization accuracy. The
obtained results prove the algorithm’s suitability for human-gait monitoring under its regular activity.
The paper concludes with discussions and key insights derived from the obtained results.
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1. Introduction

Wireless sensor networks (WSNSs), as a data-transfer source, have gained signifi-
cant roles in a wide range of applications, primarily attributed to their cost effectiveness,
functional capabilities, adaptability, and extensive coverage. Data collection becomes an
essential task using sensor networks. However, the effectiveness of WSNs is compromised
by obstructions that impair signal strength and introduce synchronization. Consequently,
these limitations result in reduced operating distances and increased latency. Therefore,
accurate data interpretation faces challenges, and synchronization is needed.

Time synchronization is essential for accurate data interpretation in WSNSs. It achieves
reliable measurements, facilitates action coordination, and ensures seamless data exchange
between devices. Numerous synchronization methods and protocols have been extensively
studied and developed to address various tasks within the realm of data reading. These
methodologies encompass diverse approaches, such as harnessing GPS modules, utilizing
pulse-per-second (PPS) signals, and employing synchronization protocols that focus on
estimating nondeterministic delays to achieve accurate time measurements [1,2], the senso-
rimotor synchronization method [3], or the Sync-ESP-NOW protocol and other specialized
protocols, such as NTP and PTP, for IoT devices [4,5]. Furthermore, investigations into syn-
chronization have extended to Bluetooth-based sensor networks [6] and time measurement
in medical devices [7]. An extension of reference-broadcast infrastructure synchronization
(RBIS) with wide coverage of multiple access points and a significantly improved timing
accuracy superior to NTP was implemented in research presented in [8]. Special attention
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was given to developing systems that accurately mark events and interact with digital data
on internet-of-things platforms [9]. Some studies include the development of hardware and
architectures for IoT applications in the field of vibration measurement [10] and synchro-
nized acquisition of ECG signals for emotion recognition [11]. The approach outlined in [12]
proposed millisecond-precision synchronization with simple, budget-friendly, hardware,
making it applicable in scenarios prioritizing cost and time constraints. Such a diverse spec-
trum of research reflects the general interest in time synchronization, its meaning in various
contexts, and additional possibilities for application in modern information-collection and
data-analysis scenarios.

Data synchronization, regarding time, is a critical factor for successful implementations
of data-fusion methods. Therefore, data synchronization in WSNss is a significant research
problem. For example, in the research [13], time synchronization has been addressed
through temperature-sensitive compensation in WSNs. Cluster-based maximum consensus
time synchronization for industrial WSNs has also been explored in [14]. In the study [15],
sensor data fusion has been applied to engine fault diagnosis through a multisensor
approach. A similar approach based on multisensor system-on-chip platforms is presented
in [16], where the authors implemented data fusion for sports activity monitoring in eHealth
systems. The main advantage of implementing a multisensor approach via WSNss is that it
allows for partially overcoming synchronization problems. Typically, data from all sensors
are sent as a single data package, neglecting minor delays during the collection of data
from sensors. The practical application of industrial big data also requires synchronization.
In [17], data fusion has been used in the domain of cloud-control platforms to enhance
their applicability. Sensor data fusion via wireless networks is a versatile and powerful
tool with applications in mechanical fault diagnosis, indoor location services, medical
diagnostics, wearable sensors, vehicle localization, aquaculture, robotics, industrial big
data, healthcare, education, structural health monitoring, engine fault diagnosis, and sport
activity monitoring. Continuous development and improvement of data-fusion algorithms
and strategies are essential to optimize the performance and reliability of wireless sensor
networks in various applications [18]. Integrating sensor data through fusion algorithms is
critical to providing enhanced and reliable information in various fields, including medical
diagnostics, industrial monitoring, and environmental sensing [19-21].

The efficient timing sync protocol for sensor networks (TPSN) described in [22] creates
a hierarchical structure in the network and performs synchronization to create a global time
scale. Methods and protocols for synchronization, emphasizing the need for a new class
of secure synchronization protocols that are scalable and energy efficient, were revealed
by researchers in [23]. In [24], a comprehensive review that analyzes wireless sensor
networks for structural health monitoring from different points of view is presented. Time
synchronization is a critical issue in wireless sensor networks, and a study demonstrates
that an optimized multilayer time-synchronized MAC with relay nodes shows better results
than state-of-the-art nonsynchronized algorithms [25]. Wireless sensor networks have three
key performance metrics: reliability, power consumption, and latency. The time-slotted
channel-hopping technique (TSCH) introduced in the IEEE 802.15.4 standard compromises
these indicators. With the help of a mathematical model based on real measurements, the
authors characterize the behavior of the network and its interaction with the environment.
The research showed that optimizing one of the indicators can lead to the degradation
of others [26]. Data transmission in communication networks often has to meet certain
deadlines. The authors developed a probabilistic model that allows one to determine
the delay of sensor data in a wireless sensor network depending on the routing used.
The model provides a tool for routing delay analysis, which allows one to compare the
probability of missing a deadline between different routing policies [27].

The importance of time synchronization in wireless sensor networks is emphasized
due to its role in accuracy, energy consumption, and computational complexity, where
the main emphasis is on the energy-efficient beacon-free scheme [28]. This idea is further
extended to WSNs with a low level of activity, where a new synchronization algorithm is
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presented [29]. To synchronize network units regarding the common clock, the authors
used additional reference data packets sent by the reference node.

Temperature deviations also play a part in the network-synchronization algorithms [30].
Temperature fluctuations affect the accuracy of the time calculation, according to which the
network is synchronized. The authors proved that adjusting local units” time according
to predefined dependency between outside temperatures and time drift makes it possible
to increase network-synchronization accuracy. Similarly, synchronization in underwater
sensor networks could use the Doppler effect to increase accuracy [31].

An adaptive walking detection method based on inertial sensors uses data fusion to
improve detection accuracy, as presented in [32]. This data-fusion approach is extended to
a support system for firefighters, where different sensors are used to monitor their gait [33]
and classify predefined events using the Hiden Markov model and a neural network.
Data fusion is also proven to be essential for the health monitoring of composite aircraft
structures [34] and vehicle networks for creating smart cities based on 6G technology [35],
offering more advanced data-synchronization capabilities.

In the context of robotics, time synchronization is critical, especially for autonomous
driving, where a system for precise synchronization has been developed [36]. For wireless
body area networks, a new synchronization algorithm based on a fractional time approach
is presented in [37]. It achieves more accurate time evaluation and minimizes energy
consumption due to managing on—off stages.

A summary of research cases most relevant to synchronization in WSNs is provided
in Table 1.

Wireless sensor networks (WSNs) play a significant role in physical and environmental
monitoring. Smart environmental monitoring (SEM) systems are being developed using
internet-of-things (IoT) technologies and wireless sensor networks. This approach makes
it possible to control air, water management, radiation emissions, etc., thoroughly. The
reliability of these systems is based on proven machine-learning techniques and classifiers
that ensure effective analysis and infusion of SEM [38]. In [39], the authors provide
a comprehensive overview of the use of wireless sensor networks (WSNs), unmanned
aerial vehicles (UAVs), and crowdsensing technologies. The authors identify cooperation
between ground-based (WSN/crowdsensing) and aerial (UAVs) surveillance systems and
the use of advanced signal-processing techniques as crucial components of future integrated
large-scale environmental monitoring systems. Changes in the ecological environment
have serious consequences for people, particularly air pollution. Using cloud storage
and wireless sensor networks (WSNs), greater accuracy can be achieved in monitoring
environmental factors as well as healthcare aspects. Such monitoring tasks are essential
in smart cities, where air quality control is critical to maintaining population health and
economic development [40].

There are three main challenges for environmental monitoring in buildings: optimiz-
ing the software for processing data from different types of sensors, data synchronization,
and ensuring network stability when new sensors are connected or existing ones are re-
moved. In [41], a platform and a software system for efficient data-acquisition collection,
preprocessing, and packaging from various sensors were presented, simplifying the net-
work’s setup and ensuring its reliability. A gateway system developed for a wireless sensor
network aimed at environmental monitoring is presented in [42]. This system allows the
collection and storage of the data provided by the sensor network and ensures convenient
remote access to this data through a website or console application. In [43], the authors
presented the application of multiple consumer-grade internet-of-things (IoT) technologies
to measure four common air pollutants. They identified the impact of indoor air quality on
sleep quality and demonstrated that elevated levels of some air pollutants can negatively
affect sleep quality while others can improve it.
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Table 1. A summarized overview of related research.
Aim Methods Hardware Results Ref.
. . TACO estimates clock skew . . Reduced clock
Improve time synchromzatlon . Experiment in .
. and temperature correlation, . . drift, prolonged [13]
in WSNs . . intertidal zone L@
adjusts time resynchronization intervals
Introduce Cluster-based Intracluster and intercluster . . Reduced communication
. - . .. Industrial Wireless .
Maximum Consensus Time time synchronization. overhead and improved
. . Sensor Networks
Synchronization (CMTS) Maximum consensus approach. (IWSNs) convergence rate. [14]
method for IWSNs addressing Revised CMTS ’ System adaptation to
. . Cluster-based .
Low energy consumption, fast handling bounded uncertain bounded
Lo network structure. ..
convergence, and robustness. communication delays. communication delays.
Up to 95%
Develop an energy-efficient Introducing a reverse Battery-powered sensor energy-consumption
time-synchronization scheme asymmetric nodes in reduction compared to
for resource-constrained time-synchronization multihop WSNs. flooding time [29]
multihop WSNs focusing on framework proposed a TelosB motes running. synchronization.
accuracy, energy consumption, beaconless energy-efficient TinyOS for Microsecond-level
and computational complexity.  time-synchronization scheme. experiments. synchronization
accuracy achieved.
Adaptive Source
Design an adaptive source Time-Synchronization
. .. . Low-cost, low-powered .
time-synchronization (ASTS) algorithm. . . Improved synchronization
. . 1 tiny wireless o
algorithm for a low duty cycle Maximum Likelihood accuracy and scalability,
. L . sensor nodes.
WSNss addressing energy Estimation for time Emphasis on demonstrated [30]
consumption challenges, drift estimation. P applicability for
. . .. low-duty-cycle
computational complexity, and Synchronization based on a operation low-duty-cycle WSNs.
synchronization accuracy. common clock and time P ’
drift vectors.
Address time synchronization Proposes DA-Sync for mobile Outperforms existing
. UWSNSs with Doppler - schemes in accuracy and [31]
in UWSNs . L .
shift estimation energy efficiency
Presents principles including . .
S . . Ach high
Develop a synchronization hardware triggering, common Custom FPGA-based chieves hig
. . . .. synchronization accuracy [36]
system for robotic computing timer, GPS synchronization, SoC (Zynq board), etc. - . R
L . with lightweight circuits
and on-site timestamping
Introduces Fractional
pretoove | Lovpor | wiestody A et
b4 4 Networks (WBANSs)

algorithm for WBANs

Algorithm (FLSA) based on
fractional-time concept

power consumption

In mechanical fault diagnosis, multilevel and hierarchical information fusions are
used in WSNis to address the challenge of real-time transmission of many vibration sig-
nals [44]. WSNs are also used for indoor location services, particularly for visually impaired
individuals, by combining data from wireless networks with inertial sensors [15,45,46].
In medicine, sensor data fusion through wireless networks is particularly beneficial for
improving diagnostics accuracy. Integration of eye-tracking data into magnetic angular
rate gravity (MARG) sensor-based head-orientation estimation has been explored for ap-
plications in rehabilitation robotics and medical diagnostics [47]. Additionally, electronic
medical records and the biomedical literature have been used to support the diagnosis of
rare diseases through data fusion [48]. Sensor data fusion is also being applied in the context
of wearable sensors for fall detection, where data-fusion techniques have been compared
to single-sensor machine-learning techniques to improve fall detection accuracy [49].

In the area of vehicle localization, the adaptive diagnosis for fault-tolerant data fusion
based on the a-Rényi divergence strategy has been explored [50]. In the absence of syn-
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chronization between nodes, the localization problem in wireless networks is considered
based on hybrid measurements of signal strength (RSS) and time of arrival (TOA). The
developed two-step algorithm simplifies calibration and localization, improving accuracy
and reducing computational complexity compared to existing methods [51]. In the field of
wireless sensor networks and the use of artificial intelligence techniques, a comprehensive
discussion of recent research on area coverage, moving object localization, and WSN opti-
mization is reviewed. The authors point out the need to optimize routes for localization
and develop multicriteria models to resolve issues in this area [52].

In aquaculture, sensor data fusion has been applied for temperature monitoring in
ponds, which is critical to ensuring the health and growth of aquatic species [53]. Addi-
tionally, sensor data fusion is used in robotics, particularly for simultaneous localization
and mapping (SLAM) in underground power pipeline galleries [54]. Moreover, multi-
source data fusion has been employed to diagnose rolling bearings based on an improved
multiscale CNN [55]. In the educational domain, sensor data fusion has been used to
improve affect detection in game-based learning through multimodal data fusion [56].
Structural health monitoring (SHM) sensors are proposed for damage diagnostics of com-
posite panels, encompassing four levels: detection, localization, type, and severity of
damage, with the aim of implementing condition-based maintenance (CBM) schemes [57].
Data-fusion algorithms inspired by fuzzy entropy have been proposed to improve the
reliability of WSNs [58]. Multiprotocol mobile agents have also been used to design and
analyze data-fusion schemes in mobile WSNs [59].

The designed system’s hardware and software would need to comply with the human-
gait analysis device requirements. The OneStep application uses an inertial measurement
device with a sample rate of 100 Hz [60]. This sample rate is standard for many motion
and gait analysis applications but does not significantly affect or increase the detail of
the information because dynamic gaits are smaller. Shimmer sensor platforms [61] use a
frequency of about 100 Hz for acceleration measurements. The autonomous sensing unit
recorder system uses a sample rate more than 100 Hz to record data [62], but increasing the
data collection rate does not provide significant benefits when studying detailed character-
istics. Nevertheless, it is essential to note that measurement accuracy is often considered
more important for analysis than sampling rate. In an article [63], it is concluded that
a sampling rate as low as 17 Hz yields sufficient results in experiments of human-body
movement monitoring. In general, measurement accuracy has a much greater impact than
high sampling-rate values, as it is essential for adequate analysis and interpretation of
results in the context of medical and research applications.

Real-life engineering tasks often deal with special or original equipment, the absence
of synchronizing data features, and the implementation of modern network protocols,
widening the area of original device implementation. The problem of sensor data aligning
with respect to time, when data are obtained using independent devices, requires such a
solution. One of these tasks often occurs in the medical or health monitoring area, when
there are inconvenient devices to install to inform human (sometimes on animal) limbs
without a wire connection.

This paper is dedicated to testing human-gait monitoring systems under real condi-
tions using original sensors and independent data-acquisition systems. For the synchro-
nization of independent data-acquisition systems, two simple methods were proposed:
a solution involving repeated synchronization of the entire system by issuing network
requests to extract sensors’ data with very low latency and an alternative method where
a synchronizing message is sent only at the beginning of a data-logging session, leaving
only part of the system synchronized. The suitability of the proposed network methodolo-
gies for a human-gait monitoring system was explored by conducting data logging and
network performance experiments and comparing the results with those found in other
related studies.
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2. Materials and Methods

The implementation of local network-driven data-synchronization methodology was
realized in the original ad hoc local network, a 3-member single-level network between
equal microcontrollers with data flow control.

This experimental setup covers the human-gait analysis system, which is suitable for
rehabilitation and medical monitoring of human-gait issues. The setup collects data from
the sensor on each foot, acquiring a three-point foot-pressure sensor array and a single
three-axis accelerometer and gyroscope module for each foot. Data are transmitted to the
microcontroller, which accumulates data and transmits data to the cloud storage or PC via
USB cable for further analysis.

For such monitoring systems, the monitored process and monitoring aim set the main
requirements for performance and accuracy. Continuous monitoring of human gait, trying
to define minor changes, requires a data-acquisition rate of about 30 samples per second
and a data-synchronization accuracy in the range of a few milliseconds. Such a sampling
rate is not an issue for popular microcontrollers like Atmega, but adding wireless data
transfer from a few devices and strict data-synchronization requirements to such a task
became relatively challenging.

The developed prototype and the proposed method were tested by conducting practi-
cal experiments in the scientific laboratories of the Department of Mechatronics, Robotics,
and Digital Manufacturing of Vilnius Gediminas Technical University.

2.1. Equipment of Experimental Research

The experimental setup (Figure 1) comprises a human-body interface and a data-
reception unit. The human-body interface includes data module sets for each limb, where a
data module set incorporates a slave microcontroller (slave board) and a foot insole with
an array of pressure sensors and an accelerometer. The data-reception unit includes the
main data master microcontroller (master board) connected to the data storage.

Figure 1. Experimental setup of the human-gait analysis: 1—left-foot data module set; 2—right-foot
data module set; 3—slave microcontroller; 4—position of the sensors on the feet; 5—Dbattery; 6—array
of pressure sensors and accelerometer; 7—main data master microcontroller; 8—data storage.
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Each foot-mountable module had a set of pressure sensors, which operated as piezore-
sistive units. To account for the nonlinear relationship between sensor resistance and
applied load, calibration factors were calculated by obtaining sensor readings with an array
of precise masses. For loads that were not simulated using precise masses, calibration
factors were calculated linearly, interpolating experiment-based calibration factors. The
sensor load has an indicative value, so the foot load is later presented as a percentage of
the full human-body load. The array consists of 3 individual sensors placed in support-
ive footprint locations (medial plantar, lateral plantar, and tibial), as shown in Figure 2.
Pressure sensors were built by placing conductive pressure-sensitive material between two
layers of aluminum foil acting as read-out electrodes. Each sensor was integrated into the
circuit by connecting a common lower layer of aluminum foil to the positive potential of a
power source and the separate upper layers to the ADC pins of an ESP32 microcontroller
through a pull-up 10-Ohm resistor. To prevent direct electrical contact between the lower
and upper electrodes, pieces of pressure-sensitive material were cut out to be of a slightly
greater area than the upper electrode. The effective area of such a sensor is the intersecting
area of aluminum-foil layers and the pressure-sensitive material layer.

conductive pressure  cable to the
sensitive material microcontroller's circuit

pressure sensor under
Medial plantar

pressure sensor under
Lateral plantar

pressure sensor
under Tibial

Figure 2. Experimental insoles with installed sensors.

The 3-axis accelerometer/gyroscope module MPU 6050 (from TDK InvenSense Com-
pany, Sunnyvale, CA, USA) was mounted in the middle of the insole (Figure 2) and
delivered accelerations and angular velocities of foot movement. A combination of pressure-
sensor arrays and an accelerometer gyroscope allows for fully defining foot movement in
the space in the compressed and free position.

Analog signals from the pressure-sensor array are directly transferred to the ESP32
microcontroller’s (Espressif Systems, Shanghai, China) general purpose input-output pins.
Continuous signals are converted into discrete values using one of the two available 12-bit
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analog-digital converters. The digital signal from the accelerometer/gyroscope module is
passed to a microcontroller through one of the two integrated I12C bus interfaces.

ESP32 microcontroller’s 2.4 GHz radio module and an integrated antenna were used
for wireless communication. Slave and master microcontrollers employed an ESP-NOW
communication protocol for intercommunication; meanwhile, a master microcontroller
sent data to a data-storage device through a cable using a UART interface. As ESP32
microcontrollers support WIFI and Bluetooth communication, there was an option for
direct communication between slave microcontrollers and the data-storage device.

As the microcontroller only ever stores the most recently received data point in static
RAM before sending it to the data-storage device, an extensive amount of volatile memory
space was not required. Because permanent data storage is relegated to a dedicated data-
storage device, the microcontroller’s nonvolatile flash memory is used only for program
memory. For this reason, external memory was not used despite it being an option.

The experiment’s data were obtained from all sensors at a frequency of 24.6 samples per
second. Data in the slave microcontrollers were not processed. This data set was transmitted
to the master microcontroller through the local ad hoc Wi-Fi network. Each slave device
was powered by a 3.6 V Li-Ion battery (Howell Energy Co., Ltd., Shenzhen, China). The
supply voltage level was kept constant using an internal microcontroller stabilizer.

Direct raw data from the sensor arrays needed mathematical processing. In this case,
the best solution was to normalize the data placed in each slave microcontroller, where the
analog signal from the sensors was transformed into a digital one using internal ADC. The
median filter with a median width of three samples was implemented for the conditioning
of the sensor data values. Therefore, high peaks and nonessential data distortions were
filtered out. Implementing advanced filters was unreasonable due to the relatively low
frequency of the signal.

The master ESP32 microcontroller, which was connected to cloud storage via another
network, served as the central network unit. Its primary function is to serve as the main
data-collection point to collect information transmitted from the separate microcontrollers.
However, it can only reliably receive data at intervals of approximately 26 ms. While
this rate meets the requirements for the data acquisition and transmission process, it does
impose a limitation on the overall speed of the data-acquisition system. In addition to
cloud storage, there is an alternative option of using local storage on a connected PC. Such
an option is helpful in the case of a short series of measurements.

Electronic control measurements of the system latency were performed using a Rigol
DS1052E oscilloscope (RIGOL Technologies EU GmbH., Gilching, Germany).

The sensor data from both feet were streamed to the microcontrollers through the
network interface, which is a communication protocol designed to handle data transfer
between different components on the same board.

Synchronization algorithms were used to solve the problem of proper synchronization
of data collected from different sources (Figure 3). These algorithms help identify and
adjust delays between data to achieve a sufficient level of data synchronization.

The microcontrollers, in turn, transmit data wirelessly to the main ESP32 using Wi-Fi
protocols. In this case, wireless communication operates at a frequency of 2.4 GHz. The
main ESP32 is connected to the cloud storage, serving as the central data repository and
analysis hub. The network structural operation algorithm provided in Figure 1 presents
the network members within the local wireless network with two ESP32 slave micro-
controllers and the master ESP32 microcontroller acting as an access point (AP). Each
slave microcontroller (ESP32-1 and ESP32-2) acquires a pressure-sensor array, gyroscope,
and accelerometer sensors. The master microprocessor controls a wireless Wi-Fi network,
stores data internally, and transmits it to a PC or cloud, depending upon the request. This
structure allowed us to perform the desired data-flow control using network capabilities.

The synchronization method proposed for data collection involves slave boards and a
master board operating synchronously. Slave boards remain idle (do not collect or send
any data) until a command message is received from the master board instructing it to start
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acquiring sensor readings. A command message acts as a synchronizing message that is
sent once per each data-acquisition cycle, which spans from timestamp generation to data
export to cloud storage.

Send command to the

15t slave board ordering Wait for 10 ms

to collect data

Send command to the
znd

slave board ordering
to collect data Already

Received data
from both
slave boards?

waited
for more
Send command to the than 30 ms?
15% slave board allowing

to send collected data

Send command to the
1St

slave board allowing
to send collected data

Figure 3. Developed local network operation in the data-acquisition process diagram.

Due to a comprehensive synchronization of the entire system, the master board is
authorized to create a timestamp resembling the state of the overall system. Under the
generated timestamp, the collected data are exported to cloud storage.

As the system gets synchronized each time command messages are sent out, the
synchronization quality does not depend upon the quality of a single synchronization
signal. On the other hand, the overall synchronization quality declines as the quality of the
wireless connection declines. Since the system was designed to be used in lightly obstructed
(no more than one solid concrete wall) and medium distance open (straight corridor up to
100 m in length) propagation environments, connection quality’s effect on synchronization
quality was not researched.

A disadvantage of the whole system being synchronized is that the data-acquisition
speed of slave boards is limited to the speed of the master board, whereas the master’s
speed is limited to the speed of the system to which data are getting exported (in this
case, the allowed amount of incoming data of the cloud storage). This drawback could
be circumvented by separating the data-acquisition and data-export actions into distinct
subroutines and temporarily storing the collected data inside the master board.

An alternative method of synchronization (Figure 4) involved slave and master boards
working asynchronously. The synchronization of slave boards would be ensured, but not
the synchronization of the master board with slave boards. The synchronization message is
sent by the master board once at the beginning of the data-logging session instead of at the
beginning of each data-acquisition cycle. The synchronization message commands both
slave boards to reset their internal timers, the values of which are then used to generate
timestamps for the collected data.
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Unload a buffer of
received data
messages

Wait for 10 ms

Attempt to pair
received data

Already
2\ omm o Waited for more
than 50 ms?

Data paired
successfuly?

Send collected data to
cloud storage

Figure 4. Alternative local network operation in the data-acquisition process diagram.

In this synchronization method, slave boards constantly collect and send data inde-
pendently from the master board. The master board’s duties are reduced to just processing
the incoming data. However, the data processing now also involves the timestamp-based
pairing of incoming data, unlike in the proposed synchronization method, where data were
paired based on messages arriving during the same data-acquisition cycle. The increased
workload of the master does not outweigh the advantage of having slave and master
boards operate asynchronously, allowing a more rapid data collection. A comparison of
the proposed and the alternative methods of synchronization is provided in Table 2.

Table 2. A comparison of the proposed and the alternative methods of synchronization.

Property

Proposed Method

Alternative Method

The extent of the
system synchronization
The frequency of the
synchronization message

The activity of slave boards

The activity of the master board

Timestamp generation
Conditions of data being
considered synchronized

Slave boards are synchronized to each
other and to the master board
A synchronization message is sent at every
data acquisition cycle
Slave boards stay idle unless a message is
received ordering to collect and send data
Initiating data acquisition, processing the
incoming data, exporting data
By the master board
Data arrives on the same data
acquisition cycle

Slave boards are synchronized to each
other but not to the master board
The synchronization message is sent only
at the start of a data-logging session

Slave boards are constantly collecting and

sending data to the master
Processing the incoming data (including

data pairing by timestamp), exporting data

Each slave board separately

Data timestamps match

2.2. Methodology of Experimental Research

Experimental research was performed using the original workbench and acquiring

real operating data from sensors when a person walks with shoe insoles equipped with
sensors in different situations. These situations were used for data-flow management and

network functionality assessment.
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A series of measurements were performed to evaluate the real system latency from the
command to collect data to data arrival in the master microprocessor memory. An oscillo-
scope was used as a key measurement tool in a study aiming to define the characteristics of
data-transmission delay in a system that includes sensors and two ESP32 microcontrollers.
The oscilloscope was connected to the power supply and configured with time-scale and
trigger-level settings to capture signals. The first probe of the oscilloscope was connected
to the pin of the first slave ESP32, which receives data from the sensor. The second probe
was connected to the pin that transmits data from the master ESP32 to the cloud storage.
After adjusting the equipment, the software was run on the master ESP32, which read the
data from the sensor and transferred it to the cloud storage. The oscilloscope successfully
captured the signals, allowing you to observe the dynamics of the signals visually. Using
the oscilloscope measuring function, the time between the signal change on the first channel
(from the sensor to the first ESP32) and the signal change on the second channel (from the
main ESP32 to cloud storage) was defined.

The sensors must be individually calibrated for each patient before use. Calibration
is carried out by a preprogrammed button when the patient stands still in one position.
An additional restart function and clearing the calibration on the programmed buttons
were also implemented. Calibration of the sensors takes into account the peculiarities of
the human body’s weight distribution and the position of the patient’s feet concerning
the sensor’s sensitive area. The calibration procedure defines a baseline for evaluating the
human body’s mass distribution and allows for minimizing additive and multiplicative
measurement errors. Internal data preprocessing applying compensation coefficients
obtained from calibration is a straightforward mathematical procedure, and, compared to
data-transfer tasks, it takes a negligible amount of time.

In the practical experiment carried out, a setup with insoles for both the left and
right feet, each embedded with three pressure sensors for three main foot pressure points
(conditional division into three main areas, the heel and the left and right parts of the ball
of the foot), a gyroscope and an accelerometer, was implemented. These components were
combined to analyze human gait. A gyroscope and an accelerometer built into each insole
allow the comparison of foot orientation and inertia forces during human walking.

The experiment uses special cases of human gait, from a standard walk in a horizontal
plane to climbing up a staircase with a damaged knee or hip. The acquired data were
used as test data for the performance evaluation of the signal-processing system and the
local network.

Additional experiments were performed to determine the wireless communication
range between ESP32 microcontrollers in real operating conditions. The main goal was
to analyze the quality of communication when devices are placed at different distances
and rooms separated by different numbers of walls. The purpose of the experiment was
to check how an increase in distance and the appearance of some obstacles, like walls
between the transmitter and the receiver, will affect the quality of communication. Five
different locations were chosen for the study: a straight long corridor, an open field along
the busy road, and adjacent rooms separated by one, two, or three solid 250 mm thick
concrete walls. The experimental procedure starts with placing the sensor in one room
and the receiver in another and transmitting real-time data to monitor the connection.
The experiment used specialized software tools to monitor and measure communication
quality, including data transmission delay and packet loss. After placing the transmitter
and receiver in the desired locations, the data were transmitted in real time, allowing the
researchers to monitor the quality of the communication in different conditions. During
these experiments, the total delay and a number of successful communications were noted
(communication includes the master microcontroller sending out a control command and
a request for data and the slave microcontroller sending out a sensor’s data message).
The delay was measured in the master microcontroller from the moment of sending out
the first command message up to receiving and reading data messages from both slave
microcontrollers. If a data message is not received from a slave microcontroller during
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an allowed timespan of 30 ms, communication is considered to have failed. In case of
communication with one or both slave microcontrollers failing, the delay is not noted,
assuming that communication failed; communication is noted as successful only when data
are received from both slave microcontrollers.

3. Results

The results of experimental studies prove the comprehensive functionality of the
developed human-gait-monitoring system consisting of three independent modules com-
municating via the local WIFI network. During the experiments, in the beginning, sensor
data-acquisition modules (slave devices) were researched to determine whether the de-
veloped sensors, their installation, and calibration are suitable and whether the sampling
rate is sufficient to notice gait irregularities by analyzing individual steps. Next, the data-
transmission latency and the influence of various obstacles on the data-transmission process
were defined.

Data from pressure-sensor arrays consisting of three piezoresistive sensors are pre-
sented in Figure 5. There is a very frequent case of human gait, climbing the stairs, where
the load of human weight is distributed to the foot sole. Such a case reveals gait defects
very fast.
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Figure 5. Pressure-sensor data: (L1) yellow line—pressure sensor under tibial, (L2) blue line—pressure
sensor under lateral plantar, (L3) green line—pressure sensor under medial plantar.

At the beginning of the ascending stairs, the load on the metatarsal bones and the heel
increases, after which it gradually begins to decrease. Such variation could suggest that,
at the start of the ascent, the maximum portion of the load falls on all pressure sensors,
after which the weight is transferred forward. There is an increase in the pressure sensor’s
pressure values at the end of the step, indicating that the load increases at the moment of
lowering the foot. The values of the sensors that are unloaded have little meaning, while
they represent the residual pressure on the insole rather than the partial load on the human
body. Technically, unloaded insole data are not taken into account in gait analysis.

The sample rate of the data-gathering equipment is sufficient to see repeating charac-
teristics in step graphs: peaks, slopes, plateaus, etc. Evaluating the characteristics visually,
for example, by noting the number of peaks, their size, and their position in relation to each
other, is usually enough to determine gait abnormalities. For a more precise evaluation,
distinct steps are extracted, and the most representative of them are used to generate an av-
erage step graph; when comparing two average step graphs, their same phase data points’
values are compared. Instead of comparing entire average graphs, separately calculated
characteristics, such as step length and left and right foot gait phase difference, rate of
applying foot pressure, etc., can be compared instead.

The behavior of the foot during flight to the next supportive place requires another
type of sensor. In this case, an accelerometer with a gyroscope brings information about the
movement of the raised foot. Data from these sensors when the foot is loaded are neglected
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as well. Acceleration values after filtering are suitable for human-gait analysis, but one
must use numerical integration twice. After integration, displacement values are obtained,
but, as usual, the integration procedure’s problem is defining proper initial conditions. In
this case, zero acceleration and zero displacement values were taken at the moment when
the foot was fully pressed. This procedure is typically performed offline after the data from
the experiment are collected; online analysis is not practical.

The data from the gyroscope were used to register changes in the orientation of the
footwear in space along Cartesian axes (Figure 6). The values of the X and Y axes are
negative at the beginning of the movement, which may suggest that the shoe was tilted
forward and to the right. These values quickly return to zero, indicating the shoe’s return
to its original position. The Z-axis values are positive at the beginning of the movement
and then increase, which may suggest a shoe rotation around the vertical axis.
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Figure 6. Gyroscope sensor data around Cartesian axes.

The accelerometer data show changes in the shoe’s speed along two axes (X, Y),
as is shown in Figure 7. Based on these data, one can assume that at the beginning of
the movement, the shoe’s speed along the X-axis (forward-backward) increases, which
corresponds to the forward movement of the foot when climbing stairs. Then, the speed
along the X-axis decreases, corresponding to a pause on the stairs. The accelerometer
data provide foot orientation as well. Spatial orientation and orbit require further signal
processing in the form of double integration with respect to time and proper phase angle
definition from initial conditions.
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Figure 7. Acceleration of the insole during the process of climbing the stairs.

Actual latencies of the data-transmission process during experimental research are
provided in Figure 8. As is seen from the graph, the latencies of the data transmission
are not equal for each measurement. However, data-transmission latencies generally do
not exceed 2 ms; therefore, such a system can run easily at a much higher operational
speed. Fluctuations in latencies can be explained by adjustment of the internal slave
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microprocessor to the data-reading cycle and occupation of the CPU. The transmission of
data distance was small, and its influence was neglected. In case of significant distances,
they can affect the data-transmission rate. The transmission rate could also be affected by
signal disturbance from other electromagnetic sources; therefore, data-transmission latency
can be multiplied by several times. The transmission rate is evaluated in an intended
practical experiment environment to determine whether the system retains the required
transmission rate in its practical application. In case of an insufficient transmission rate, the
required conditions of the experiment’s environment are revised (for example, the allowed
distance between the human-body interface and the data-reception unit is lowered), or
the network configuration and hardware are reassessed (for example, a router can be
implemented as an intermediary device for communication).
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Figure 8. Data transmission on the local ad hoc network latencies.

The data-acquisition cycle consists of a transmission process, as shown in Figure 9,
and of an idle delay, used to meet the requirement of the maximum input speed allowed
by the cloud storage. It can be observed that Tx; messages are read once the sensors’
reading is over. The measurements of intervals Tx;1, (command-message latency) and Rxy,
(data-message latency) were displayed in Figure 9, as these messages are sent immediately
after being queued for sending. The overall cycle takes approximately 26 ms and matches
the allowed input rate of the implemented cloud storage. As shown in the graph, data
transmission has a longer duration, and there is a reserve to shorten the latency period. A
faster network connection (5 GHz) can ensure faster data transmission. The command for
ready state and the request for data hardly depend on the network; these issues are related
to the microcontroller. Another possibility of minimizing latency duration is data packing.
On the one hand, it will squeeze data and save network facilities. But, on the other hand, it
can overload the microcontroller CPU, and time-saving can be flawed.

The resulting data-transmission process shows great possibilities for the IoT, when
simple devices can be managed using internal network control features. Further network
development recently let us implement the hierarchical connection of devices when fast
and slow devices can be synchronized into the data flow using smart network facilities.

In an additional experiment determining the delay and stability of communication
depending on distance and obstacles, several results were obtained that make it possible to
understand how applicable this solution is in real gait analysis. Latency was measured in a
long corridor at a distance of up to 90 m (Figure 10). Each data point in the graph indicates
the communication delay, while the master microcontroller and slave microcontrollers were
at an indicated distance from each other. We assume that movement was constant, and the
displacement during one communication is negligible.

Figure 11 shows that 83.2% of the total transmission latency is less than the average,
but increasing the distance leads to increasing latency variation and the appearance of
failed attempts to transfer the data. It can also be noted that, even as the average delay
increased, the mode of the delay was still around 7 ms, which is a typical delay, as previously
shown in Figure 8. The measured average latency and success rate of transmitting data
in a long corridor are shown in Figure 11, where the success rate represents how many
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communications out of the attempted communications were successful (communication
is held to be successful if both data-gathering modules return data within the allowed
timeframe after the master board sends out a request for data).

Gather data

WGather data

L L L L] L]
o 1 2 3 4 5 6 7 8

Figure 9. Intervals between queuing a message to be sent and the message being received: Txj;—
transmission of control command (ordering to gather data) to the left slave microcontroller, Tx;rp—
transmission of control command (ordering to gather data) to the right slave microcontroller; Txp; —
transmission of control command (allowing to send data) to the left slave microcontroller; Txpr—
transmission of control command (allowing to send data) to the right slave microcontroller; Rx; —data
message from the left slave microcontroller; Rxg—data message from the left slave microcontroller.
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Figure 10. Latency’s relationship with distance between the slave and master microcontrollers in the
long corridor.

Figure 11 shows a correlation between increasing delay and decreasing success rate
while the distance grows. To obtain a full set of data, the master microcontroller must
successfully communicate twice, once with each slave microcontroller. The master micro-
controller must successfully send out both its messages (control command and request for
data) and receive data messages, and this needs to happen for both slave microcontrollers.
Figure 11b shows an average amount of successful communications during an attempt to
obtain a full line of data during each second of the experiment, where time is proportional
to the distance between the master and slave devices.
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Figure 11. Data-transmission characteristics with respect to distance: (a) average latency; (b) suc-
cess rate.

The corridor experiment was repeated using the alternative method of synchronization.
Because the alternative method utilized one-way communication, the round-trip delay
could not have been calculated. An approximate one-way delay could have been obtained
by comparing the timestamp of a message being sent and the timestamp of it being received.
Eventually, a more direct characteristic of obtained data points per second was chosen, the
values of which are displayed in Figure 12.
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Figure 12. The number of obtained data points in relation to distance.

It can be observed that throughout the majority of the experiment, the data-acquisition
rate was constant, at around 20 samples per second, except for an increase to around
75 samples per second for a short duration. Having repeated the experiment multiple times,
one or two spikes were observed appearing at different times during the experiment. It
can thus be assumed that such a pattern is caused not by the environmental conditions
of the experiment but by the interplay between the low-level implementation of the ESP-
NOW communication protocol and the high-level implementation of the synchronization
algorithm. More specifically, the issue is presumed to arise from received data processing
and exporting being performed simultaneously with incoming data collection; meanwhile,
in the proposed method, these processes are performed sequentially. Not only does the
system display instability, but the data-acquisition rate at close range is lower than that of
the proposed method (which is, on average, equal to 24.6 samples per second).

An oscilloscope was utilized to determine how well synchronized are the devices
of a system. In the proposed method of synchronization, it was determined to only take
1.262 ms on average for a slave board to receive a command message since the master
board sent it. Thus, slave boards are considered synchronized to the master board. The
time it takes for a command message to be transmitted is not constant; hence, the difference
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in times that both slave boards receive a command message must also be measured. The
oscilloscope experiment revealed an average difference of 0.998 ms, as seen in Figure 13a.
Based on this value, slave boards are considered to be synchronized with each other. Taking
the results of both experiments into account, in further research, the whole system (both
slave boards and the master board) is denoted as perfectly synchronized.
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Figure 13. The difference in time of each slave board receiving a synchronization message: (a) using
the proposed method of synchronization; (b) using the alternative method of synchronization.

In the alternative synchronization method, it was determined that the differences in
times that both slave boards receive a synchronizing message cluster around the mean
of 1.211 ms and 2.130 ms, as seen in Figure 13b, with a standard deviation of 0.279 and
0.345, respectively. Slave boards thus can be assumed to be synchronized. But, on aver-
age, they are more out of sync, and the dispersion is greater than the proposed method
of synchronization.

Taking the results of the long-corridor experiment and the oscilloscope experiment
into account, the alternative method was declared as inferior to the proposed method, and
further experiments were conducted using the proposed synchronization method.

The delay and stability of communication were also evaluated by conducting an
experiment in an open field along a busy road. The results of this experiment are presented
in Figure 14. Brief drops in the success rate can be seen throughout the experiment. At an
approximately 100 m distance, the connection success rate became equal to 0%, as indicated
by a red zone in the average delay graph. The connection resumed shortly after, but the
success rate did not rise back to prior values. Presumably, the communication failure
and brief drops in signal reliability were caused by passing cars and the close presence of
smart devices.

The impact of obstacles on the proposed system’s functionality was tested by sep-
arating the master and slave microcontrollers with a varying number of concrete walls.
The connection between the slave and master devices through one solid concrete wall was
stable and of low latency (Figure 15). The connection through two solid concrete walls had
frequent drops in success rate (as indicated by the red zones in the average delay graph),
and the overall latency was higher (Figure 16). The connection was not possible through
three concrete walls. It can be concluded that, with each wall between the communicating
devices, latencies increased and the communication success rate decreased.

As seen in Figures 15 and 16, it was found that, with each additional wall, the quality
of the connection decreased. Through one wall, the connection remained stable. Through
two walls, delays and data loss were observed. Through three walls, the connection was
completely absent. In comparison, communication remained stable in an open area and a
long corridor at a distance smaller than 100 m.
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Figure 14. Measurement latency in an open field along a busy road: (a) average delay (red zone
indicates a timeframe of 0% success rate); (b) success rate.
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Figure 15. Connection-quality measurements when one solid concrete wall separates the master and
slave microcontrollers: (a) average delay; (b) success rate.
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Figure 16. Connection-quality measurements when two walls separate the master and slave micro-
controllers: (a) average delay (red zones indicate timeframes of 0% success rate); (b) success rate.
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This research allowed us to obtain objective data on the limitations of wireless com-
munication in various building conditions and establish critical points for its effectiveness.
After completing the main stages of the experiment, it is seen that real-environment condi-
tions strongly impact the efficiency of the WIFI-based data-acquisition and synchronization
systems, and this impact could be even more unpredictable in the open areas. On the other
hand, this research validated our hypothesis that such a system is suitable for monitoring
human gaits during casual activities at home, where the one wall between the slave and
master controller or a distance smaller than 100 m should be acceptable limitations.

4. Conclusions

After performing the experimental research, it was noted that the command and data-
transfer delay during the test falls into the desirable range. The latency of commands to
collect and transfer sensor data does not exceed 1.33 ms and 1.7 ms, respectively. The total
duration of gathering, transmitting, analyzing, and exporting data from three piezoresistive
pressure sensors and an accelerometer with a gyroscope module lies in the range of 10.5 ms,
with the data-acquisition success rate not falling below 80%. Thus, the research confirms
that the use of the MPU6050 module, pressure sensors, and transmitting and receiving
ESP32 microcontrollers, together with the developed data-synchronization technique, en-
ables reasonably reliable and fast data acquisition from several different sensors that are
located up to 100 m away from the master controller in an open space or separated by a
solid concrete wall. The achieved characteristics of such a data-gathering system open wide
opportunities for applying this method in the field of gait analysis.

Experimental research revealed that the average desynchronization of data gathered
from separate data-module sets did not exceed 1 ms, and the average desynchronization
of the data-module sets and the data-reception unit did not exceed 2.5 ms. As tight
synchronization was achieved, the proposed method is deemed practical in systems where
a data-storage device and data-gathering devices must be accurately synchronized in a
wireless system.

The achieved sampling rate of 24.6 samples per second is sufficient for human-gait
monitoring and analysis, assuming that humans step at approximately up to 5 Hz frequency.
Thus, the device can be used for human-gait monitoring. For other applications with a
higher sampling rate, more advanced and sophisticated technical and network solutions
may be required.

The alternative method of data-transmission mode has better data-transmission la-
tency but indicates lower stability at higher distances or in the presence of obstacles. The
decision to use data synchronization with the first method has a solid reason of having
higher stability.

Additional research and development could be directed at improving the filtering
and synchronization algorithms, accounting for additional factors, such as noise and
temperature variations, and extending this method to other types of sensors and platforms.
This will help achieve even greater accuracy and reliability in data synchronization and
expand its application to various areas of research and development. The alternative
synchronization method could be improved to outperform the proposed synchronization
method in terms of lower latency and matching stability. An intermediate device in data
transmission could be implemented into the system, overcoming the current distance and
obstacle limitations, and allow for a wider application of the system. Currently, relatively
simple data-analysis algorithms for human-gait analysis could be developed further to
verify whether the sampling rate of the system is sufficient for a more involved analysis.
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