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Abstract: Classroom interactivity is one of the important metrics for assessing classrooms, and
identifying classroom interactivity through classroom image data is limited by the interference of
complex teaching scenarios. However, audio data within the classroom are characterized by signifi-
cant student–teacher interaction. This study proposes a multi-scale audio spectrogram transformer
(MAST) speech scene classification algorithm and constructs a classroom interactive audio dataset
to achieve interactive teacher–student recognition in the classroom teaching process. First, the orig-
inal speech signal is sampled and pre-processed to generate a multi-channel spectrogram, which
enhances the representation of features compared with single-channel features; Second, in order to
efficiently capture the long-range global context of the audio spectrogram, the audio features are
globally modeled by the multi-head self-attention mechanism of MAST, and the feature resolution
is reduced during feature extraction to continuously enrich the layer-level features while reducing
the model complexity; Finally, a further combination with a time-frequency enrichment module
maps the final output to a class feature map, enabling accurate audio category recognition. The
experimental comparison of MAST is carried out on the public environment audio dataset and the
self-built classroom audio interaction datasets. Compared with the previous state-of-the-art methods
on public datasets AudioSet and ESC-50, its accuracy has been improved by 3% and 5%, respectively,
and the accuracy of the self-built classroom audio interaction dataset has reached 92.1%. These results
demonstrate the effectiveness of MAST in the field of general audio classification and the smart
classroom domain.

Keywords: audio classification; classroom interaction recognition; multi-channel features; transformer;
enrichment module

1. Introduction

The rapid development of deep learning has contributed to a level of intelligence in
the modern education industry; with the help of artificial intelligence algorithms, teachers
can be assisted in recording and analyzing classroom conditions [1–3]. The degree of
teacher–student interaction in the classroom can be reflected in the classroom behaviors
of students and teachers, such as students taking the initiative to ask questions, passively
answering teachers’ questions, group discussions and so on. However, due to a large
number of students and the complexity of the scene in traditional classrooms, as well as the
hidden nature of teacher–student interactions, it is difficult and unstable to effectively locate
students who are interacting. Because of the above issues, mining classroom audio features
and using salient voice interaction data of teachers and students within the classroom
helps to understand the state of the classroom and improve the effectiveness of classroom
teaching and learning. A productive and active classroom is often characterized by the
presence of multiple voices, such as students interacting with the teacher in question-and-
answer sessions, and students interacting with each other in discussions. A classroom
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that bores students often has long periods of teacher lectures or even silence within it,
and students’ classroom effectiveness is significantly reduced when effective interaction is
lacking. Flanders’ interactive system [4] has the class recorded manually, which not only
tends to lead to missing records but also consumes a lot of human resources. Therefore,
combining intelligent recognition algorithms to more efficiently identify the status of
classroom voice interactions helps to address the lack of automated classroom analysis
tools for traditional teaching evaluation.

Sound is one of the bridges through which humans communicate information, and
audio recognition algorithms enable tasks such as speech emotion analysis [5,6], environ-
mental audio classification [7,8], etc. Earlier methods extracted low-level descriptors such
as Mel frequency, spectral coefficients, spectral centroids and spectral flatness, and com-
bined them with methods such as support vector machines (SVM) and k-nearest neighbor
rules (KNN) to complete sound classification [9–11]. Additionally, with the improvement
of computer performance, Convolutional Neural Network (CNN) based feature extrac-
tion methods such as AlexNet [12], VGGNet [13] and ResNet [14] have been proposed
to improve the accuracy of image recognition and feature extraction. The subsequent
CNN is widely used to learn representations from audio spectrograms for end-to-end
modeling [15,16].

From the perspective of algorithm, although the above methods have been applied
in different fields, the methods based on convolutional neural networks have a certain
degree of limitation and lack modeling of temporal features in the audio recognition
process. Following this, researchers proposed a recognition method based on convolutional
recurrent neural networks (CRNN) and introduced an attention mechanism [17–23]. Audio
features are extracted by a CNN, which is used as input to a recurrent neural network
(RNN) [24], and the attention mechanism finishes the weighting of the features. This
not only enhances the temporal modeling of the spectrograms, but CRNN is also able to
attend to the important feature maps in the spectrograms. However, due to the nature of
convolutional computing, the process of feature extraction only focuses on local information
and lacks global modeling of spectral features. In [25], the Audio Spectrograph Transformer
(AST) was introduced, which is the first non-convolutional, purely attention-based audio
classification model that captures the global context even at the lowest level. In terms of
performance, CRNN methods lack global modeling of audio and are limited in terms of
recognition accuracy; the Transformer-based audio classification method is computationally
intensive and has poor applicability in limited device scenarios.

In application, human emotions play an important role in classroom learning. Based
on AffectNet [26], the largest database of facial expressions, values and arousals in the wild,
excellent visual analysis methods for facial emotions have emerged. Emotion-GCN [27]
uses graph convolutional networks (GCNs) to recognize facial expressions in the wild.
EmoAffectNet [28] consists of a robust pre-trained backbone model and a temporal subsys-
tem to many video frames with good generalization by modeling the temporal dependence
of the frames. These methods have been transferred and used to identify student behavior
and academic emotions in the classroom [29–32]. Among them, Multi-task EfficientNet-
B2 [33] identifies emotions and engagement in online learning and is more innovative.
Existing approaches to intelligent classroom analysis are often based on a single expression
or behavioral feature, but visual features are just as important as audio features within a
real classroom environment. Students’ behavior and emotions provide an initial indication
of their learning status, and students’ verbal interactions with the teacher reflect a progres-
sive experience within the classroom. The development of multimodal machine learning
informs this, with multimodal recognition enhancing the interactive use of different in-
formation. In [34], multimodal fusion networks performed modal complementation and
weighting, with more robust emotion recognition results. Therefore, the introduction of
audio modality for classroom audio interaction recognition is necessary to provide a more
integrated analysis of classroom assessment based on classroom behavior and academic
emotion recognition.
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In summary, we propose an audio classification method based on the Transformer [35]
architecture: Multi-scale Audio Spectrogram Transformer (MAST), which further improves
the recognition performance through a multiscale self-attention mechanism and a pre-
trained model of ImageNet [36]. Unlike the method of AST, which requires long training
time and consumes a large amount of GPU resources, the multi-scale approach reduces
the number of parameters and arithmetic power requirements of the model. At the same
time, in order to obtain rich feature representation, multi-channel spectrogram features
are constructed to enhance the robustness of the model and realize the migration from the
visual model to the audio model. Finally, based on global modeling, the time and frequency
axes are separately reinforced with local enrichment to extract the time and frequency band
features corresponding to each token output from the backbone network. This method is
applied to the smart classroom to identify classroom interactions by automated means. The
main contributions and innovations of this paper are as follows:

• The multi-channel features enhance the representation of the original signal by the
audio spectrogram features while solving the problem of inconsistent input data
dimensions during the transition from the visual model to the audio model.

• We propose the MAST model to achieve long-range global modeling of the audio
spectrogram. The multi-scale self-attentive mechanism reduces the complexity of
the model, as well as focuses on the vital information of the audio spectrogram and
eliminates the interference of redundant information caused by multi-channel features.

• We constructed a classroom teacher–student interaction recognition dataset based
on audio features and a real classroom audio database, providing basic data for
the training of classroom interaction recognition models and classroom interactive
evaluation. We also pioneered the application of audio classification models to smart
education, which provides a certain reference for subsequent smart classroom research.

2. Related Work
2.1. Multi-Channel Audio Spectrogram Features

The purpose of audio classification is to automatically determine the category to
which the sound belongs through the audio signal. Different types of audio have different
waveforms with different frequencies and intensities, and acoustic features are used to
capture the differences in audio. Earlier studies usually used statistical features such as
zero-crossing rate (ZCR), short-term energy (STE) and cut-off frequency to characterize
the audio, which required a great deal of a priori knowledge and complex calculations by
the researcher. Subsequently, cepstral linear predictive coding (LPCC) and Mel-frequency
cepstral coefficient (MFCC) are presented. Of these, MFCC can similarly emulate the
processing characteristics of the human ear and is currently the most widely used audio
feature [10]. In addition to extracting speech parameters from artificial features, another
popular approach is to let neural networks perform feature extraction. For example, fea-
tures are extracted from Log-Mel spectrograms [37] and 2D speech spectrograms [38].
Single-channel spectrogram features often lack refined characterization of real environ-
ment audio in complex audio scenes. In order to compensate for the limitations of single
feature expression capability, one can enrich input features and improve the classification
performance of the network. In [20], an improved classification of environmental sounds
was achieved by extracting log gammatone spectrograms (Log-GTs) with their delta infor-
mation to construct a 3D audio spectrogram representation. In [39], four-channel audio
features were constructed by stitching spectrograms, cochleograms and MFCC with fractal
images. Training was performed in an end-to-end approach through the 3D CNN archi-
tecture, which improved the accuracy of classification. Currently, multichannel features
are used in CNN approaches, but recently Transformer-based methods have not exploited
multichannel spectrogram features [25,40,41].
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2.2. Audio Classification Based on Attention Mechanism

As computer performance enhanced, accurate recognition was achieved using deep
neural networks for audio classification tasks. In comparison with traditional artificial
features, convolutional neural networks can extract time-frequency features directly from
the original audio spectrogram. Additionally, convolutional neural networks have local
modeling and translation invariance, and these inherent a priori inductive biases to help
learn representations. However, they have disadvantages such as poor modeling of contex-
tual information and poor understanding of global information. Therefore, a recent trend
to capture long-range global context more effectively is to introduce an attention module
into CNN. These approaches have been successful in a variety of audio tasks, such as
speech emotion recognition [42,43] and audio event classification [44,45]. Recently, with the
development of pure attention-based models in the visual domain, it has become a popular
direction to introduce Transformer structure [35] in audio classification. Gong et al. [25]
transferred Vision Transformer [46] to audio classification and improved the recognition
accuracy through a pure self-attention mechanism and ImageNet [28] pretrained model.
Due to a large number of AST parameters, it takes up a lot of GPU resources and takes
a long time to train on the full AudioSet [47]. Chen et al. [40] improved global attention
in AST by replacing it with sliding-window attention. The continuous reduction of time-
frequency dimensional information as the network deepened reduced the algorithmic
complexity of the model’s self-conscious computational process, but also lost some ability
to model the audio spectrogram globally as a result. Unlike the mixed calculation of the
time-frequency dimension, Ristea et al. [41] designed a separable Transformer (SepTr).
It calculates attention separately on the frequency and time axes, first processing tokens
within the same time period and then within the same frequency. Although this method
occupies less memory, it loses a certain recognition accuracy in the task of environmental
sound classification [48].

2.3. Classroom Audio Detection

Advances in educational philosophy have led teachers to incorporate innovative
teaching methods into the classroom, emphasizing the student as the center of education.
Quantifying the types of classroom activities is necessary to evaluate the effectiveness of
teaching methods. However, self-recording through primitive methods is subjective and
lacks scalability. In [49], sound decibel information analyzed during teaching classroom
activities was automatically identified and recorded on a large scale. In [50], a DNN based
on log Mel-filter bank feature energy was used to perform audio frame recognition of “single
voices” (mainly lectures), “multiple voices” (mainly group discussions) and “no voices”
(mainly silent scenes) in the classroom. In the Improved Flanders Interaction Analysis
System, teacher–student activities in the classroom include three categories: teacher lectures,
teacher–student interaction and silence [4]. This manual coding method records and
analyzes the language interaction process between teachers and students, and lacks the
implantation of automatic recognition methods. Through the intelligent classroom audio
detection method, the subjectivity in manual recording can be weakened, and the intelligent
teaching goal can be achieved.

3. Methods

Our purpose is to build a generic audio classification model. It can detect daily
environmental sounds in various domains and can also detect teacher–student interactions
in classroom environments. In the context of this application, both the accuracy of model
detection and the speed of inference are essential. Currently, AST has poor practicality in
classrooms with limited equipment. The accuracy of the CNN-based algorithm lags behind
the method of the Transformer architecture. Therefore, we adopted the approach shown in
Figure 1, introducing a multi-scale Transformer architecture and a time-frequency domain
local enrichment to assure the effectiveness of global and local modeling and reduce model
complexity to enhance practicality.



Future Internet 2023, 15, 65 5 of 19

Future Internet 2023, 15, x FOR PEER REVIEW 5 of 21 
 

 

shown in Figure 1, introducing a multi-scale Transformer architecture and a time-fre-
quency domain local enrichment to assure the effectiveness of global and local modeling 
and reduce model complexity to enhance practicality. 

UnderUnderUnder

Time

Window1 Window2 Window3

... ... ...

Window sequence patches 

1 2 n 2n 3n... ...

Patch Embed

Spectrogram
Tokens F T( ,D)

P P
×

M
ultiScale Attention

Attention Pool

M
ultiScale Attention

M
ultiScale Attention

M
ultiScale Attention

M
ultiScale Attention

Attention Pool

……

M
ultiScale Attention

Attention Pool

M
ultiScale 

Attention

MAST Backbone (13 Layers) 

Reshape

TLEM

Spetrogram  Encoder

F T( ,D)
P P

× F T( , 2D)
2P 2P

×

F T( , 2D)
2P 2P

× F T( ,4D)
4P 4P

×

F T( ,4D)
4P 4P

× F T( ,8D)
8P 8P

×

F T( ,8D)
8P 8P

×

Classes

FLEM

Predict

MAST Head 

AvgPool
(8D,1)

F T( , ,8D)
8P 8P

 
Figure 1. Overview of the MAST framework. 

3.1. Model Overall Architecture 
Model Input: Firstly, the original audio file was resampled, framed, windowed, put 

through STFT, Mel frequency scaling, logarithmic calculation and other steps to obtain 
the Log-Mel spectrogram, on which delta and delta-delta features were calculated. The 
above features were concatenated in the channel dimension to form input data with three-
dimensional features, which were then sent to the backbone network. 

Spectrogram Encoder: An audio spectrogram kernel of size (P × P) was cut into dif-
ferent spectrogram tokens by a Patch-Embed CNN and used as input to the MAST back-
bone. The audio spectrogram representation was different from the conventional RGB im-
age. The width and height of the audio spectrogram represented the time and frequency 
dimensions, respectively, and the channel dimension was a multi-feature representation 
(static, delta, delta-delta). Since the time dimension of the multi-channel spectrogram was 
longer than the frequency dimension, to capture the relationship of spectrogram patches 
between frequency bands at the same time, the Mel spectrogram was partitioned into win-
dows w1, w2, w3, etc. The local regions within each window were then patched and em-
bedded to obtain the final spectrogram tokens feature representation. 

MAST Backbone: The backbone network was used for feature extraction and con-
sisted mainly of multi-scale self-attention blocks. The most critical part of the multiscale 
self-attention module was the pooling attention process, which reduced the computa-
tional complexity of self-attention by pooling attention, and upscaled the feature repre-
sentation of each token, as described in Section 2.3. As the network deepened, the pooling 
mechanism removed redundant spectrogram markers through maximum pooling, while 
progressively reducing the complexity of the computation in a self-care calculation. In the 
code implementation, a multiscale Transformer block [51] with a multi-scale hierarchy 
was used, which was a more efficient mechanism for multiscale global attention. It was 
helpful to deploy pretrained multiscale Transformer vision models in the experimental 
phase. 

MAST Head: After obtaining the global representation through the Backbone, MAST 
prediction head projected the class of the speech spectrogram. Time-level Local Enrich-
ment Module and Frequency-level Local Enrichment Module were designed in the pre-
diction head. Using the overall framework of global + local, the importance of local time-

Figure 1. Overview of the MAST framework.

3.1. Model Overall Architecture

Model Input: Firstly, the original audio file was resampled, framed, windowed, put
through STFT, Mel frequency scaling, logarithmic calculation and other steps to obtain
the Log-Mel spectrogram, on which delta and delta-delta features were calculated. The
above features were concatenated in the channel dimension to form input data with three-
dimensional features, which were then sent to the backbone network.

Spectrogram Encoder: An audio spectrogram kernel of size (P × P) was cut into
different spectrogram tokens by a Patch-Embed CNN and used as input to the MAST
backbone. The audio spectrogram representation was different from the conventional RGB
image. The width and height of the audio spectrogram represented the time and frequency
dimensions, respectively, and the channel dimension was a multi-feature representation
(static, delta, delta-delta). Since the time dimension of the multi-channel spectrogram was
longer than the frequency dimension, to capture the relationship of spectrogram patches
between frequency bands at the same time, the Mel spectrogram was partitioned into
windows w1, w2, w3, etc. The local regions within each window were then patched and
embedded to obtain the final spectrogram tokens feature representation.

MAST Backbone: The backbone network was used for feature extraction and con-
sisted mainly of multi-scale self-attention blocks. The most critical part of the multiscale
self-attention module was the pooling attention process, which reduced the computational
complexity of self-attention by pooling attention, and upscaled the feature representation of
each token, as described in Section 2.3. As the network deepened, the pooling mechanism
removed redundant spectrogram markers through maximum pooling, while progressively
reducing the complexity of the computation in a self-care calculation. In the code implemen-
tation, a multiscale Transformer block [51] with a multi-scale hierarchy was used, which
was a more efficient mechanism for multiscale global attention. It was helpful to deploy
pretrained multiscale Transformer vision models in the experimental phase.

MAST Head: After obtaining the global representation through the Backbone, MAST
prediction head projected the class of the speech spectrogram. Time-level Local Enrichment
Module and Frequency-level Local Enrichment Module were designed in the prediction
head. Using the overall framework of global + local, the importance of local time-frequency
features was emphasized in the global feature representation, as described in Section 3.4.

3.2. Multi-Channel Spectrogram Feature Construction

Time and frequency domain analysis are both of the most important methods for
speech signals. The Log-Mel spectrogram combines the advantages of these two analysis
methods and uses a deep model to learn its advanced features. Log-Mel spectrogram
contains a variety of acoustic information such as formant, fundamental frequency, energy,
amplitude, etc., which is more intuitive to understand and easier to extract features with
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the neural network than with the original speech signal. Log-Mel spectrogram contains a
variety of acoustic information such as formant, fundamental frequency, energy, amplitude,
etc., which is more intuitive to understand and easier to extract features by the neural
network than the original signal. Therefore, Log-Mel spectrograms are used as model
input data in this paper. However, existing audio transformer [25,40,41] methods use
individualized features as input and audio classification performs differently. To overcome
this problem, we used Log-Mels with deltas and delta-delta as input to the MAST model.

The Log-Mel Spectrogram was constructed through the process in Figure 2. First, the
deltas feature md

i of the Log-Mel spectra was calculated and the Log-Mel feature mi was
operated on using Formula (1). Similarly, the delta-delta feature mdd

i was calculated by
taking the time derivative of delta, as shown in Formula (2). Concatenate the obtained
Log-Mel, delta and delta-delta features in the channel dimension, and finally obtained a
three-dimensional feature representation X ∈ Rt×f×c where t represents the length of the
time frame, f represents the number of Mel-filter banks and c represents the feature number
of channels. The extracted multichannel Log-Mels features are shown in Figure 3.

md
i =

∑N
n=1 n(mi+n −mi−n)

2∑N
n=1 n2

(1)

mdd
i =

∑N
n=1 n(md

i+n −md
i−n)

2∑N
n=1 n2

(2)
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3.3. Multi-Scale Audio Spectrogram Transformer
3.3.1. Pooling Attention

Similar to traditional convolutional networks, the network construction process con-
tinuously reduces the time-frequency resolution and increases the channel dimensions, in



Future Internet 2023, 15, 65 7 of 19

which Multi-Head Pooled Self-Attention (MHPSA) is the basis for flexible scaling, and each
Transformer block contains Multi-Head Pooled Self-Attention (MHPSA). The left part of
Figure 4 is a single Multi-scale Audio Spectrogram Transformer block, where Multi-Head
Pooled Self-Attention (MHPSA) is shown in the right half of Figure 4. Unlike AST [25], in
which the channel dimension and the time-frequency resolution are kept constant, MHPSA
pools the feature tensor to reduce the sequence length of the data. For a specific MHPSA,
the input tensor X ∈ RL×D goes through a linear layer mapping tensor of Q̂, K̂, V̂, the
weight dimension of the linear layer is D×D and the output mapping tensor is still RL×D.

Q̂ = XWQ K̂ =XWK V̂ = XWV (3)
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sor, the pooling operation produces the pooled scaled Q = P(Q̂, ΘQ), K = P(K̂, ΘK) and
PV = (V̂, ΘV). The pool attention is calculated as in Formula (5), E(rel) is the relative posi-
tion encoding and

√
d is used for row-by-row normalization of the inner product matrix.

L̃ =

⌊
L + 2p− k

s

⌋
(4)

Attention(Q, K, V) = Softmax(P(Q̂, ΘQ)P(K̂ , ΘK)
T
+E(rel)/

√
d)P(V̂ , ΘV) (5)

Different from the traditional single invariant scale attention calculation (NA) in AST,
in the pooling attention calculation (PA) the time-frequency resolution is continuously
reduced in the Transformer block. Thus, the corresponding reduction in computational
complexity and sQ, sK, sV are the scaling factors for the time-frequency resolution. The
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computational complexity of the two mechanisms for an audio patch tagging of f × t with
data dimension D is:

NA : O(ftD2 + (ft)2D) (6)

PA : O(ftD2 +
(ft)2

sQsK
D) (7)

where pooling attention reduces the second complexity term by a factor of sQsK. As the
network deepens, the pooling attention module extracts key audio patch tokens by filtering,
keeping the relationships calculated in consecutive frequency bands and time frames across
the global range.

3.3.2. Multi-Scale Audio Spectrogram Transformer Network

Multi-scale Audio Spectrogram Transformer Network was constructed by the above
MHPSA and Multilayer Perceptron (MLP), and the specific detailed settings are shown
in Table 1. The network mainly consists of four attentional computation stages of scale
features, where each scale stage contains N superposition processes of MHPSA and MLP.
For simplicity of representation in Figure 1, the complex process of each scale stage will be
Multi-scale Attention.

Table 1. The structure of Multi-scale Audio Spectrogram Transformer network.

Stages Operators Output Sizes

data layer stride 1 × 1 D× T× F

cube 1 CH × CW, D
D× T

4 ×
F
4stride 4 × 4

scale 2 MHPSA (D)
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8D× T
32 ×

F
32MLP (32D)

By encoding the multi-channel Log-Mels feature, (T
P ×

F
P , D) is obtained in the Patch-

Embed process, where P is 4 and D is 96. The single-scale operation contains several
Transformer blocks at the same time-frequency resolution and channel dimension D. In the
scale stage, each block includes MHPSA, MLP and Layer Normalization (LN) operations,
and the computation is performed as follows:

X1 = MHPSA(LN(X)) + P(X) (8)

Block(X) = MLP(LN(X1)) + X1 (9)

As shown in the right part of Figure 4, the dimension of the feature tensor is the
same at the same stage, and the Attention Pool operation of the P representation is a direct
residual connection. When the stage changes, P represents the maximum pooling operation
to ensure the executability of the residual connection. Additionally, at the end of each stage,
the channel dimension is expanded by the MLP, especially when scale 2 crosses scale 3, the
time-frequency resolution is reduced by a factor of 2 and its channel dimension is increased
to a factor of 2.

3.4. Time-Frequency Domain Local Enrichment Module

Since the spectrograms have a different meaning from the dimensional information in
conventional visual images, where the pixel feature scale is X, H is the height of the image,
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W is the width of the image and C is the number of RGB three channels of the image, the
Log-Mels axis we constructed represents different dimensions, i.e., frequency, time and
number of channels. Simply applying Transformers directly to spectrograms and global
attention calculations for spectrogram patch is imperfect; a better approach is to separate
the time and frequency axes for local enrichment on the basis of global modeling.

3.4.1. Time-Level Local Enrichment

Traditional Audio Transformer methods use cls tokens to predict audio classification
results, which do not make use of the time and frequency band information contained in
each token in the final layer. The above-mentioned Multi-scale Transformer can aggregate
the time-frequency context of the global range into the tokens of Log-Mels. However, it
cannot encode individual time-frame down tokens in a specific way, so it gets into trouble
if a key time-frame speech feature has a distinctive character. For example, the sound
that occurs at a certain period may determine the category of this sound sample, and we
pay attention to this. A Time-level Local Enrichment Module (TLEM) was designed by
adjusting the MLPmixer to assimilate the local domain within a single time frame by an
input-independent, persistent relational memory for the completed tokens-mixing within
that time frame. the TLEM module is shown in Figure 5.
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For the output tensor X ∈ RL×D of MAST, it is adjusted in the time-frequency domain
to Y ∈ RT×F×D by separately characterizing the global tensor V = [v1; · · ·; vF] ∈ RT×F×D in
the time dimension, where vi ∈ RF×D denotes a sequence of tokens at different frequencies
at the same time, which is then processed by the TLE module. First, the temporal tokens
of hi are blended through a two-layer MLP Wt(·) that is shared across channels (feature
dimensions). Subsequently, the intermediate feature h is tokens refined using another
two-layer MLP Wr(·), which is shared across tokens, and two mixing operations in TLE as
shown in Formulas (10) and (11).

V∗ = σ(VTWt1)Wt2 + VT (10)

VT = σ(VT
∗Wr1)Wr2 + VT

∗ (11)

VT ∈ RT×F×D is a locally enriched feature for the time dimension, Wt1 , Wt2 ∈ RF×F

and Wr1 , Wr2 ∈ RD×D are trainable parameters for token and channel mixing and σ denotes
the ReLU activation function.
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3.4.2. Frequency-Level Local Enrichment

The enrichment of tokens for only a single time frame is incomplete, as it does not
take into account the frequency enrichment of the backbone output. In a similar way to
the TLE module, we developed a module for the frequency-level local enrichment (FLE) in
the horizontal direction, focused on the temporal variation of features in high-dimensional
spectrograms with fusion of multiple temporal tokens at the same frequency. The same
audio fluctuates less in the frequency domain and the FLE module is able to capture the
temporal features of the same audio frequency. The FLE module is shown in Figure 6.
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The input tensor X ∈ RL×D of the FLE module was derived from the output of
the TLE module. Due to the computational nature of the neural network, there was no
need to transform the feature dimension of the input tensor. By characterizing the global
tensor H = [h1; · · ·; hT ] ∈ RT×F×D separately in the frequency dimension, hi ∈ RF×D

represents a sequence of tokens at different times in the same frequency band, which was
then processed by the FLE module. Next, tokens refinement of the intermediate feature H∗
was performed after another two-layer MLP Ws(·), which was shared across tokens. Two
mixing operations in frequency-level local enrichment are shown in Formula (12) and (13).

H∗ = σ(HWf1)Wf2 + H (12)

HT = σ(H∗Ws1)Ws2 + H∗ (13)

HT ∈ RT×F×D is a local enrichment of features for the frequency dimension and
Wf1 , Wf2 ∈ RF×F and Ws1 , Ws2 ∈ RD×D are trainable parameters for tokens and
channel mixing.

4. Experimental
4.1. Datasets and Production

AudioSet: Audioset contains over 2 million audio samples labeled into 527 sound
event categories, derived from a collection of human-labeled 10 s sound clips extracted
from YouTube videos. Audio genres cover a wide range of human and animal sounds,
instruments and genres, as well as common everyday ambient sounds. In this paper, we
adopt the same training pipeline as in [25]. The training set adopted the full-train set with
2M samples, and the validation set contained 22K samples for evaluation. All samples
were audio data sampling at 32 kHz sampling rate. Some audio sample distributions
are shown in Figure 7. Data augmentation plays a very important role in improving
performance, especially in the case of deep models where data are scarce, and can improve
the generalization of the model. The data augmentations used include balance sampler [52],
α = 0.5 mix-up, spectrogram masking [53], with time-mask = 128 frames and frequency-
mask = 16 bins, etc.
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ESC-50: ESC-50 [48] is one of the most popular environmental sound classification
benchmark datasets, consisting of a collection of 2000 audio samples, each 5 s long, sampled
at 44.1 kHz, recorded in a single channel. It contains five categories: animal sounds, natural
landscapes and water sounds, human communication sounds, indoor/outdoor sounds
and indoor/outdoor noise, each of which includes 10 subcategories. In total, there are
50 different environmental sounds, which basically cover the common environmental
sounds in daily life. For the evaluation, we used the 5-fold cross-validation.

CSID: Existing audio classification datasets are used to detect specific categories in
generic scenarios, but there is no common dataset for teacher–student interaction states in
the classroom. Therefore, this paper captures audio in real classroom scenarios and manu-
ally constructs a Classroom Speech Interaction Dataset (CSID), which contains three major
categories: teacher teaching (single voice, lecture), teacher–student interaction (teacher–
student communication, group discussion) and silence (silent scene). The various classroom
audio capture scenarios are shown in Figure 8. Capturing video data alongside classroom
speech data helped to segment the audio for the actual scene.
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Existing audio classification datasets are used to detect specific categories in generic
scenarios, but there is no common dataset for teacher–student interaction states in the
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classroom. The datasets were captured at fixed time frame intervals, with each audio
segment being approximately 10 s. These audio samples were filtered out of unimportant
before-and-after changes and the ffmpeg tool was used to crop each data sample to produce
wav audio files. Each piece of audio was placed in a folder with the corresponding category
name. A total of 3682 tags were tagged, and the training and test sets were divided 8:2. The
number of each tag is shown in Table 2.

Table 2. The specific sample number distribution of the CSID dataset.

Title 1 Training Set Validation Set Total

Silent scene 1057 264 1321
Teachers teaching scene 1367 342 1709

Interaction scene 1899 475 2374
Total 4323 1081 5404

4.2. Experimental Equipment and Evaluation Metrics

The experimental platform for this paper was Ubuntu 20.04 operating system, the CPU
was Intel(R) CORETM i9-10900k CPU@3.7GHZ, the deep learning computing graphics
card was GeForce RTX A5000 with 24 GB video memory size and the audio recognition
model was built using the deep learning framework Pytorch version 1.8.0 based on Python
environment 3.7.0.

At the same time, in order to evaluate the effectiveness of the algorithm at the objective
index level, the evaluation index used mAP (mean average precision) and classification
accuracy (Accuracy) to evaluate the performance of the algorithm in this paper. The
calculation formula of specific indicators is as follows:

Accuracy =
TP + TN

TP + TN + FP + FN
(14)

mAP =
∑n

j=0 AP(j)

n
(15)

where TP, TN, FP and FN represent the number of positive samples correctly predicted,
the number of negative samples correctly predicted, the number of incorrectly predicted
samples and the number of missed detections, respectively, and AP(j) is the average
precision of the jth category of samples.

4.3. Experimental Results and Analysis
4.3.1. Experimental Results of Event Classification on AudioSet

This paper begins with experimental validation on large-scale data to illustrate the
advantages of the MAST model’s ability to model with fully fitted parameters. As Au-
dioSet has 2 million data samples, which matches the data sample size required for the
experiments, the specific data pipeline was used in the same way as in [25]. We trained
the model using the Adam optimizer with an initial learning rate of 1 × 10−4. A total of
30 epochs were experienced by setting the learning decay coefficients to [0.1, 0.05, 0.02],
with the first 3 epochs used for warm-up training. Finally, mAP was used as our main
evaluation metric. For the extraction of audio features, the frame length of each frame was
set to 1024, the frameshift to 320, the number of filter banks to 64, the sampling rate 32 kHz,
the audio length was unified to 10 s and all feature vectors were normalized to the 0 to
1 interval.

The results of the mAP curves of the proposed network model and the AST model
are compared in Figure 9. It can be seen that the average accuracy of the algorithm has
improved significantly compared with the AST algorithm. When the algorithm in this
paper was iterated to the 23rd epoch, the mAP increased to about 0.457, and finally in
a steady rise to about 0.461; when the AST algorithm was iterated to the 5th epoch, the
mAP only increased to about 0.458, the model overfitting phenomenon occurred in the
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subsequent training process and the model mAP accuracy kept oscillating and decreased
to some extent.
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To verify that the proposed method is advanced in the field of audio classification, the
algorithms in this paper are compared with the mainstream audio classification algorithms,
and to ensure fairness, all models are trained in the full_train method on Audi-oSets data
and tested for comparison.

Table 3 shows the results of comparing our model with other representative state-
of-the-art methods. The previous best accuracy on the AudioSet dataset is 0.459, while
our proposed MAST can achieve 0.461, which is an improvement of 0.002 compared with
the previous best result, but the number of model parameters in MAST is significantly
lower compared with AST. Compared with other CNN-attention hybrid models, the algo-
rithm in this paper may be higher in terms of the number of model parameters, because
the method is based on the transformer architecture, which also enables a significant im-
provement in detection accuracy and achieves a balance between detection accuracy and
model complexity.

Table 3. Comparison of the results of the algorithms based on the AudioSet dataset.

Method Year Params. mAP

Baseline [45] 2017 2.6M 0.314
DeepRes [42] 2019 26M 0.392
PANN [54] 2020 81M 0.434
PSLA [55] 2021 13.6M 0.444
AST [25] 2021 87M 0.459
MAST 2022 36M 0.461

To show the effectiveness of the multi-channel features and the Time-Frequency
Domain Local Enrichment Module proposed in this paper, ablation experiments were
conducted on a large-scale AudioSet dataset. The results are shown in Table 4.

Table 4. The ablation experiments of the algorithms in this paper.

Method Multi-Channel Features TLEM FLEM mAP

Multi-scale Transformer × × × 0.451
+Multi-channel features

√
× × 0.454

+TLEM
√ √

× 0.457
+FLEM

√ √ √
0.461
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As shown in Table 4, the Multi-scale Transformer trained with only a single feature
as input, due to its relatively small input feature map factor, and obtained an effect of
0.451. Compared with several types of models based on CNN-attention, it has achieved
a better result than the current state of CNN-based methods. The accuracy was raised
to 0.454 by replacing the single feature map with multi-channel features, suggesting that
multi-channel features provide richer underlying information for model classification to aid
identification. The subsequent addition of TLEM and FLEM to the base network improved
the classification accuracy by 0.003 and 0.004, respectively, which exceeded most methods at
this stage, indicating that the output layer features of the base network contain information
about their corresponding time-frequency bands. The method of training enrichment
attention weights on their time-domain and frequency-domain information, respectively,
followed by pooling and fusion, is useful for improving audio classification accuracy. The
analysis of the ablation experimental results shows that both the multi-channel features,
the Time-Frequency Domain Local Enrichment Module and the Multi-scale Transformer
methods help to improve the classification ability of the model.

4.3.2. Experimental Results of Event Classification on ESC-50

In this paper, experimental validation is carried out on small sample data to illustrate
the continued strength of the MAST model in the face of data limitations. The small scale
data are the ESC-50 dataset. The data were divided into 5 folds, of which 4 folds were
selected as the training set and 1 fold was selected as the test set for a total of 5 training
sessions. The experiment was repeated 3 times using random seeds to obtain the average
accuracy. The dataset was evaluated using the Accuracy. During the experimental data
processing, the audio samples from ESC-50 were resampled and the sampling rate was set
to 32 kHz, with the same specific experimental parameters as the AudioSet dataset.

To verify that the proposed method has good classification accuracy even when the
models are data-limited, various audio classification models were trained without pre-
training the models on the AudioSet dataset. To ensure fairness, all algorithms in the
experiments used the same training parameters and training samples, and the experimental
results are presented in Table 5.

Table 5. Comparison of the results of the algorithms based on the ESC-50 dataset.

Method Year Params. Accuracy

PANN [52] 2020 81M 90.5
EfficientNet [56] 2020 66M 89.5

AST [25] 2021 87M 88.7
SepTr [47] 2022 9.4M 91.1

MAST 2022 36M 92.0

AST [25] (pretrain) 2021 87M 95.6
MAST (pretrain) 2022 36M 96.1

As can be seen from Table 5, the recognition accuracy of MAST in this paper is higher
than other algorithms when MAST is trained directly on the ESC-50 dataset, while the
number of model parameters of the method is reduced relative to other algorithms. Since
PANN and EfficientNet are convolutional neural network-based methods, the model is
limited to achieving higher accuracy because the convolutional computation is often limited
to the convolutional window size. AST, SepTr and our MAST are the recently emerged
Vision Transformer-based models that tend to achieve the accuracy of MAST and SepTr
92.0 and 91.1, respectively. The reason for the lower accuracy of AST is that it is a more
complex model and the fit is often not as good as it could be given the data constraints.

In this paper, the proposed algorithm is pre-trained on AudioSet first, and the predic-
tion accuracy is further improved in the small-scale ESC dataset by transfer learning. The
experimental comparison results based on transfer learning are shown in the lower part of
Table 5, where the pre-trained MAST model obtained an accuracy rate of 96.1.
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Figure 10 shows the confusion matrix generated by the pre-trained transfer method
of this paper on the ESC-50 dataset. As can be observed, the best method in this paper
accomplishes a high-accuracy classification of environmental sounds in ESC-50. The sound
categories in this dataset contain 50 classes, using a numerical label form to represent
specific label categories inside the dataset.
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As can be seen from Figure 10, the classification accuracy of the MAST (pretrain)
method for all environment audio was above 87.5% and reached 100% classification accu-
racy for multiple category labels such as No. 1, 17, 20, 39, and 40. However, due to the
similarity of sound between some of the categories, it is easy to confuse the process of sound
recognition. A typical misclassified sample such as the 47th sample label category has five
audio samples incorrectly identified as the label category of No. 40, which correspond to
the real labels of aircraft sound and helicopter sound, respectively, and their similarity and
easy-to-confuse characteristics cause the model to misidentify.

4.3.3. Experimental Results of Event Classification on CSID

Finally, we transferred the proposed audio classification model in this paper to the
classroom interaction recognition domain for experimental validation in a self-built CSID
dataset. To avoid chance in the experiments, each set of experiments was conducted three
times and the experiments were repeated three times using random seeds to obtain the
average accuracy. For the experimental data processing, the experimental parameters such
as sampling rate were consistent with the ESC-50 and AudioSet datasets, except for the
frameshift parameter, which was set to 640.

Since some codes of the above methods are not publicly available, we selected repre-
sentative methods from the public methods for experimental comparison. Table 6 shows
the Accuracy and Average accuracy of the different models for the three categories in
CSID, as well as the model-related parameters. It can be seen that the MAST model, when
applied to speech interaction recognition in the classroom, has higher accuracy than other
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algorithms. It is worth noting that even without pre-training on the AudioSet dataset,
MAST still outperforms the PANN and AST methods by 2.4% and 2.8%, respectively.

Table 6. Classification accuracy for each category on the CSID validation set.

Method Year Params. Silent Teaching Interaction Average

PANN [52] 2020 81M 0.932 0.813 0.834 0.851
AST [25] 2021 87M 0.924 0.819 0.825 0.847
MAST 2022 36M 0.932 0.851 0.861 0.875

MAST (pretrain) 2022 36M 0.951 0.904 0.918 0.921

When comparing different categories of recognition, our model still achieved the
highest accuracy in each category. However, all types of methods tend to have lower
accuracy in the recognition of the Teaching and Interaction categories, which is greatly
alleviated by the pre-trained MAST method. The confusion matrix generated by MAST on
the CSID dataset is shown in Figure 11 for this case.
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As can be seen from Figure 11, the classification accuracy of the Silent scenes tends to
be higher, especially as the pre-trained MAST obtained a recognition rate of 95%. However,
there are still confusion-prone Teaching scenes and Interaction scenes in Figure 11b, where
7% of the samples of the Teaching scene are identified as Interaction scenes, and 7% of the
samples of Interaction scenes are identified as Teaching scenes. The analysis of the samples
shows that some transient Interaction scenes are easily misidentified as Teaching scenes,
while audio interference from outside the classroom can easily lead to misidentification in
Teaching scenes. Therefore, by eliminating audio interference from outside the classroom,
exploring classroom audio noise reduction methods, and combining the MAST model with
the advantages of high accuracy and fewer parameters in classroom tasks, the intelligent
classroom recognition method can be more practical.

5. Conclusions

In this paper, we propose a model MAST for audio scene recognition and transform the
classroom interaction detection problem into a classification problem of classroom speech
interactivity. We design multi-channel spectrogram features to effectively characterize
the multi-dimensional features of audio and to explore the detailed features of audio;
by introducing a multi-scale Transformer network, we strengthen the model’s ability to
compute the global attention of the audio spectrogram at different scales; finally, the Time-
Frequency Domain Local Enrichment Module captures the temporal dynamic features and
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concurrent features of the sound, enhancing the local modeling at the time and frequency
domain levels.

The MAST algorithm proposed in this paper can accurately identify classroom interac-
tion scenes with higher accuracy and robustness for generic audio classification datasets.
Experiments under the evaluation protocol of common scene classification datasets Au-
dioSet and ESC-50, show that MAST achieves the accuracy of advanced methods compared
with CNN and traditional Transformer. Ablation experimental analysis shows that multi-
channel features and Time-Frequency Domain Local Enrichment Module are important
modules. At the same time, the use of the Multi-scale Transformer reduces the number of
model parameters and achieves the goal of further lightweight and efficiency of the model
while ensuring the accuracy of classroom interaction recognition in the self-built dataset,
which is more in line with the requirements of practical production applications.

While the results are encouraging, the application of this work is also limited. Firstly,
classroom audio is susceptible to interference from other classroom or outdoor factors,
making it difficult to obtain data for the ideal collection of classroom interactions. Sec-
ondly, our method only considers teacher–student verbal interactions during classroom
interactions. However, in practice, classroom interactions may include a small number of
teacher–student behavioral interactions. The traditional lecture-based classroom differs
from the interactive practice classroom in that the interaction between teachers and students
in the classroom is verbal knowledge exchange, and the traditional lecture-based classroom
can be judged by verbal interaction.

This research has the following potential applications and further developments in the
classroom scenario. By deploying audio capture devices in the classroom connected to a
backend server and porting interaction recognition algorithms, classroom interactions can
be recorded and presented automatically. The education system completes an automatic
analysis and evaluation based on the frequency and proportion of interactions within the
classroom at each period. If the proportion and frequency of weak interactions exceed
certain thresholds, the teacher is advised to improve the teaching strategy of the classroom.
In future work, we will consider combining classroom behavior recognition algorithms with
learning emotion recognition algorithms. Adding teacher–student interaction behavior and
emotional states in learning to classroom assessments enables smart classroom algorithms
with more integrated assessment results and richer use of classroom scenarios.
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