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Abstract: There is a high risk of bushfire in spring and autumn, when the air is dry. Do not bring
any flammable substances, such as matches or cigarettes. Cooking or wood fires are permitted only
in designated areas. These are some of the regulations that are enforced when hiking or going to a
vegetated forest. However, humans tend to disobey or disregard guidelines and the law. Therefore,
to preemptively stop people from accidentally starting a fire, we created a technique that will allow
early fire detection and classification to ensure the utmost safety of the living things in the forest.
Some relevant studies on forest fire detection have been conducted in the past few years. However,
there are still insufficient studies on early fire detection and notification systems for monitoring fire
disasters in real time using advanced approaches. Therefore, we came up with a solution using
the convergence of the Internet of Things (IoT) and You Only Look Once Version 5 (YOLOv5). The
experimental results show that IoT devices were able to validate some of the falsely detected fires or
undetected fires that YOLOv5 reported. This report is recorded and sent to the fire department for
further verification and validation. Finally, we compared the performance of our method with those
of recently reported fire detection approaches employing widely used performance matrices to test
the achieved fire classification results.
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1. Introduction

Given its direct impact on public safety and the environment, early fire detection is a
difficult but crucial problem. To avoid harm and property damage, advanced technology
requires appropriate methods for detecting fires as soon as possible [1]. According to
UNEP, “Wildfires are becoming more intense and more frequent, ravaging communities
and ecosystems in their path” [2]. Wildfires continue to burn for days without swift action,
resulting in a climate crisis and the loss of lives. Due to the climate crisis, the world is
starting to face anonymous fluctuations in water levels, changes in temperature, and the
extinction of some protected animals, which will affect the balance of life in the future.
Therefore, we must take wildfire problems seriously before they become catastrophic.
Installing early fire detection in the forest and an automatic notification system to notify
the fire department can reduce countless problems.

It has always been a challenge to control fires on a global scale. In 2019, there were
40,030 fires in South Korea, resulting in 284 deaths and 2219 injuries, according to the
Korean National Fire Agency. In addition, property damage totaled KRW 2.2 billion as a
result of 110 fires and 0.8 fire-related deaths daily. Two significant Korean cities experienced
fires in 2020 that resulted in the deaths of over 50 people in each location. A 33-story
tower block building in Ulsan burned down, and a warehouse fire broke out in Incheon [3].
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However, these incidents are just in Korea. Imagine having a wildfire that is the size of
a country continuing on for weeks. According to UNEP, the intensity and frequency of
wildfires are increasing, wreaking havoc on the ecosystems and populations they pass
through. These wildfires happen for many reasons. It is either due to bushfires that are
caused naturally or to human errors. If bushfires are detected early, the spreading of
wildfires can be prevented. Furthermore, if we can stop people from starting a fire as they
light it, we can prevent further incidents. In our research, we found some studies on fire
alarms that are installed in the forest. However, we found some challenges they may face
in our own study.

# Sensors are one of the widely used techniques to determine whether there is a fire
or not. We found that just using a smoke detection sensor can lead to false alarms
because some of the smells can come from different places or from someone smoking.

# Remote cameras are used in some of the other fire detection systems to determine
whether there is a fire or not. This kind of surveillance requires human employees
to continuously monitor the cameras, which can sometimes lead to the employees
falling asleep.

# R-CNN-based approaches are also efficiently used to identify and eliminate fire
catastrophes. However, this method might also make errors sometimes and incor-
rectly classify candidate fire regions as real fires. Therefore, they may also lead to
false alarms.

Identifying these previous errors made by other research and companies gave us
innovative ideas. When humans eliminate one of their sensory features, other sensory
features become more enhanced. For example, when you blindfold someone, other senses
in their body enhance. This realization came through serendipity. Having walked by
an air purifier multiple times after a workout, the air purifier worked extra hard. Then,
we realized the machine could not see but could smell us first. Our human body can
smell things first before it can see. Another example is when leaving a pot of soup boiling
for too long, you can smell the burnt scent before you can see it. However, we humans
double-check to see what is burning. We wanted our ideas to do both so we converged the
ideas from all the research into one product that would prevent wildfires from happening.

The rest of this manuscript is structured into five more sections. Section 2 reviews the
literature on traditional and deep learning methods used to identify particular fire regions.
Section 3 includes a description of how the fire detection system works. Section 4 presents
the results of the experiment. Section 5 highlights certain limitations of the proposed
method. Lastly, Section 6 covers the conclusion of the paper and the discussion of the
proposed method’s future directions.

2. Related Work

Forest fire detection technologies can be divided into two main categories: machine
learning, deep learning, and computer vision methods, and sensor-based methods. In
recent studies, it was observed that object-based detection in the industry has gained
popularity from deep learning [4]. The most common approaches to detect objects in deep
learning are image-based convolutional neural networks (CNNs) [5], fully convolutional
networks [6], spatio-spectral deep neural networks [7], and faster R-CNNs [8].

2.1. Forest Fire Detection Using the Machine-Learning Approach

Toulouse et al. [9] developed a new method to detect the geometrical characteristics
of a fire depending on its position, surface, and length. In this study, the fire color was
categorized into pixels. Moreover, the pixels were classified based on the average intensity
of the non-refractory images. Jian et al. [10] introduced an upgraded boundary-detection
operator, and their model used a multistep operation. However, the abstraction of the
model was only applied to simple and stable fire and flame images. Researchers worldwide
have used a new algorithm based on FFT to detect fires. Turgay [11] developed a real-
time fire detector that combined background and foreground color frames. However, the
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real-time color-based program did not provide a better output because of the smoke and
shadow. In [12], based on the dynamic textures of smoke and flame, the fire was detected
using dynamic systems (LDSs).

2.2. Forest Fire Detection Based on the Deep Learning Approach

Recently, deep-learning-based object detection has become more popular than sensor-
based object detection. In [13], Park et al. proposed the ELSTIC-YOLOv3 model to detect
small objects and, in the same study, they mentioned the dynamic fire tube, which is a char-
acteristic of fire. The research team in [14] proposed a CNN-based model with an average
precision accuracy of 98.7%. Furthermore, in [15–22], an approach to improve fire detection
technology was presented. Fast region-based convolutional neural networks (R-CNN)
for object detection utilized high-quality region proposals created by the Region Proposal
Network (RPN), which was trained in the end-to-end process [23]. Liu, W. et al. introduced
a single-shot detector (SSD) for multiple categories that was faster and significantly more
accurate than the previous traditional works for single-shot detectors (YOLO), as they
claimed in their paper [24]. Fast YOLO employs a neural network with 9 as opposed to 24
convolutional layers, and fewer filters in those layers. The only difference between YOLO’s
and Fast YOLO’s training and testing parameters is the network’s size [25–27]. Automated
deep learning and IoT algorithms are becoming very active and attractive approaches in
agriculture and industrial appliances because of accurate detection and predictions [28–30].
In CNN, the challenge is to achieve high accuracy by training with a large dataset, which
is an expensive process. To overcome this problem, we prepared a large dataset publicly
available on the Internet.

In summary, the main contributions of this study are as follows:

• The most common method to detect fire is the smoke alarm, which can commonly be
found in a lot of projects or even at a store. However, having only smoke sensors can
cause false alarms.

• Remote cameras are probably the most common methods used by park rangers.
However, these require 24/7 human interactions. This can lead to human errors by
falling asleep during a shift.

• R-CNN is now advancing more and more and is being introduced as a product. This
allows real-time surveillance and it can detect whether there is a fire or not. This can
be very useful in furthering our society in the future.

• The goal of this research is to converge Internet of Things devices with AI methods
in the field of global wildfire prevention. Therefore, our research saves lives and
government property.

3. Fire Detection Approach
3.1. Proposed High-Level System Architecture

An overview of the suggested method of forest fire detection and notification system
is given in this subsection. A small error might result in unexpected wildfires, which can
quickly lead to a catastrophic situation [31]. The major goal of this study is to develop a
novel fire detection method based on IoT and AI that can reduce wildfires and a host of
other issues. The system, which is seen in Figure 1, is designed to keep an eye on the risk
of wildfires, accurately detect even the tiniest sparks of flame, and alert the fire brigade
when necessary.

It is hard to detect fires in the forest until it is too late. This can lead to the loss of lives
that are within the wildfire region. Our goal is to identify the fire and the location of the
fire in order to safely evacuate the people within a 1-mile radius by sending a notification
alarm through their phone, as we explained in detail in the refs. [32,33].



Future Internet 2023, 15, 61 4 of 13Future Internet 2023, 15, x FOR PEER REVIEW 4 of 14 
 

 

 

Figure 1. Overall flow chart of the system. 

It is hard to detect fires in the forest until it is too late. This can lead to the loss of 

lives that are within the wildfire region. Our goal is to identify the fire and the location of 

the fire in order to safely evacuate the people within a 1-mile radius by sending a notifi-

cation alarm through their phone, as we explained in detail in the refs [32,33].  

3.2. IoT Devices and Hardware Requirements 

The device we used to perform our test was a Raspberry Pi 4 due to the size, porta-

bility, and accessibility to all the pins that are available for the sensors required for input. 

Furthermore, Raspberry has wire and wireless extensive variety for network accessibil-

ity. Accessing the network gave us a huge advantage by quickly sending data to the 

cloud for our main computer to identify whether it is a real fire or not. However, before 

the fire was detected, our MQ-2 flammable gas and smoke sensor was used to detect gas. 

The MQ-2 flammable gas and smoke sensor was connected to the Raspberry Pi, which 

was also connected to the breadboard. We connected the Raspberry Pi 4 pins to the 

breadboard and routed to the MQ-2 flammable gas and smoke sensor. Lastly, we con-

nected the camera to detect the fire visually, which was easily accomplished with a USB 

cable. This unit was placed in a casing to protect it from being weathered. This unit 

would be installed on a fabricated tree. In Korea, you can see these trees when climbing a 

Figure 1. Overall flow chart of the system.

3.2. IoT Devices and Hardware Requirements

The device we used to perform our test was a Raspberry Pi 4 due to the size, porta-
bility, and accessibility to all the pins that are available for the sensors required for input.
Furthermore, Raspberry has wire and wireless extensive variety for network accessibility.
Accessing the network gave us a huge advantage by quickly sending data to the cloud
for our main computer to identify whether it is a real fire or not. However, before the fire
was detected, our MQ-2 flammable gas and smoke sensor was used to detect gas. The
MQ-2 flammable gas and smoke sensor was connected to the Raspberry Pi, which was also
connected to the breadboard. We connected the Raspberry Pi 4 pins to the breadboard and
routed to the MQ-2 flammable gas and smoke sensor. Lastly, we connected the camera to
detect the fire visually, which was easily accomplished with a USB cable. This unit was
placed in a casing to protect it from being weathered. This unit would be installed on a
fabricated tree. In Korea, you can see these trees when climbing a mountain, etc. These
are cellphone towers hidden in the mountains. We can use these fabricated cellphone tree
towers to install all of our electronics and power them as well. Once this unit detects the
smoke via the MQ-2 flammable gas and smoke sensor, it then uses the camera to take
multiple shots. These data are thensent off to the cloud for the main computer to analyze
using AI.
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Working with devices and sensors and testing out beta products, Raspberry Pi 4 or
Arduino are used due to the easy accessibility to the pins and sensors. However, this can
be bypassed by using a desktop Windows 10 Pro and its GPU to render video quality, and
using the Raspberry Pi 4 or Arduino just for the smoke sensors.

Listed below are the hardware requirements:

• Raspberry Pi 4 or Arduino;
• Raspberry Pi 4 power cable;
• Raspberry Pi 4 Internet cable;
• Solid-state drive (SSD) or hard drive;
• Internet access;
• Desktop Windows 10 Pro (optional/recommended);
• MQ-2 flammable gas & smoke sensor;
• Pin wires;
• Breadboard;
• Camera.

3.3. IoT Devices and Sensor Models

Raspberry Pi 4 has its own OS that is pre-installed with anIntegrated Development
Environment (IDE). This allows the user to conveniently use the python problem. Further-
more, the Raspberry Pi 4 is equipped with a set of pins, which you can easily access to test
out sensors, etc. We tested the MQ-2 flammable gas and smoke sensor because it was the
only thing that was available to us. However, there are a lot more similar sensors that can
be used depending on the situation.

Sensors similar to MQ-2 are as follows:

• MQ-2: measures methane, butane, liquefied petroleum gas (LPG), smoke;
• MQ-3: alcohol, ethanol, smoke;
• MQ-4: methane, compressed natural gas (CNG);
• MQ-5: natural gas, LPG;
• MQ-6: LPG, butane;
• MQ-7: carbon monoxide;
• MQ-8: hydrogen gas;
• MQ-9: carbon monoxide, flammable gasses;
• MQ131: ozone;
• MQ135: air quality;
• MQ136: hydrogen sulphide gas;
• MQ137: ammonia;
• MQ138: benzene, toluene, alcohol, propane, formaldehyde gas, hydrogen;
• MQ214: methane, natural gas;
• MQ216: natural gas, coal gas;
• MQ303A: alcohol, ethanol, smoke;
• MQ306A: LPG, butane;
• MQ307A: carbon monoxide;
• MQ309A: carbon monoxide, flammable gas.

We chose to go with the MQ-2 not only because it was the only thing that was available
to us, but also because it measures methane, butane, LPG, and smoke.

3.4. Dataset

Dataset collection and generation processes were obtained from the Robmarkcole
and Glenn-Jocher databases, as shown in Table 1 [34,35]. For the experiment, we used a
secondary dataset that contains a collection of indoor and outdoor fire images [36]. The
dataset we used provides two folders: train and val. The full fire image dataset was split
into training (75%) and test (25%) sets. The train folder was for the training images, and
the val folder was for image validation. Both folders contained a set of unlabeled images as
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well as labeled images to train, test, and validate the model. Additionally, since we did not
have wildfires, we used YouTube videos that had different shapes and types of fire to test
our model and check its accuracy.

Table 1. Distribution of fire images in the dataset.

Dataset Training Images Testing Images Total

Robmarkcole 1155 337 1492

Glenn-Jocher 1500 128 1628

3.4.1. Fire Identification

The suggested model may be thought of as a combination of all three existing ideas,
whether it is from research or a product. As introduced in Section 1, people have made
many different efforts to prevent wildfires from happening or spreading. We converged
all three existing ideas into one, where we can use smell and sight by converging IoT and
AI. IoT device refers to all the devices that are connected to the Raspberry Pi 4 listed in
Section 3.2. Section 3.3 contains an MQ-2 flammable gas and smoke sensor that immediately
activates the camera, which is operating and looking for fires whether or not the MQ-2
detects any smoke, when it detects any gas or strange odor. AI is then used to determine if
a fire is present. AI is generally explained as artificial intelligence but, in this manuscript,
it refers to the technique of YOLOv5. YOLOv5 is used to train an image and label it into
classes to be identified through images. Moreover, the YOLOv5 correctly identifies the
fire using its algorithm. Once the fire is correctly identified, it records and sends those
highlighted images to the fire department. Then, the fire department can verify and validate
if the recording and the images are an actual fire or just a false alarm. Once it is identified
as a fire, the fire department hits confirm on their screen to send an alarm notification
within a 1-mile radius of the recording. The notification sends a nearby emergency route to
quickly guide anybody within that 1-mile radius away from harm. However, if it happens
to be a camper trying to cook with fire, or if it is someone trying to smoke in the forest, a
notification is sent within the 1-mile radius reminding the people with access to fire of the
penalty of lighting a fire inside a forest and suggesting to turn off any fire hazard items.

3.4.2. YOLOv5

YOLOv5 is a recently released CNN that distinguishes between static and moving
objects in real time, with notable performance and good accuracy. This model processes the
full image region using a single neural network, divides it into different components, and
then predicts the candidate-bounding boxes and probabilities for each component. The
YOLOv5 network is an evolution of the YOLOv1-YOLOv4 network and is composed of
three architectures: the head, which generates YOLO layers for multi-scale prediction, the
neck, for enhancing information flow based on the path aggregation network (PANet), and
the backbone based on cross-stage partial (CSP) integrated into the Darknet [37,38]. The
data are given to CSPDarknet for feature extraction before being transferred to PANet for
feature fusion. As seen in Figure 2, the YOLO layer uses three independent feature maps to
produce detection results (class, score, location, and size).
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The YOLOv5 network is used as a backbone in Figure 2 to extract significant and
practical characteristics from the input frame sequences with CSP. The YOLOv5 network
builds feature pyramids using the neck model to enable models to successfully generalize
in terms of object scale. As a result, it is simpler to recognize the same object at various
scales and dimensions [40].

3.4.3. YOLOv5 Series

In the YOLOv5 series, there are five different models, ranging in size from the smallest
and fastest model, the YOLOv5n nano, to the largest model, the YOLOv5x extra large [41].
The YOLOv5n nano model is good for mobile solutions, which is very efficient. YOLOv5s,
which stands for small, is appropriate when using it with a CPU. YOLOv5m, which stands
for medium-sized model, is fairly balanced when it comes to speed and accuracy. YOLOv5l,
where l stands for large-sized model, is good where smaller items need to be found. The
largest of these five models is called YOLOv5x. YOLOv5x contains more parameters than
the others, but it is slower to execute.

As seen in Figure 3, it is clear that the YOLOv5x is superior among all five models.
However, the pre-trained image data were annotated and trained using YOLOv5s. Even
though someone already pre-trained the data, we decided to retrain it with YOLOv5x. We
believe the previous contributor completed the pre-training of the dataset when the s model
was used.

3.4.4. Fire Department

Our research team is not able to have a big influence on how the fire department
operates. Therefore, this part of Section 3.4.4 is theoretical but possible with a simple
collaboration with the fire department. Once the fire is confirmed by the YOLOv5, it then
records the footage and sends it to the fire department by email using the Simple Mail
Transfer Protocol (SMTP). SMTP is a very simple protocol; it uses email and password that
originally come from Google account. In the code, we apply the SMTP method and write
the receiver’s email address and what we want to send. We can choose a file, folder, and
type of image or video to be sent to the receiver. After the footage is sent, it is reviewed by
the fire department, which then verifies and validates it, and acts accordingly. If the fire
department confirms the video as hazardous fire, they send a notification alarm within the
one-mile radius of where the footage was taken. If the fire is just a smoker or a camper
trying to light a fire, the fire department sends a notification within the one-mile radius of
where the footage was taken, notifying nearby hikers about the penalty of lighting a fire in
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the forest. All the messages are sent through the Wireless Emergency Alert (WEA) that all
emergency stations have in Korea [32,33].
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4. Experimental Results and Discussions
4.1. Environment

We implemented and tested our proposed idea configuration using two computers.
One computer is Raspberry Pi 4 model B, and another computer is a personal computer
that uses Windows OS, as seen in Table 2.

Table 2. Raspberry Pi 4 Model B specifications and Windows Desktop specifications.

Hardware Detailed Specifications

Processor Broadcom BCM2711, quad-core Cortex-A72 (ARM v8) 64-bit SoC @ 1.5GHz

Memory 1GB, 2GB, 4GB or 8GB LPDDR4

Connectivity
2.4 GHz and 5.0 GHz IEEE 802.11ac wireless, Bluetooth 5.0, BLE
Gigabit Ethernet
2 USB 3.0 ports; 2 USB 2.0 ports.

GPIO 40 pin GPIO header

Camera Webcam logitech c920

Storage SSD 120GB

Operating System Raspberry Pi OS

Power 5V 3A 1.5M

Processor Intel i7 8700K 3.70GHz

Memory 32GB DDR4

Local Area Network Internal port—10/100 Mbps
External port—10/100 Mbps

GPU 1080 ASUS

Motherboard TUF Z390-PLUS GAMING

Storage 500 GB M.2, 1TB SSD, 4TB Hard Drive

Operating System Windows 10 Pro

Power SuperFlower SF-1000 Watt
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We used the Raspberry Pi 4 Model B to detect the smell and sight using the MQ-2
flammable gas and smoke sensor and a Logitech C920 webcam. Due to its portability,
we were able to put this device anywhere to detect smoke and fire. Therefore, it could
also be installed in the forest. After detecting the fire using the MQ-2 flammable gas and
smoke sensor, it records it with the Logitech C920 webcam and sends it to the personal
computer in Table 2. Then, with its high performance, it uses the Anaconda console to
execute the video and automatically detects if there is a fire through YOLOv5. Once the fire
is confirmed, the video is sent to the fire department for further action.

4.2. Proof of Concept Experimentation

After the MQ-2 flammable gas and smoke sensor detected the smoke, the camera
immediately recorded the footage to be sent to the personal computer, as given in Table 2.
As shown in Figures 4 and 5, our approach performed well and quickly identified fire
accidents, even multiple fires and flames, in both indoor and outdoor environments.
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As seen in Figure 4, the confidence level was mostly above 80%. This is because we
had to retrain the data to obtain the better output result. We retrained the data to YOLOv5x
and set the batch size to 16 and the epoch to 3 at first. Then, we observed the accuracy level
and it was average, as it can be seen here. There was a big difference between YOLOv5s
and YOLOv5x. If we were to keep the pre-trained data, we would obtain approximately
30%. However, as it can be seen, there was a big jump in confidence level.

Figure 5 shows that, after increasing the epoch size to 10, the confidence level went
up a little. This research shows and proves that the more you constantly train the data,
the better your outcome is. These fire detection methods are conducted through some
calculations. The IoU or Jaccard Index is used to determine if the prediction is correct to
an object or not. It is defined as the predicted box intersection divided by the actual box
intersection divided by their union [42,43]. In other words, it is an effective metric for
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evaluating detection results, and is defined as the area of overlap between the detected fire
region and the ground truth divided by the area of union between the detected fire region
and the ground truth (1):

IoU =
groundTruth ∩ prediction
groundTruth ∪ prediction

(1)

The FM score and IoU value range is between 0 and 1, where these metric scores reach
their best values at 1.

To understand mAP, the precision and recall calculation is needed, as we detailed in
previous research [44]. TP stands for “true positives”, FP stands for “false positives”, and
FN stands for “false negatives”. Precision, or the percentage of true positive predictions
among all positive forecasts, is the positive predictive value. The average precision and
recall rates of the fire detection techniques can be calculated using the following equations:

Precision = TP
TP+FP

Recall = TP
TP+FN

(2)

We need to determine the AP for each class in order to calculate the mAP. However,
we only have one class. A PR (precision–recall) curve is obtained by plotting these precision
and recall values. Average precision is the region beneath the PR curve (AP). The PR curve
has a zig-zag shape, as recall rises steadily while precision generally falls with intermittent
increases. The AP, which in VOC 2007 was defined as the mean of precision values at a set of
11 equally spaced recall levels [0, 0.1, . . . , 1] (0 to 1 at a step size of 0.1), describes the shape
of the precision–recall curve rather than the AUC. However, in VOC 2010, the computation
of the AP changed so, instead of just taking 11, we take all points into account [45].

AP =
1

11 ∑
r∈(0,0.1...,1)

pinterp(r) (3)

The greatest precision measured for a method for which the corresponding recall
exceeds r is used to interpolate the precision at each recall level r.

Using quantitative and qualitative performance data, we rank the durability of previ-
ously introduced publications employing the suggested approach in many classifications,
as shown in Table 3. In accordance with the scores, the proposed approach worsened when
far- and small-region flames occurred, but it was able to successfully distinguish between
fake or non-fire sceneries and actual fires with a quick processing time performance.

Table 3. Employing many characteristics to evaluate the effectiveness of fire detection.

Criterion Improved YOLOv3 [26] Improved YOLOv4 [27] Improved YOLOv4 BVI
[33] Proposed Method

Scene Independence standard robust standard robust

Object Independence standard robust robust standard

Robust to Noise powerless robust standard robust

Robust to Color standard standard powerless robust

Small Fire Detection robust standard robust powerless

Multiple Fire Identification standard powerless powerless robust

Processing Time powerless standard robust robust

5. Limitations

Our research team faced a lot of limitations due to the time it takes to train the data.
Therefore, we were not able to run enough training sessions because we were limited on
computers and we needed to conduct other research to improve the accuracy. Therefore,
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some of the images came out as having a low confidence level. However, those images
were outputting small fire images (Figure 6). Furthermore, YOLOv5 would mistakenly
recognize red shirts or red blinking lights as fires. We are creating a sizable fire image
dataset utilizing data augmentation methodologies that includes fire and non-fire photos
for model training and testing in order to efficiently identify the target data and address
the mentioned difficulties.
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The Internet of Things (IoT) has evolved into a free interchange of useful information
between various real-world devices. Several technological issues must be overcome in
order to improve fire detection and warning accuracy, which can be separated into five
major issues: security and privacy, storage and cloud computing, energy, communication,
and compatibility and standardization [46].

6. Conclusions

In this paper, we have introduced our new technology to reduce wildfires by using
AI and IoT devices and sensors. Therefore, with our system, we believe that the proposed
system can be effectively used to end the rapid increase in the world climate crisis and the
loss of lives. The system can be installed in forests and start detecting smoke to let the AI
model detect the exact fire location and notify the fire department to disallow the fire to
continue for days. Finally, we hope that this technology will be effective in other countries
to prevent wildfires worldwide.

Recent studies have shown that, in order to promote safety in our daily lives, it is
critical to quickly identify fire accidents in their early phases. As a result, we hope to
carry out more research in this area and enhance our findings. Our goal is to identify fire
occurrences in real time with fewer false positives using the YOLOv6 and YOLACT models.
Future goals include improving the accuracy of the approach and addressing wrongly
detected situations in the same color cases with fire regions. Using 3D CNN and 3D U-Net
in the IoT environment, we intend to create a compact model with reliable fire-detection
performance and without communication issues.
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