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Abstract: This research was aimed at designing an image recognition system that can help increase
children’s interest in learning natural numbers between 0 and 9. The research method used was qual-
itative descriptive, observing early childhood learning in a face-to-face education model, especially
in the learning of numbers, with additional data from literature studies. For the development of the
system, the cascade method was used, consisting of three stages: identification of the population,
design of the artificial intelligence architecture, and implementation of the recognition system. The
method of the system sought to replicate a mechanic that simulates a game, whereby the child trains
the artificial intelligence algorithm such that it recognizes the numbers that the child draws on a
blackboard. The system is expected to help increase the ability of children in their interest to learn
numbers and identify the meaning of quantities to help improve teaching success with a fun and
engaging teaching method for children. The implementation of learning in this system is expected to
make it easier for children to learn to write, read, and conceive the quantities of numbers, in addition
to exploring their potential, creativity, and interest in learning, with the use of technologies.

Keywords: artificial intelligence; perceptron; ICT in education

1. Introduction

Currently, information and communications technologies (ICTs) have a significant
impact on all sectors of society. Their inclusion allows improvement and simplifies ad-
ministrative and productive processes [1]. Similarly, ICTs have changed the way people
conceive their environment and the way they carry out their activities. With the greater
penetration of the Internet and the great availability of existing devices, users give priority
to incorporating ICTs into their daily lives [2,3]. In addition, after the pandemic caused by
Coronavirus Disease 2019 (COVID-19), society has seen the importance of technologies and
how they allow the continuity of activities [4,5].

Education is one of the sectors with the greatest application of ICTs, since educational
institutions have a direct relationship with them, both in their training and in their applica-
tion [6,7]. ICTs provide multiple advantages to education since their use in the classroom
currently represents fundamental support in the generation of content and development
of activities. However, the inclusion of technologies in education is not simply focused
on higher levels; their use in early childhood education is having a greater impact, as
addressed by several studies [8,9]. In these studies, ICTs were highlighted in two types of
use during early childhood education: to support the basic skills and attitudes of children
and to support content and individual learning needs [10]. In addition to these types of
use, it is essential to establish that use in early childhood education has greater penetration
due to accessibility and usability in devices and applications. This means that today, the
ease with which children handle any type of technological tool is observed. Therefore, in
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the face of any restrictive force and predetermined cognitive parameters that hinder the
acceptance of technology in the educational event at an early age, it is necessary to generate
an analysis that allows establishing its importance as a pedagogical tool, in such a way
that its familiarization with technology allows dynamizing and innovating the teaching–
learning process. From the studies reviewed, it follows that education with the use of ICTs
is aimed at improving the teaching of preschool children by creating processes focused
on their needs. This approach establishes the educational tradition, where teaching takes
place with the teacher as the main actor [11,12], since, in this model, it is the teacher who
determines what preschool children should learn and how they should do it. This implies
that children have a passive role in their teaching, which makes them dependent on the
knowledge and experience of the teacher [13,14].

In another group of studies reviewed, ICTs in education took a more active role and
became educational aids for preschool children [15]. Their inclusion had a greater impact
by converging with new educational methods such as active learning, flipped classrooms,
and thinking-based learning [16,17]. The conceptualization of education and technology is
functional if there are adequate conditions for their integration. For this reason, the studies
that addressed this issue recommend that the integration be carried out in a staggered
manner and that there be a teacher evaluation process that includes ICTs [18].

In this work, the use of technologies as an aid for teaching the numbers from 0 to 9 in
preschool children is proposed. Therefore, ICTs are considered a means of teaching, which
respond to the specific needs of preschool children [19]. In the participating population,
there are a variety of problems, such as lack of motivation, distraction, and lack of early
motor skills. For this reason, a didactic solution is proposed through a recognition system
based on artificial intelligence (AI) [20,21]. For children, the ideal teaching method is a
game, commonly used by tutors for children to learn a certain subject [22–24]. This work
takes the methodology of tutors and implements an image recognition system, whereby
preschoolers develop in a game environment, in which they write a number, and the
system tries to recognize it [25,26]. Several works have studied this phenomenon and
proposed concepts such as gamification, where children establish a teaching process and
rewards using ICT [27,28]. This proposal is aimed at the creation of an AI algorithm that
can recognize the numbers that children enter, serving as a didactic tool to improve the
identification, writing, and conception of the quantity of a number. The results obtained
serve as a guide for determining the importance of the use of ICT in teaching and if these
are adaptable to the needs of an initial educational model.

2. Materials and Methods

For the design of the method, it was important to establish the objective population and
the application process of the AI, as well as how it is applied within the educational model.

2.1. Population Identification

The population considered included preschool children between the ages of 3 and
4 years old belonging to an initial teaching center in Ecuador. This educational center
aims to prepare preschool children to enter their stage of formal education. To meet this
objective, the educational center offers a face-to-face education model, where, through
games, preschool children learn to recognize figures, numbers, letters, etc. However, this
process was affected in the 2020–2021 period due to COVID-19, where education migrated
to a virtual education model.

In virtual education, preschool children used ICTs to address the different concepts
and initial topics of their teaching. In this period, parents became the fundamental support
for teaching. However, virtuality did not integrate ICTs throughout the educational pro-
cess; this integration was limited to the use of videoconferencing platforms and learning
management systems (LMSs) which, with the use of the Internet, became channels of
interaction in a distance education model. The participant group consisted of 12 preschool
children divided into two groups of six. In this study, one group was traditionally taught
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numbers, while the other group used the proposed system, to evaluate the differences and
improvements between the two teaching methods.

2.2. AI Architecture Design

For the design of the architecture, it is essential to establish the needs of the users
and adjust each phase to guarantee learning. The aim was the creation of a recognition
system that allows preschool children in an early childhood education center to recognize
the numbers from 0 to 9. For the process, it was considered that the system must be
motivating; therefore, gamification was taken as an example aimed at, through interaction
with the system, improving the teaching of numbers, both in their identification and in
their writing and an understanding of their quantities. The AI architecture was based on
image recognition; therefore, a supervised learning model was used, where the outputs
of the algorithm are known since the data used to train the algorithm were previously
labeled [29,30]. Figure 1 presents the environment and the necessary components for the
implementation of the system. One of the components used as a monitor, in which the
numbers from 0 to 9 are presented, acts as a guide for the child to reproduce the character
on a blackboard. According to the reviewed studies, in traditional teaching methods, a
preschool child learns by imitating and reproducing what is around them and from an
interaction with the environment.
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Figure 1. Natural number recognition system architecture and its components.

On the blackboard, the children try to write the number that the system randomly
presents on the monitor; the number can also be presented by a tutor. The next components
are the system and the start of the image recognition process. To achieve this, the algorithm
takes a picture, processes it, and presents the answer on the laptop screen. The architecture
is designed to be a teaching aid; however, tutoring for some time is important until
preschoolers can correctly recognize numbers. Furthermore, the tutor has the task of telling
the system if the recognized number is correct. Confirmation can be achieved by clicking
or by voice command, previously configured in the algorithm.

The auxiliary recognition system is presented as a game for the child. In it, the
child tries to improve the way she writes a number so that the system recognizes it and
generates a correct answer. By including AI as an educational assistant, it is possible to
enhance children’s attention, motivation, concentration, and effort, with a system that is
not necessarily playful. With this system, the child assumes the role of tutor, since, in the
mechanics of the game, he/she tries to teach the AI algorithm the N numbers so that it can
identify the written number. Internally, what the algorithm does is an image recognition
process where, through its database, it compares the image taken of the written number
with the ones it has stored and which act as its knowledge base [23]. While the algorithm
has an image base that allows it to recognize numbers, the child must try to write a number
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in such a way that it meets a certain similarity with the guide and is recognized by the
algorithm, as shown in Figure 1.

2.3. Phases in the Implementation of a Number Recognition Model with AI

For the implementation, several phases have been designed that the model must
fulfill to guarantee the recognition process. A flowchart, detailing the stages considered in
the implementation of an AI algorithm for the recognition of N numbers, is presented in
Figure 2. The implementation phases are described in a granular manner in Appendix A.
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Figure 2. Flowchart for the design of a recognition system for teaching the number N to
preschool children.

3. Results

The method of application of the system aims to validate whether the use of a system
of recognition of natural numbers where 0 is included, helps the teaching of this subject in
a population of preschool children.

3.1. Population Identification

The population participating in this study is preschool children between 3 and 4 years
of age. This group of participants belongs to a children’s center whose objective is to
prepare them for the beginning of their school life. In this center, preschoolers learn to
identify colors, shapes, numbers, vowels, animals, etc. Preschoolers in this age range learn
effectively through games, songs, or videos that deal with topics in an interactive way. In
addition, tutors should turn interaction spaces into ideal complements so that the teaching
method adapts to the preschoolers’ needs.

The population participating in this study are preschool children between 3 and
4 years of age. This group of participants belongs to a children’s center whose objective is
to prepare them for the beginning of their school life. In this center, the preschoolers learn
to identify colors, shapes, numbers, vowels, animals, etc. Preschoolers in this age range
learn effectively through games, songs, or videos that deal with topics in an interactive
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way. In addition, tutors should turn interactive spaces into ideal complements so that the
teaching method adapts to the preschoolers’ needs.

3.2. System Methodology

The methodology applied in the system helps children to learn from the point of
view where they are the ones who teach the N numbers to the system. To achieve this
goal, the child’s ability to recognize a number is not enough; he/she must also replicate
it. Therefore, the system works on number recognition and the child’s motor skills when
replicating numbers.

For the process, the system starts with the presentation of a number on a screen; this
number is randomized between 0 and 9; the system can even be programmed to present
the same number of objects. The children have a blackboard and black markers to replicate
as best as possible the number or place the number that represents the number of objects
presented. At this stage of the proposed work, we work with numbers, as shown in Figure 3,
which exposes the process of sending a number to the system. At this stage, the tutor’s
support is necessary as he can use dot guides to train the children’s motor skills. Once
the number is written, the system takes a picture of the board and starts the recognition
process. Once the image has been processed, it presents the result on another screen. The
system has also been programmed so that you can pronounce the result in the form of a
question. For example, is it a two? Or is it an eight? When generating this type of response,
the system adopts a student posture and places the child in the role of a tutor.
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Figure 3. Process for the presentation of a number, representation by the preschool children, and
interpretation of the recognition system.

In the next stage, the system waits for confirmation whether the result is correct or not;
the confirmation can also be by voice command. In other words, the whole process can be
carried out through a conversation in this format in the case of an affirmative answer:

• System: it is a two?
• Boy: yes, it is a two
• System: are we still teaching?
• Child: “yes” or “no”

For a negative response, the format is as follows:

• System: it is a four?
• child: no
• System: what number is it?
• Boy: it is a two
• System: are we still teaching?
• Child: “yes” or “no”

In the negative confirmation, the interaction with the system is important, since when
receiving feedback from the child indicating what number it is, it saves the image in its
database to be able to adjust the weights and align them to how preschool children write
numbers. In the same way, the end of the conversation is important to continue or exit the
system; for voice recognition, the commands are previously configured in the system, and
it cannot recognize others other than those that appear in the system.
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3.3. Teaching Outcomes

In the results analysis review, a comparison is made between the two groups, the one
using the recognition system and the one with a traditional teaching method. Generally, in
these methods, children learn two numbers per week and combine this topic with other
activities. For example, in the traditional system, the teaching of a number is accompanied
by figures representing the number studied, songs, etc. are applied. These can be considered
reinforcement or complementary activities. Therefore, the evaluation period is five weeks,
during which the tutor accompanies the participants in the use of the system and evaluates
the teaching with other activities. The evaluation activities do not contain a quantitative
grade; they focus on verifying the level of education of all.

The evaluation of the process Is carried out during the five weeks that the recognition
system is active; this evaluation is continuous and allows us to establish the progress of
each child. The evaluation is qualitative, for which an evaluation guide is used to verify
the extent of teaching, marking the level in a range from 1 to 10 to establish the teaching
scale. Table 1 presents the evaluation criteria used by the tutor to verify the teaching of the
subject. This tool is used in the two groups participating in the study.

Table 1. Example of the evaluation guide on teaching numbers.

Math Area Range

Identify the numbers N 1–10

Write the numbers N in an understandable way 1–10

Read the numbers N, without repeating the series, example, 9, 2, 6, 8, 1 . . .
unstable order 1–10

Recognizes the number of objects up to 9 1–10

Repeat the names of the numbers in the same order, that is, the order of the
numerical series is always the same, 1, 2, 3, 4, 5 . . . stable order 1–10

Make a collection count to 9 1–10

It uses the irrelevance of the order, the order in which the elements are
counted does not influence to determine the objects that a collection has. 1–10

Identify the numbers N 1–10

Table 2 presents the results obtained from the group of children who learned N
numbers with the use of a traditional education model. To improve the visibility of the
results tables, the criteria are replaced by short names such as:

• C1 = Identifies the numbers N.
• C2 = Write the numbers N in an understandable way.
• C3 = Read N numbers.
• C4 = Recognizes the number of objects up to 9.
• C5 = Repeat the names of the numbers in the same order; that is, the order of the

numerical series is always the same, 1, 2, 3 . . . stable order.
• C6 = Perform a collection count to 9.
• C7 = Uses the irrelevance of the order; the order in which the elements are counted

does not influence the determination of the objects that a collection has.
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Table 2. Ranges and averages of the evaluation of the teaching of the numbers N, using a traditional
teaching model.

Math Area Ind. 1 Ind. 2 Ind. 3 Ind. 4 Ind. 5 Ind. 6 Average

C1 8 9 3 2 5 6 5.5
C2 3 10 8 7 5 5 6.3
C3 7 7 4 3 7 8 6.0
C4 3 7 8 10 5 9 7.0
C5 4 7 3 2 7 7 5.0
C6 4 6 10 8 4 6 6.3
C7 9 10 4 5 6 9 7.2

Average Total 5.4 8.0 5.7 5.3 5.6 7.1 6.2

The results found in these data correspond to a group of six children whose personal
data are not included in the study for security reasons and have been assigned a referential
name. This referential name is “Ind. of Individual” accompanied by a number to identify
the children. Each of the values is those given by the tutor to the skills demonstrated
by the preschool children in number management. In the last column as a row, the total
average has been included. This value serves as a reference and information for the tutor to
easily identify the criterion to be reinforced. For example, the table shows that the lowest
averages are C1 and C5; therefore, the tutor must work on activities that allow the child to
properly identify the N numbers; likewise, she must work on the order of the numbers, so
that preschool children can count from 1 to 9, maintaining a stable order.

Table 3 presents the results obtained from the children who worked on the teaching
numbers using the AI system. This table shows that the averages have improved concerning
the traditional teaching model; however, in certain evaluation criteria, there is no significant
difference between models. For example, in C4 and C7, where the recognition of the
number of objects up to nine, is better in the traditional teaching group. In the use of order
irrelevance (the order in which the items are counted does not influence the determination
of the objects in a collection), the two groups have a similar level. In the rest of the criteria,
there is a better performance of the preschoolers in the handling of numbers, who used the
AI recognition system adequately motivates the teaching; however, it is necessary to adjust
the data entry and presentation of the results system to improve the teaching.

Table 3. Ranges and averages of the evaluation of the teaching of the numbers N, using a teaching
model through an AI recognition system.

Math Area Ind. 1 Ind. 2 Ind. 3 Ind. 4 Ind. 5 Ind. 6 Average

C1 8 9 9 10 4 7 7.8
C2 7 10 9 10 4 6 7.7
C3 7 9 8 9 6 6 7.5
C4 7 9 7 8 4 5 6.7
C5 9 8 9 6 7 10 8.2
C6 7 8 10 10 8 9 8.7
C7 8 6 7 6 7 9 7.2

Average Total 7.6 8.4 8.4 8.4 5.7 7.4 7.7

Figure 4 shows the comparison of the results of the evaluation guide; part (a) refers to
the group that remained in a traditional teaching model and part (b) contains the results
of the application of the recognition system with AI. The graphs allow us to establish the
differences between the use of AI in teaching versus traditional teaching. The X-axis shows
the evaluation criteria used in the teaching of natural numbers. The Y-axis represents
the evaluation scale by criteria; these are out of 10, however, as each preschool child is
represented on separate lines, the scale is adjusted from 0 to 60; this is reference data when
replicating this method; the factor will be above 10 will be shown. The trend lines are seven,
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of which six correspond to the children and the line painted in dark blue is the average
learning of the group. In this context, the group in which the traditional learning system
was applied presents a very marked irregularity, unlike the group that used the AI system,
which presents a more stable line. In graph (a), the strong point for several of the children is
C4; the opposite occurs with the AI system, where this criterion is penalized, and a certain
drop-in in teaching is noted. This is mainly because the system was configured so that the
numbers appear randomly and the child replicates them, without giving priority to the
recognition of the amount that each number means. This deficiency is fully adjustable since
the system can randomly display several objects that the child must identify and represent
the number for the AI system to start the training and recognition process.
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4. Discussion

Teaching preschool children is very important; therefore, both parents and children’s
centers are looking for new methods and educational models that allow children to acquire
the ability to learn in an effective and motivating way. Several studies reviewed refer to
the importance of interaction with tutors and parents to establish in children the necessary
bonds that favor their motivation and capacity to generate knowledge. However, it is
currently important to include ICT in teaching, as they are necessary tools in an increasingly
digitalized world [31,32]. Moreover, during the pandemic, personal interaction was one of
the missing points at all educational levels [33,34].

Similar works include gamification as a component that provides motivation and
interest in preschool children. This concept is very valid considering that, due to the age of
the children, it is necessary to establish a mechanism that improves their concentration and
interest in teaching a subject. In gamification, it is possible to use several tools that may
include a reward model, creating a competitive environment for the child, and achieving
the ultimate goal, which is motivation [15]. Gamification gives children the opportunity
to collaborate and develop valuable academic and life skills; however, teaching through
gamification is not without difficulties, e.g., the expected results are not guaranteed, and
the difficulty of supporting the needs of infants when their ideas are very creative and
difficult to understand. Another difficulty is when documenting the teaching through
photos, videos, etc., and converting this material into visible products [35]. In addition to
ensuring that the entire team has a solid understanding of play-based teaching, a positive
mindset, and a willingness to change their practices.

In this work, the concept of gamification is considered since the mechanics of the
system behaves as a teaching game of N numbers, where the child assumes the role of
a tutor and trains the system by presenting the different numbers. The system takes the



Future Internet 2022, 14, 266 9 of 18

number as an image and trains its artificial neuron to recognize it and present the possible
outcome [36,37]. By placing children in the role of tutor, the level of teaching increases since
teaching something automatically generates in people an increase in their ability to learn.
The results obtained from the application reveal the improvement in N-number handling
by using the proposed system. Each phase of the architecture ensures the development of
writing, identifying, and reading numbers for both preschoolers and the system. In the first
phase of the design, a randomized process was implemented where the system presents a
number to be replicated by the child. Upon taking the image of the written number, the
system must meet the appropriate weights that allow it to recognize the number. If this
process is unsuccessful, the system repeats the process until its training base allows it to
generate an optimal result. To keep preschool children motivated and to keep the system in
perfect use, the supervision and help of a tutor in charge of the subject are recommended.

Several techniques contribute to the integration of ICT in society; among these, the
Markov decision process was also reviewed. This process is used in deep reinforcement
learning and can conclude through a sequence of random states that has the Markov
property. This method has not been compared with our recognition system; on the contrary,
in future work, this process will be integrated into the method to improve the system’s
decisions, using a sequence of random states.

The group considered for this study is small, which did not allow to work in a granular
way in the adjustment of the system and to verify that it suits the needs of each child. In
addition, several of the preschool children who used the system have been found to have
problems with the pronunciation of vocabulary. This affects the system since it needs a
clear confirmation of the answer. As a solution, a process has been put in place that allows
the system to recognize certain letters. For example, the letter “R”, this letter of the Spanish
language is one of the letters that take the longest time in its phonetics. This update will be
presented in future work that includes the input to the system of other topics, such as the
identification of vowels and consonants.

In the results, several events stand out in the comparison between the traditional
learning system and the learning using the recognition system. In the first instance, it is
found that in the learning of numbers using the traditional system, there is a contraction
when evaluating criterion C5 (repeating the names of the numbers in the same order, that is,
the order of the numerical series is always the same, 1, 2, 3... stable order), the stable order,
according to the tutors, depends on the repetition of the numbers in series. This process
in traditional learning is performed with songs; however, by eliminating this element,
children forget which number follows. This criterion, on the contrary, in the parallel using
the recognition system is easily overcome; it changes the method of repetition; this is
because, in the beginning, the system is trained with sequential numbers, for example, 1,
2, 3, etc., this allowed the children not only to repeat the number several times but also to
recognize it. Since the system, in the beginning, did not recognize the numbers written
by the student, it became a process of improvement. In addition, the expert tutors in the
children’s learning center assumed that the variation is within the established ranges and
that the repetition of the numbers in stable order takes more than five months and that the
work should be shared at home, through additional tasks. Another criterion for analysis
is the various existing in criterion four (recognize the number of objects up to 9); these
results are mainly because, in the first weeks of implementation of the recognition system,
the element of recognition was not integrated into it; therefore, the children identified the
numbers and wrote them in a more agile way than in traditional learning. However, not
having a complement by which they understand the quantity factor resulted in a deficiency
of the system. This was corrected in the fourth week of the application of the system, but
the results show that it is necessary to include all the components of the system from the
beginning of the learning of numbers.
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5. Conclusions

In applying the method, some components have been identified that need to be
improved at a later stage of the proposal. For example, it is important to have good
lighting and a good focus on the webcam for better image capture. These factors have
been identified as elements that are detrimental to the correct capture of the characters.
This means that no matter how good the results are with the algorithms used, if the start
of the process is incorrect, the results will be incorrect as well. In the image binarization
process, it is important to establish an ideal threshold value that properly captures the
characters on the board. Obtaining the ideal value of the histogram of the captured image
has the particularity that it is adaptable according to each photo captured from the forms.
For the training of the neural network, the weights necessary to subsequently perform
the recognition have been established. Therefore, it is not necessary to train every time a
number is to be recognized, which implies a low computational cost.

Preschool education depends on tutors, especially because of the age of the children
who attend this level of education. Children create bonds of trust with their tutors, and this
is reflected in the motivation they feel about learning and carrying out their activities. The
proposed system does not seek to replace the tutor; on the contrary, it seeks to create an
environment where the tutor becomes an educational support tool.

According to the results obtained, it has been identified that the number recognition
system improves the synchronization and identification of numbers by preschool children
and even helps to improve their motor skills in writing numbers. However, the system
needs to be adjusted for preschoolers to recognize numbers based on the quantity they
represent. This adjustment will be made in future work; in addition, it is proposed to
include topics such as vowels and consonants.

The effectiveness of prototype recognition will depend on several characteristics of
the training corpus. These include image quality, illumination quality, handwriting quality,
and other non-method-related issues. Similar to the hardware and environment; therefore,
it is necessary to emphasize the collection of samples (images) to create a robust corpus to
contribute to the training database. Through the tests carried out in the use of the method,
the effectiveness of the recognition was proven, and it is possible to work with this system
as a technique that contributes to the teaching of other subjects, thus opening a range of
possibilities for the use of ICT in the classroom, regardless of the educational level.
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Appendix A

Appendix A.1. AI Processing

In the AI processing phase, the matrix uses Python for the implementation of the
algorithm, starting with changing the image matrix to a grayscale. Next, we proceed to
binarization, which consists of transforming a digital image into black and white in such
a way that it retains the essential properties of the image. Figure A1 presents the process
required for binarization [38,39]. In it, the histogram of the matrix is calculated and stored
in a column vector with the position indicating the hue and its pixel value. The next step is
to calculate the probability of the ones that are represented by r and contain values from
0 to 255 in a row vector. To achieve this, each value in the vector is divided by the total
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number of pixels. With the results of this vector, the mean and variance are calculated,
which are used to determine the ideal threshold value that identifies the dark pixels in
the image; For best results, the numbers written by the children on the board should be
performed with black markers [40]. The pixel values are divided by the threshold value
and to this, the sign operation is applied, where:

• If threshold value > 0 it is 1.
• If threshold value = 0 it is 0.
• If threshold value < 0 it is −1.

The result of the operation is multiplied by 255 to obtain the new matrix with pixel
values from 0 to 255. The result of this calculation allows for the display of black characters
and white backgrounds.
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Appendix A.1.1. Image Segmentation

The goal of segmentation is to divide an image into parts or regions; the division into
parts is based on the characteristics of the pixels in the image. For example, one way to find
regions in an image is to look for sharp discontinuities in the pixel values, which indicates
the presence of edges [41]. Segmentation algorithms have two basic properties; an algorithm
can be based on one of these basic properties of the gray level values, the discontinuity
or the similarity between the gray levels of neighboring pixels [42]. Discontinuity divides
the image based on abrupt gray level changes for a single point, line, and edge detection.
Similarity divides the image based on finding areas having similar values according to
predetermined criteria such as regional growth and thresholding [43,44].

To process the algorithm in Python that was created in the late 1980s by Guido van
Rossum at the Center for Mathematics and Informatics in the Netherlands, the OTSU
threshold is used, which eliminates the result of over-segmentation due to noise or any
other irregularity in the image, and it is implemented with OpenCV. OpenCV is a free
computer vision library originally developed by Intel in January 1999. Figure A2 shows the
output of the image transformed by the threshold operation where the noise it contains
in each stage of the transformation is observed. To remove any white noise in the image,
it is possible to use morphological closure and bring the object to the foreground. Image
segmentation is a fundamental process in image recognition, both for image compression
and the study of its content. This is based on the partition of the image into separate
regions that correspond to representations of different objects; in this work, these objects
are numbers. With segmentation or thresholding, when capturing the image of a number,
it is divided into regions based on intensity values; these allow an object to be identified or
extracted from its background based on the distribution of gray levels or the texture of the
image of the number.
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Figure A2. Segmentation applied to the images captured by the recognition system.

In the figure after image segmentation, the objects present in the background, where
the slate is located, have been separated. In addition to other objects, it is possible to create
spots using the blackboard or even other unwanted images within the ID to be captured
by the camera focus. Therefore, by applying segmentation, it is possible to identify which
pixels belong to which elements of a photograph. For this purpose, using OTSU, it is
possible to find a rough estimate of the objects in the image; subsequently, small sections of
white noise are removed. In the lower-left frame, the results of the process are presented,
and in the lower-right frame, the objects are dilated, ensuring that any background regions
are part of the background and not noise.

Appendix A.1.2. Segment Rotation

There are several problems in image recognition, especially when applied to an envi-
ronment exposed to motion, light, and other factors. This results in several segments of
the number not being straight. To solve this problem, the segment matrix can be rotated
by capturing the pixels with the values found in the first and last columns of the segment.
Figure A3 shows the matrix of the tilted section with the obtained positions. Subsequently,
the column of the first black pixel of the row is captured and if this value is greater than
half of the total columns, then the row of the first black pixel of the first column is captured;
otherwise, the row of the first pixel is captured in black in the last column. The segmented
matrix is rotated counterclockwise, regardless of the calculated angle. It is important to
consider that when performing the rotation process, local interpolation is applied, so when
rotating its size, the matrix must be re-binarized with the new pixel values created by the
interpolation [45]. In addition, the threshold value is recalculated to capture lighter pixels
in the matrix; this matrix is created from the following code:

• img = cv2.imread(num.png).
• rows, cols, ch = img.shape.
• pts1 = np.float32([[100, 400], [400, 100], [100, 100]]).
• pts2 = np.float32([[50, 300], [400, 200], [80, 150]]).
• M = cv2.getAffineTransform(pts1, pts2).
• dst = cv2.warpAffine(img, M, (cols, rows)).
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When rotating images, the edges of the image are usually cut off, as shown in the
example in the figure. When the image is rotated with a larger angle, it means that part of
the image is lost during the process. This is not a bug in OpenCV, but it is how the functions
are designed. To solve this problem, it is possible to use several coexistence functions with
OpenCV. The image captured in the image is made up of four quadrants, which indicate
the different angles to which the figure was subjected for the rotation process. To move
from the initial quadrant, it is necessary to find its rotation matrix; for this, the function
getRotationMatrix2D() of OpenCV is used. In the function, the first argument is the center
of the image by which the image is rotated. The second argument is the rotation angle, and
the third argument is the scale of the image. If the scale is less than one, the image will
become smaller than the original image. The image will be scaled or enlarged if the scale is
a positive number; if the scale is 1, the image will not be scaled. The first argument of the
warpAffine() function is the image to rotate, the second argument is the rotation matrix,
and the third argument is the size of the output image. For example, the figure shows the
rotation of the image around its center, for which the following code is added:

• image = cv2.imread(“num.jpg”).
• (h, w) = image.shape[:2].
• center = (w/2, h/2).
• angle = 15.
• scale = 1.
• M = cv2.getRotationMatrix2D(center, angle, scale).
• rotated = cv2.warpAffine(image, M, (w, h)).
• cv2.imshow(‘original Image’, image).
• cv2.imshow(‘Rotated Image’, rotated).
• cv2.waitKey(0).
• cv2.destroyAllWindows().

Applying the above code, the shape method is used to find the length and width of
the given image. Then the center of the image is calculated by taking half of the length and
width. You can change the center, angle, and scale value to obtain the desired result.

Appendix A.1.3. Image Recognition

Once the most important features of the image are obtained, the corresponding char-
acter is determined by applying a neural network. Neural networks with data mining
schemes mimic the architecture of human intelligence [46]. One way to represent it is by
using basic units known as neurons; these receive inputs that are multiplied by weights and
present outputs with a fitting function that depends on the sum of the previous outputs [47].
Neural networks are one of the most widely used techniques for character recognition,
since, properly trained, they can identify the characters in the images captured by the
system without presenting major drawbacks. The scheme of the neural network used
is represented in Figure A4, it consists of three layers that are responsible for a specific
activity, and the input layer supports data from n inputs [48]. It also incorporates one
or more hidden layers and an output layer; with this layered architecture, the network
learns by examining individual records and generates a prediction for each of them, ad-
justing the weights when it makes an erroneous weight [49,50]. This process is cyclic
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and, at each repetition, the network improves its predictions until it reaches the expected
stopping criteria.
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Figure A4. Scheme of an artificial neural network with three layers.

To train the neural network, it is necessary to adjust the input weights so that the
results of the output layer match the known data as closely as possible. In Figure A5,
a simplified example of the training process of a network to identify the number “8” is
presented. The thickness of each arrow represents the weights that the input has in the
neural network; as the weights are adjusted, the error decreases. To enter a neural network
and for it to be able to detect the numbers of any image, it will be necessary to use many
images that number “8” labeled as “1” and many images that are not, labeled as “2”, which
include as much variability as possible. Since the network has many images, it will be
able to adjust its parameters to satisfy all images, thus accurately extracting features that
identify the presence of a number in the image.
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Appendix A.2. Presentation of the Results

Figure A6 shows the process for the presentation of the results; once the AI system
identifies the number, it presents it on the screen and waits for the user’s confirmation. The
result depends on the image captured on the whiteboard if the number is the closest to
an image that is part of the system’s knowledge base. The answer, in addition to being
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presented on the monitor, can be read by the system, thus improving the interaction with
the preschoolers. For example, the type of answer corresponds to the following text:

• Is it number two?
• Is it the number eight?
• Is it number five?
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Appendix A.3. Manual Input

This phase corresponds to the confirmation that the system expects after presenting
the result of the image processing. If the child or guardian determines that the number
identified by the system is correct, one of them must confirm the result. To perform this, the
system requires a click of a button or a voice notification. Figure A7 shows the interaction
between the system and the child or guardian; the confirmation can be given by one of the
options since there will be cases in which the computer does not have a microphone, which
will force us to keep the confirmation through the button. If all components of the system
are present, the physical response can be ignored, and the voice confirmation can simply
be made.
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Appendix A.4. Evaluation, Storage, and Adjustment of Weights

Starting from the evaluation phase, the process becomes cyclical, so this section
describes the phases of the flowchart. The evaluation starts when the system receives the
confirmation response before the identification result of the first image. If the answer is
positive, the system automatically continues the game and randomly presents another
number and starts the recognition process. If the confirmation to the number given as
a result is negative, the system makes a new attempt to recognize the image; therefore,
it stores the image, adjusts the weights, and presents the new result; in this process, the
response given can be the same as the first try. Once the process is finished, the system
presents the new result and repeats the confirmation process. If, in this new attempt with
the adjustment of the weights, the system recognizes the number correctly, it continues
with the next phase of the process. If the answer is negative again, the system asks the user
to indicate which number is represented on the board, since they only have two attempts
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to recognize the number. The interaction text between the presentation of the result and the
confirmation is as follows:

• System: it is a two?
• Preschool children or tutor: yes, it is a two.

For a negative response, the format is as follows:

• System: it is a four?
• Preschool children or guardian: no.
• System: what number is it?
• Preschool children or tutor: it is a two.
• Once the user indicates to the system which is the number that is present on the board,

the system takes this information, adds an identifier linked to the image, and stores it
in the database. With these new parameters, it adjusts the training weights and tries
again to identify the image that contains the number, and this process is carried out
until the weights and the training generate the expected output. If the children confirm
that the result is correct this time, the system requests confirmation to continue with
the game or ends the session. The interaction format is as follows:

• System: it is a four?
• Preschool children or guardian: yes.
• System: are we still teaching?
• Preschool children or guardian: “yes” or “no”.
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