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Abstract: In this paper, we propose a method for extracting emotional factors through audiovisual
quantitative feature analysis from images of the surrounding environment. Nine features were
extracted such as time complexity, spatial complexity (horizontal and vertical), color components
(hue and saturation), intensity, contrast, sound amplitude, and sound frequency. These nine features
were used to infer “pleasant-unpleasant” and “arousal-relaxation” scores through two support vector
regressions. First, the inference accuracy for each of the nine features was calculated as a hit ratio
to check the distinguishing power of the features. Next, the difference between the position in the
two-dimensional emotional plane inferred through SVR and the ground truth determined subjectively
by the subject was examined. As a result of the experiment, it was confirmed that the time-complexity
feature had the best classification performance, and it was confirmed that the emotion inferred
through SVR can be valid when the two-dimensional emotional plane is divided into 3 x 3.

Keywords: surrounding environment video; temporal spatial contexts; color components; sound;
human emotion

1. Introduction

The recent proliferation of smartphones and wearable devices, coupled with advances
in information and communication technologies, has resulted in an unprecedented increase
in the scope and amount of personal information collected on a daily basis. Moreover,
technology is becoming increasingly important for the efficient management of data and
information, which is a very challenging task in contemporary society. Lifelogging tech-
nology is particularly useful because it facilitates the extraction of meaningful information
from data generated during everyday life experiences, as well as information from a wide
variety of fields. Lifelogging essentially refers to a “life record”, derived from a combina-
tion of the words “life” and “log”. The term refers to using technology in the recording,
saving, and organizing of events that an individual might experience [1]. In recent years,
lifelogging technology has focused on providing information about healthcare and wellness
by recording and processing personal user information, behavior, and location with the aid
of smart devices [2]. Moreover, applications have also become more popular for providing
services relating to specific situations using everyday records [3]. For example, people
perform many activities that involve recording daily events, such as taking photos with a
camera, writing in a diary, and using social network services (SNS) [4-6]. Although merely
recording events can be useful, it is important to record daily behavior and life, as well
as to perform a meaningful analysis of individual patterns and trends. However, most
lifelogging technologies focus on recording the user’s experiential activities, such as the
user’s body information, as a physiological signal to identify the emotional state of a mo-
ment or to archive photos according to the corresponding locations. That is, no application
presently exists that exploits intelligent technology by utilizing the collected information.

Future Internet 2022, 14, 203. https:/ /doi.org/10.3390/£i14070203

https:/ /www.mdpi.com/journal/futureinternet


https://doi.org/10.3390/fi14070203
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/futureinternet
https://www.mdpi.com
https://orcid.org/0000-0001-6504-3333
https://doi.org/10.3390/fi14070203
https://www.mdpi.com/journal/futureinternet
https://www.mdpi.com/article/10.3390/fi14070203?type=check_update&version=1

Future Internet 2022, 14, 203

20f13

Photographs are widely used to capture memorable moments in everyday life. In
addition, individuals are exposed to the surrounding environment, and human emotions
are greatly influenced by surrounding visual information [7]. Visual information such
as color and context is known to have a significant influence on human emotions in the
fields of marketing and psychology [8-10]. Several investigations have determined that
environmental factors such as color have a notable influence on an individual’s purchasing
decisions [8,9]. In addition, research has been conducted on color and the effect of the
spatial frequency of the surrounding space on the emotions of an individual within a
psychological framework in a business environment [10,11]. Several studies have also
analyzed how sound elements affect humans, specifically in the case of environmental
effects or music using waves and voice sounds [12,13].

In previous works presented in Section 2, most of the research was performed on
recognizing simple objects or phenomena in captured scene images. In addition, many
previous studies have researched inferring the emotion by analyzing human bio-parameters
extracted from bio-signal or images of face and body. However, there is no research on
inferring the emotion parameters by analyzing scene video including sounds. Therefore,
we propose a method for the detection of features by using the videos, as well as inferring
the emotion parameters based on machine learning. This environmental information-
based emotional parameter inference method is expected to be combined with the existing
biometric information-based personal emotional parameter inference method to implement
more accurate emotion recognition technology. In other words, the research motivation
of the proposed method is that, in the field of emotional engineering, spatiotemporal
environmental factors can influence individual emotions beyond the existing method that
relied only on individual biological factors to objectively recognize human emotions. That
is, an individual’s emotions may vary depending on the individual’s biological conditions
as well as environmental factors [14,15]. Therefore, more accurate and rational human
emotions can be inferred by reflecting environmental emotional variables.

This paper is structured as follows. Section 1 describes the introduction, including
research motivation and contributions. Section 2 is a literature review of related research.
Section 3 describes the overall structure of the proposed method, the description of the
used features, and the data analysis method. Section 4 presents the experimental results,
Section 5 gives a discussion of the results, and Section 6 concludes.

2. Literature Review

The first part of the literature review focuses on image recognition research based
on temporal and spatial contexts. Many previous studies have emphasized the analysis
of scene recognition [8-11]. Van De Sande et al. studied object and scene recognition
by evaluating color descriptors such as color histograms and color SIFT descriptors [16].
In [17], scene recognition research was performed using a place-labeled database according
to the development of deep learning, such as convolutional neural networks (CNNs).
Oliva and Schyns performed scene recognition using the chromatic color space and spatial
scales [18]. In addition, computational auditory scene recognition has been performed using
the confusion matrix for 17 scenes classified using the MFCC and GMM methods in the
time and frequency domains [19]. However, although many studies have been performed
on scene recognition using many different methods, the aforementioned research problem
has not yet been widely investigated. In particular, the effect of specific environmental
factors on human emotions has not been widely researched.

The second part of the literature review focuses on the study of human emotion. For
several years, this relationship with emotion has been widely investigated based on con-
sciously affective experiences in terms of human emotion [20]. Maglogiannis et al. studied
natural human emotions using face recognition and Markov random field models [21].
Chen et al. studied the multimodal method for recognition of human emotion and expres-
sion by analyzing speech and human facial expressions based solely on images [22]. In
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addition, Gouizi et al. investigated emotion recognition by analyzing physiological signals
such as EMG, RV, SKT, SKC, BVP and HR [23].

The remainder of the literature review is the basis for the study of the association
between human emotion models and color. According to the emotion model of Russell,
human emotion can be defined as an emotion model that is two-dimensional for the
construction of various emotions such as the “Pleasant-Unpleasant” axis (X) and “Aroused-
Not Aroused” axis (Y), as shown in Figure 1 [20]. Based on the emotion model of Russell,
many studies have researched the relationship between color-based mapping for various
emotional states and human emotion. Generally, visualized information can indicate the
correlation between color and human emotion in the “Geneva Emotion Wheel [24]”. In this
case, human emotion is mapped into specific colors by dividing it into two dimensions:
“Pleasant-Unpleasant” (X-axis) and “Arousal-Relaxation” (Y-axis), as indicated in Figure 2.

Aroused
A

Unpleasant Pleasant
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|
Not Aroused

Figure 1. Russell’s human emotion model [20].
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Figure 2. Geneva emotion wheel model [24].

We confirmed that these methods are used to analyze human emotions such as color
components and the visual content of the surrounding environment [20]. Based on these
theories, we propose a method for analyzing the correlation between human emotion and
temporal-spatial factors using a camera to capture the front environment and quantita-
tively extract visual context information from the acquired images. In the first step, the
surrounding environment is photographed using the camera of a mobile device for image
acquisition. Second, a subjective evaluation of the user is performed based on the acquired
video for subsequent utilization as an index of the user’s emotional information. Third, a
total of nine types of features are extracted from the acquired video: temporal complexity
(#1), spatial complexity (horizontal edge (#2), vertical edge (#3)), color components (hue
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(#4), saturation (#5), intensity (#6), contrast (#7)), and sounds (amplitude (#8), frequency
(#9)) to analyze the impact of each factor on human emotion. Finally, emotion estimation
technology was developed by designing and analyzing a fully connected support vector
regression (SVR) inference network based on the nine types of factors and the results of the
subjective evaluation of the user.

3. Materials and Methods

In this section, the temporal complexity, spatial complexity, color components, and
sound detection methods are described using camera image processing. In this investiga-
tion, nine features were extracted from the input image, including temporal complexity
(#1), horizontal edge (#2), vertical edge (#3), hue (#4), saturation (#5), intensity (#6), contrast
(#7), amplitude (#8), and frequency (#9). An overall flowchart of the proposed method is
shown in Figure 3.

Input Image
Temporal Spatial

Complexity Complexity Color Sounds

. T T

Commting Sosis 3x3 Prewitt Masking RGB -> HSI
Color -> Gray
N\ J . /) g J o X
Switching to a Performing DFT
unit of dB (decibel) (Discrete Fourier
Calculating the of a log scale Transform)
difference between Binarization Obtaining Normalized
the current (n™) and Hue Histogram
9 previous (ri-l"‘) frame Y I )
4 N\ ) ~ N\ 4 )
Compared Analyzing Calcula.ting the Selecting. .Maximum Selecting the highest
the High and Low Normalized edge Probability Value characteristic value
Temporal Complexity amount (-1~ +1) as a Feature
\. J - J \. y, N J
4 N 4 N\ ( Hue (#4) \ ( \
Temporal Complexity Horizontal Edge (#2) Saturation (#5) Amplitude (#8)
(#1) Vertical Edge (#3) Intensity (#6) Frequency (#9)
Contrast (#7)
N J \ J \ : — J
— Arousal — B
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Unpleasant - Pleasant
° ' 2
2D Final
Determined
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Figure 3. The overall process of the proposed method.

As above mentioned, nine features are provided as input data into two SVRs. Then,
X-Y values are calculated through two SVRs. Finally, emotion position can be inferred as
the two-dimensional model.
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3.1. Used Features
3.1.1. Temporal Complexity

The temporal complexity (feature #1) represents the rate of change of motion by calcu-
lating the difference between the current frame image (nth) and the previous frame image
(n-1st). In other words, the difference between pixels at the same position is calculated
using the current frame and the previous frame and converting them into gray images. As
an example, the temporal complexity of natural scenes was analyzed, as shown in Figure 4.
In the case of Figure 4a, the temporal complexity is low in the current frame compared to
the previous frame, according to the changing movement of the sky. In contrast, in the case
of Figure 4b, the temporal complexity can be seen as high in the current frame compared
with the previous frame based on the rapidly changing movement of the roadside. The
temporal complexity values ranged from 0 to 255. In this study, the calculated results for
temporal complexity were used as values in the range from —1 to 1.

The current frame The previous frame The difference image

@

The current frame The previous frame The difference image

(b)

Figure 4. Detection of temporal complexity. (a) Example of low temporal complexity case; (b) Example
of high temporal complexity case.

3.1.2. Spatial Complexity

The spatial complexity is represented by detecting the boundary components by
applying the Prewitt mask. In the detected boundary component image, the difference
between the pixels at the same position is calculated using the mask. In this case, the spatial
complexity is calculated as a horizontal edge (#2) and vertical edge (#3) using the Prewitt
X and Y masks, respectively. In the case of Figure 5a, the vertical components of spatial
complexity can be acquired as large values based on the roadside using the Prewitt X mask.
In contrast, the vertical edges are detected as large because of the lawn in Figure 5b. The
spatial complexity values range from 0 to 255. In this study, the calculated results of spatial
complexity were used as values in the range of —1 to 1.
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Figure 5. Detection of spatial complexity (*: convolution). (a) Example of high spatial complexity in
the horizontal edge case; (b) Example of high spatial complexity in the vertical edge case.

3.1.3. Color Components

In the color detection method, an image is analyzed to extract color components using
a front-type camera as follows. Generally, color images are expressed in three channels: red
(R), green (G), and blue (B). Because the components of the RGB color model imply both
brightness and color, using this model for applications that use only color and brightness
can be quite difficult. However, the limitations of the RGB model can be addressed using
the HSI color model, which can separately represent images as hue (H), saturation (S), and
intensity (I) values [25]. Therefore, the first step of color conversion involves the conversion
of RGB to HSI in the original image [26]. In this case, each RGB channel is represented
from 0 to 255. Therefore, it is more suitable to use the HSI model for color analysis. Finally,
contrast (C) is obtained by calculating the standard deviation of the intensity.

Next, a normalized hue histogram is obtained on a scale of —1 to 1. In general, the hue
component is distributed from 0° to 360° in the color space. In this case, the hue value of the
color (Valc) is calculated. In Equation (1), width and height are represented in the images
as W and H, respectively. In addition, the number of hue values is denoted as “histo” in
Equation (1). In this report, the parameter of the cosine function should be modified by
adding 80° to compensate for the offset, because the angular offset is approximately 80°
between the Geneva Emotion Wheel model and the hue of the HSI model. Consequently,
the calculated results for the HSI were used as the values for the range of —1 to 1. In
addition, a value in the range of —1 to 1 was used as the calculated result for contrast.

359
Y. cos (hue + 80)° x histo[hue]

Vale = 1 — tme=0 T 1)

In this paper, six colors were estimated, including red (R), green (G), blue (B), cyan (C),
magenta (M), and yellow (Y), based on the color psychology model. Then, the maximum
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frequency value was selected as a feature on the X-axis as “Pleasant-Unpleasant”. Conse-
quently, six colors were mapped onto the X-axis of unpleasant to pleasant in the order of B,
M, C, R, G, and Y, as shown in Figure 6.

Unpleasant ’ Pleasant

Figure 6. Mapping the 6 colors into the X-axis of “Unpleasant-Pleasant” [27].

3.1.4. Sounds

Sound or voice is an element generated by a human being, such as talking, laughing,
singing, crying, etc. Generally, the three major elements of sound are amplitude (size of the
sound), pitch, and tone. Sounds can be expressed differently depending on their amplitude
and size. For example, the amplitude or size of the pitch of a sound changes according to
its frequency. The frequency can be determined from the sound height. Here, the frequency
was analyzed using the discrete Fourier transform (DFT).

Amplitude is defined as a function representing the variation or distance of the sound
when the periodic vibration exists. In general, the human ear is more sensitive to quiet
sounds and less sensitive to loud sounds. Decibels (dB) that use a log scale are a generally
used representation method of the sound amplitude. Here, by calculating an average value
of the amplitude in acquired data for N seconds, then the size of the sound was used as a
feature value. The amplitude was obtained in the range of —215 to 214.

Frequency is defined as a function that represents the cycle of the sounds which is how
many times it repeats during a certain time period. A DFT is performed for obtaining the
frequency by using the acquired data. Here, the DFT is computed for acquiring the specific
frequency contents in waveform from multiple frequencies. Furthermore, the operation
result shows how to constitute certain frequencies (Hz) in sounds. In this investigation,
the sound frequency was determined by the acquired data for N seconds by using the
DFT. Subsequently, the highest frequency values (Hz) in the results are used as the value of
characteristics. In this case, the “dft()” function of the OpenCV library code was used to
extract the frequency.

3.2. Analysis Methods
3.2.1. Acquiring Video of the Surroundings Using a Camera

To investigate how surrounding environmental factors can influence human emotions,
the next step was performed. First, a video of the surrounding environment was acquired
using a camera. In this case, the camera incorporated in a smartphone was used to acquire
videos that were subsequently analyzed in real-time. To accomplish this task, we developed
an Android application to capture videos of the surrounding environment. The developed
Android application consisted of three parts. First, the specific scenarios of the experiments
were described at the top of the screen. In brief, a large amount of video containing the
desired scenes was acquired while walking around the campus. When an individual
wished to capture a video while walking, this was performed by clicking the images in
the middle of the screen, according to the experimental scenario. In this case, videos were
recorded for 5 s.

3.2.2. Acquiring the Subjective Emotion Label for the Video

After capturing the videos, a subjective questionnaire evaluation was performed
to evaluate the individuals” emotional feelings from the captured videos related to the
surrounding environments on the bottom of the screen, as shown in Figure 7. More
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specifically, subjective evaluation was performed according to the emotional feeling using
the bar graphs on the bottom of the screen in Figure 7a,b. In Figure 7a, the initial screen is
described before performing the subject evaluation. Figure 7b shows the screen until after
subjective evaluation with the captured video is described. In this instance, the values range
from —1.000 to 1.000 on the bar graphs. After both capturing videos of the surroundings
using the smartphone camera and performing the subjective questionnaire evaluation, the
value of the data was transferred to the server directly in real-time.

OROFTREFIN [~ OROFRIEF332

M AlLt2]S 4 AlL2|2

Tk
®

SEND SEND
(a) (b)

Figure 7. Developed Android application for capturing the surrounding environment and performing
the subjective emotional evaluation. (a) The initial screen; (b) Screen after capturing video and
subjective evaluation.

3.2.3. Extracting the Nine Features from the Videos

In this procedure, nine features were extracted from the videos, including temporal
complexity (#1), spatial complexity (horizontal edge (#2), vertical edge (#3)), colors (hue
(#4), saturation (#5), intensity (#6), contrast (#7)), and sounds (amplitude (#8), frequency
(#9)). These characteristics are assumed to be quantitative factors that can affect human
emotion as audiovisual factors and then nine features were defined. Each feature extraction
method is described in Section 3.1.

3.2.4. Emotion Estimation Using Support Vector Regression

In this study, support vector regression (SVR), which is a type of machine learning (a
sub-concept of artificial intelligence (Al)), is adopted. Fully connected SVR networks were
designed and applied to estimate emotional feelings based on the surrounding environment.
Generally, to use SVR, two groups of data are needed for training and estimation. To
estimate emotion, fully connected support vector regression (SVR) inference networks were
designed to clarify the emotional decisions on the x-axis as “Unpleasant-Pleasant,” and
those on the y-axis as “Arousal-Relaxation” in the two-dimensional model, as shown in
Figure 8. Specifically, nine features were used as input data according to SVR training from
temporal complexity (#1) to frequency (#9).

Finally, the emotion parameters of the user are derived by analyzing the user’s sur-
rounding environment based on the fully connected SVR inference. Using this approach,
the current emotional state of the user can be inferred. Moreover, an interface that matches
the emotions and situations of users is presented.
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Temporal  Horizontal Vertical
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Figure 8. Fully connected dual SVR networks with nine inputs and two outputs.

4. Experiments and Results

The experiments were performed twice for each subject group. In the first group,
30 subjects participated. In the second group, 66 subjects participated in the experiments.
Thirty subjects participated voluntarily in the first experiment; these subjects consisted of
postgraduate students in the Department of Computer Science, Emotion Engineering, and
Mobile Software from Sangmyung University (male = 16, female = 14, mean age = +27.1).
The procedure of the experiment consisted of three parts as described in the experimental
scenarios: taking videos and estimating the subjective evaluations, as shown in Figure 9.

1 Cycle 50 Cycle

Figure 9. Data acquisition process for experiment.

Firstly, the experimental scenarios were described for 3-5 min to 30 subjects before
the start of the experiment. In addition, all 30 subjects were individually provided with
smartphones. We also explained how to use the development application installed on
the smartphone, as described in Figure 9. Secondly, we instructed the subjects to take
videos of the surrounding environment while walking around the university by clicking
the camera images in the middle of the screen, as shown in Figure 7a. In this case, the actual
surrounding environment to capture via videos was recorded for 5 s in one shot. Lastly,
subjective evaluation was performed according to emotional states on the axes of “Pleasant-
Unpleasant” and “Arousal-Relaxation” while re-watching the scenes for 30 s using the
bar graph on the bottom of the screen, as shown in Figure 7a. In the subjective emotional
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evaluation, the values were estimated in a range from —1 to 1 on both the “Pleasant-
Unpleasant” X-axis and the “Arousal-Relaxation” Y-axis. This process was performed
50 times by each subject.

For data collection, a total of 50 videos were acquired per subject. Consequently, a
total of 1500 pairs of videos and subjective questionnaire evaluations were collected by
30 subjects (30 subjects x taking videos and subjective evaluations 50 times = collecting
1500 pairs). According to the previous section regarding the sequence of SVR-estimator
execution, the 1500 collected datasets were separated into the training and test sets. In
the experiment, 1000 of the 1500 data points were allocated to the training set, and the
remaining 500 were allocated to the test set. In addition, fully connected dual SVR inference
networks were used. The data type consisted of nine input data points extracted from
videos and two output data points derived from SVR #1 and SVR #2. Specifically, the value
of the x-axis as “Unpleasant-Pleasant” was determined using SVM #1. Similarly, the value
of the y-axis as “Arousal-Relaxation” was determined using SVM #2.

In this report, the value of root mean square (RMS) error was calculated between the
position of value used by the SVR estimator and the results for the subjective evaluation
for measuring the accuracy of the proposed fully connected SVR network-based emotional
evaluation owing to the surrounding environmental factors. The RMS error was calculated
using the absolute value between x and y. For more details, X and Y were calculated by
subtracting the absolute value of the square values of the validation and prediction accord-
ing to the SVR estimator in “Pleasant-Unpleasant” and “Arousal-Relaxation”. Moreover,
this software was implemented using C++ with OpenCV in real-time on a PC running
Windows 10 OS, an Intel i5-6200U CPU at 2.4 GHz, 8 GB RAM, and a 23-inch display.

In addition, we constructed various cases according to the number of input four fea-
ture categories and analyzed the emotion estimation accuracy for each case. In this analysis,
the nine features are categorized into four groups such as (1) Temporal complexity, (2) Spa-
tial complexities (Horizontal and Vertical Edge), (3) Colors (Hue, Saturation, Intensity,
Contrast), and (4) Sounds (Amplitude, Frequency). As a result, we could construct a total
of 15 combinations as shown in Table 1.

Table 1. The analyses for 15 combinations from single feature to multi features.

C T1n;e1 . Spatial Complexity Colors Sounds
°“;§1;”“ty ®#2, #3) (4, #5, #6, #7) (#8, #9)
1 (e}
2 O
1 feature 3 o
4 (e}
5 o O
6 (e} (@)
7 O
2 features 8 O O
9 O O
10 (@) (e]
11 (e} O (@)
3% 12 (e} O O
eatures 13 0 0O 0
14 O (@) O
4 features 15 (e} O (@) (e}

Finally, the comparison analysis was performed using all nine features for a total of
15 cases, as shown in Table 2. Through the comparison analysis, we confirmed that the
method of using all nine features is more effective in terms of the RMS error compared
to three cases by using single, double, and triple features, respectively. In addition, we
confirmed that using the multi-features method is more efficacious than the other meth-
ods for analyzing the impact of the combination of different factors in the surrounding
environment on people.
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Table 2. Comparison analyses using all 15 cases.

Corlr\;l;:xity Spatial Complexity Colors Sounds

#1) #2, #3) (#4, #5, #6, #7) (#8, #9)
X Y RMS error

1 0.216483 0.27832 0.352601

2 0.223818 0.306747 0.379721

3 0.248052 0.278794 0.37317

4 0.218412 0.292037 0.364677

5 0.25667 0.273287 0.37492

6 0.214291 0.291447 0.361749

7 0.22879 0.325893 0.398185
Analysis results 8 0.233288 0.28422 0.367702

9 0.220008 0.279171 0.55443

10 0.252436 0.409451 0.481013

11 0.292138 0.290055 0.411676

12 0.270467 0.284067 0.392233

13 0.214582 0.272132 0.355443

14 0.289204 0.28018 0.396813

15 0.21276 0.271701 0.346556

For the root mean square (RMS) error analysis of the dataset results, the error was
represented as approximately 0.213 and 0.272 for the “Pleasant-Unpleasant” and “Arousal-
Relaxation” categories, respectively. Furthermore, the average RMS error was 0.347 in the
two-dimensional emotional plane. In other words, the distance of one diagonal line was
approximately 0.35 when the two-dimensional region was divided into 3 x 3 grids, as
shown in Figure 10.

SVR based
Arousal A+1 Estimated amé

Subjective
. emotion 5
., groundtruth

-1 +1

>
Unpleasant Pleasant

Relaxation J-1

Figure 10. The distance of results between estimated emotion and subjective evaluation on the 2D
emotional plane divided into a 3 x 3 grid.

Consequently, the results between the subjectively evaluated emotion and the esti-
mated emotion can be assumed to be in the same position in one column because the mean
distance deduced from this study was estimated to be +£0.48. Based on this observation,
we confirmed that the error results are within 12.5% of the result deduced by the SVR and
the results of the actual human subjective evaluation of the 2D emotional plane.
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5. Discussion

In this paper, experiments were conducted to recognize how the surrounding environ-
ment could affect human emotions, we confirmed several facts which will be highlighted.
First, we performed RMS error analysis to analyze surrounding environments using SVR
and confirmed which features are most discriminating among the nine features. Herein,
we confirmed that the accuracy is higher and more reliable when using the multi features
rather than when using a single feature. In that case, we confirmed that the results of error
are within 12.5% between the result deduced by the SVR and the result of actual subjective
evaluation on the 2D emotional plane when divided by a 3 x 3 grid and using the nine
features. Based on these facts, we conclude that it is best to use nine features to judge
human emotion through the surrounding environment videos.

However, the emotions experienced by people according to subjective evaluation
are difficult to generalize because of individual variations in terms of the nine features
associated with the surrounding environment. In other words, this work is limited in
terms of attempting to generalize the results of human subjective emotions influenced by
the surrounding environment. Therefore, in the future, it will be necessary to generalize
the actual emotions that can be represented by many people due to the surrounding
environment. In addition, this investigation deduces human emotions by using only the
machine learning method. For further expansion, the research will be more useful to derive
results that are more generalized than the methods presented in this paper through using
artificial intelligence techniques such as deep learning.

6. Conclusions

In this paper, we proposed a method for analyzing the correlation between emotion
and temporal-spatial factor information using a camera that can capture the frontal en-
vironment and quantitatively extract the visual context information from the acquired
image. To this end, we developed a program that extracts temporal complexity, spatial
complexity, specific color components, and sounds in real-time and can be analyzed by
extracting nine features.

Experiments were conducted to recognize how the surrounding environment could
affect human emotions; we confirmed the facts as follows. First, 1500 data were collected
by the 30 participating subjects; we analyzed the surrounding environments with RMS
error analysis by using the results of SVR, then confirmed which features were most
discriminating among the nine features. Therefore, we confirmed that the accuracy is much
higher and more reliable when using multiple features rather than when using a single
feature. However, the emotion felt by people according to subjective evaluations cannot be
effectively generalized because of individual variations in terms of the nine features among
surrounding environment videos.

Consequently, the major limitations of this paper are that human emotion cannot
be effectively generalized by individual variations as well as the lower recognition rate
because of the feature-based method. Moreover, the results of human emotion inference
were derived by using machine learning methods such as SVR not using deep learning.
Therefore, in the future, it will be necessary to generalize the actual emotions that can be
represented by many people through the surrounding environment. In addition, more
research is needed to derive more general results than those presented in this paper using
artificial intelligence techniques such as deep learning.
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