
����������
�������

Citation: Zeng, R.; You, J.; Li, Y.; Han,

R. An ICN-Based IPFS

High-Availability Architecture.

Future Internet 2022, 14, 122. https://

doi.org/10.3390/fi14050122

Academic Editors:

Ammar Muthanna and

Mohammed Abo-Zahhad

Received: 6 March 2022

Accepted: 15 April 2022

Published: 19 April 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

future internet

Article

An ICN-Based IPFS High-Availability Architecture
Ruibin Zeng 1,2, Jiali You 1,2, Yang Li 1,2,* and Rui Han 1,2

1 National Network New Media Engineering Research Center, Institute of Acoustics, Chinese Academy of
Sciences, No. 21, North Fourth Ring Road, Haidian District, Beijing 100190, China; zengrb@dsp.ac.cn (R.Z.);
youjl@dsp.ac.cn (J.Y.); hanr@dsp.ac.cn (R.H.)

2 School of Electronic, Electrical and Communication Engineering, University of Chinese Academy of Sciences,
No. 19(A), Yuquan Road, Shijingshan District, Beijing 100049, China

* Correspondence: liyang@dsp.ac.cn

Abstract: The Interplanetary File System (IPFS), a new type of P2P file system, enables people to
obtain data from other peer nodes in a distributed system without the need to establish a connection
with a distant server. However, IPFS suffers from low resolution efficiency and duplicate data delivery,
resulting in poor system availability. The new Information-Centric Networking (ICN), on the other
hand, applies the features of name resolution service and caching to achieve fast location and delivery
of content. Therefore, there is a potential to optimize the availability of IPFS systems from the network
layer. In this paper, we propose an ICN-based IPFS high-availability architecture, called IBIHA, which
introduces enhanced nodes and information tables to manage data delivery based on the original
IPFS network, and uses the algorithm of selecting high-impact nodes from the entitled network
(PwRank) as the basis for deploying enhanced nodes in the network, thus achieving the effect of
optimizing IPFS availability. The experimental results show that this architecture outperforms the
IPFS network in terms of improving node resolution efficiency, reducing network redundant packets,
and improving the rational utilization of network link resources.

Keywords: IPFS; ICN; availability

1. Introduction

The HTTP protocol has had a huge impact on people’s Internet behavior. However,
with the emergence of new network application scenarios, such as 5G and IoT, which
not only bring about a surge in traffic but also make the distribution of network data
more fragmented and decentralized, the browser/server (B/S) and client/server (C/S)
architectures followed by HTTP have gradually revealed its drawbacks [1]. Under the
existing network architecture, content service providers need to build dedicated server
clusters for their own data, but such systems rely not only on systems and machines, but also
on a few managers. In addition, service providers mostly use the help of third-party Content
Delivery Network (CDN) to guarantee the quality of their data delivery [2]. In essence, it is a
distributed deployment of servers to provide low-latency and reliable data services to users
at locations close to them, and then stores their data by charging content service providers
a significant price [3]. However, CDNs also face many sophisticated cyber-attacks, and
adversaries can also weaponize CDN resources to launch more sophisticated attacks against
end users and source servers [4]. We are entering a new era of data distribution, where
people are eager to have low-latency, highly available distributed networks where data is
securely distributed across the network, rather than in the hands of certain organizations
or companies.

P2P networks have been considered as a research direction to replace centralized
networks, and since their inception, researchers have come up with many relevant and
excellent technologies. Especially with the development of distributed ledger technologies
such as Bitcoin [5] and Ether [6], the attention is again directed to P2P networks, of which
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The Interplanetary File System (IPFS) is a representative. IPFS is a new P2P distributed file
system proposed by Juan Bennett in 2014, which incorporates many excellent technologies
of traditional distributed systems and aims to replace the traditional HTTP protocol [7].
Although IPFS has been used by many researchers to address the storage challenges
of blockchain [8–11], the Internet of Things [12,13], federated learning [14], and edge
computing [15], and has also been used to resist censorship threats on websites, such as
Wikipedia, research on IPFS’s own technology is limited.

By reviewing the relevant literature, we believe that IPFS itself is actually still in the
development stage, and there are still many usability challenges to be addressed. In terms
of data delivery, Shen et al. studied the I/O performance of IPFS retrieval and storage
from the user’s perspective by comparing IPFS with HTTP and pointed out that IPFS may
have performance bottlenecks in resolution and downloading [16]. Abdullah Lajam O et al.
conducted experiments comparing IPFS with FTP within a private network and pointed
out that private networks in IPFS do not perform as well as the C/S alternative, and IPFS
needs more improvements to compete with existing C/S file sharing technologies [17]. In
terms of data availability and reliability, Henningsen et al. studied the code and network
topology of IPFS, and their experiments showed that about 52.19% of all nodes were private
nodes located behind NATs, and that these private nodes were unable to meet long online
times [18].

However, ICN, as a representative of a new type of network, can complement IPFS
in many characteristics. Its efficient data distribution capabilities and directed resolution
services can improve the availability of IPFS. Onur Ascigil et al. successfully solved
the redundant packet delivery problem by deploying IPFS over NDNs to optimize the
link resources on the user side [3]. In this paper, we improve the availability of IPFS by
combining IPFS with an ICN with an Enhanced Resolution System (ENRS) to exploit the
resolution and caching capabilities of the network. IPFS, like HTTP, is an application layer
protocol, and many features of ICN networks are transparent to IPFS. One of the main
challenges is to design the architecture of the network with hybrid deployment mechanisms.
The main contributions of this paper are as follows.

• An ICN-based IPFS high-availability architecture (IBIHA) is proposed, introducing
the concept of enhanced nodes and information management tables, and analyzing
the advantages that can be brought.

• A traffic-based influential node selection algorithm for complex networks is designed
to solve the deployment problem of augmented nodes.

• We simulate the implementation of the IBIHA architecture and the traditional IPFS
network in NS3 and compare their performance gap in terms of resolution and delivery.
We validate the effectiveness of the proposed algorithm on the example network and
the real network dataset, respectively.

The remainder of this paper is organized as follows: Section 2 analyzes related research
in IPFS availability and reviews related work in ICN; Section 3 describes the composition
architecture of IBIHA and illustrates the advantages of enhanced nodes and information
management tables; in Section 4, the PwRank algorithm is designed as the basis for node
deployment in IPFS; in Section 5, we present the results through different perspectives and
different data to conduct comparative simulation experiments and analyze the results. In
Section 6, we conclude the work.

2. Related Work
2.1. Availability of IPFS

Traditional service availability is usually expressed by the percentage of time the
service is available [19], which can be given by the following equation.

Availability =
MTTF

MTTF + MTTR
(1)
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where MTTF indicates the service mean time to failure, and MTTR indicates the service
mean time to repair. However, the factors that cause service failure are very complex, such
as: service node downtime, link congestion, data non-existence, and many other factors; so,
defining the availability of IPFS by the above equation cannot explain the intrinsic meaning
of availability well. For a clearer exposition of the availability study of IPFS, we introduce
the definition of availability by On, G., et al. [19].

AvailService = AvailData × AvailSystem (2)

AvailSystem = AvailNode × AvailLink (3)

AvailNode = Availdynamic × Availintrinsics (4)

We describe the meaning of these availability metrics in the background of IPFS.
AvailService: Service availability is composed of IPFS data availability and IPFS system

availability, and only a stable and available system and data can guarantee the completion
of the service.

AvailData: Data availability means that the user always has access to the latest data
published by the service provider, regardless of the time and place. Mechanisms such as
IPNS and DNSLink are provided in IPFS to ensure data availability.

AvailSystem: System availability is influenced by a combination of the dynamic avail-
ability of IPFS nodes, intrinsics availability, and link availability.

AvailLink: Link availability means that the link between the requester and the server is
reachable within a tolerable delay while the IPFS node obtains data and has a relatively
rich bandwidth resource.

AvailNode: Node availability indicates whether the performance and state of the service
node can support the completion of data delivery.

Availdynamic: Dynamic availability indicates that the IPFS nodes providing the service
must have a stable online rate, with frequent offlines leading to data acquisition failures.

Availintrinsics: Intrinsics availability indicates the performance of the IPFS node, in-
cluding: processing power, storage space, hardware configuration, etc.

2.1.1. Data Availability

Data availability is mainly expressed as data being available at the time of request,
while the following reasons may exist for data unavailability in IPFS networks.

• Data is not available due to nodes going offline.
• Data retrieval information is not updated in a timely manner, resulting in the inacces-

sibility of the latest data.

IPFS uses the typical owner replication technology, which means that the nodes that
have downloaded the data are able to store the data information in the local database.
When a node publishes data with high popularity, a large number of requesting nodes in
the network are able to realize the proliferation of hot data, and the higher the number
of downloads increases, the more copies of data blocks in the net, and the higher the
availability of data.

However, for cold data such as family photos, fewer people request the data, so the
number of copies within the network is limited, and may even only be stored on the node
where the data are published. When the data node fails or goes offline, then these data
may face the problem of not being able to be requested. The IPFS data cache usually has a
survival time, and when the survival time is exceeded, the node needs to delete the expired
data unless the data are pin-operated by the node.

Therefore, IPFS networks should be persistent and permanent in order to overcome
data availability problems. In traditional distributed networks, replication techniques are
usually used in order to improve network availability and reliability [20], so IPFS proposes
IPFS clustering to help service providers to achieve multiple copies of data management.
However, Barbara Guidi et al. argue that in the case of mobile networks or other distributed
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networks affected by high churn rates, it is not enough to achieve data redundancy and
availability by building a private network through IPFS clusters, and it may be more
convenient to implement data replication through cloud servers or resource nodes in the
network [21].

Compared with the cloud server solution, the resource nodes in the network are
closer to the user side, and therefore more suitable for working scenarios that provide low
latency and light data transmission. However, traditional intermediate routing nodes of
IP networks are only concerned with data forwarding performance and cannot support
complex decisions, and new types of network devices are required to enable data replication
with all the associated complex policies, such as ICN network nodes.

In addition, since the data transmission in IPFS are encrypted by the hash algorithm,
different data will generate different hash values. Although the correctness of data are
guaranteed in IPFS networks, this mechanism also poses some challenges for data updates
in IPFS. Whenever the service provider’s published data are updated, a completely different
content identifier (CID) is generated, which is not perceived by users. Some users continue
to use the previous CIDs for data retrieval, and the information obtained will not be real-
time, so IPFS uses the URL mechanism to publish updated data through Interplanetary
Name System (IPNS) [22] and Domain Name System Link (DNSLink) technologies.

IPFS maintains link information for all publishers via IPNS, which is in the format of
/ipns/data provider’s public key hash. The data provider stores variable, signed records
under this link, and the user is then able to access the CID of the latest content published by
the other party through this information. While DNSLink and IPNS work in a similar way,
IPNS relies primarily on public keys, and while DNSLink uses the same readable links as
DNS, DNSLink for IPFS is an incremental evolution based on the existing DNS network.

2.1.2. Link Availability

The link availability for IPFS is mainly affected by the resolution and downloading
mechanism. IPFS retrieves information through a content identifier (CID), and each CID is
a unique identifier generated from the data content, which means that different content
necessarily leads to different generated CIDs, and the CIDs have the same length as the
node IDs. The data producer uploads the data to the network and the IPFS system breaks
the data into blocks and uses the Merkle-DAG [23] structure to ensure the integrity of
the data. These data blocks are still stored locally, but the index information of the data
will be placed on multiple nodes that have the maximum Hamming distance from the
CID. The requestor of the data gets the CID of the required data block through IPNS, uses
the distributed hash table to find the index information of the storage peer of the data
block, and then gets the data from the peer, in which IPFS supports various transmission
protocols, such as TCP, UDP, QUIC, etc. The most used protocol is still TCP. Finding the
index information of CID data blocks through DHT is called resolution. Getting data from
a peer is called downloading.

Shen et al. pointed out that the current IPFS use of routing protocol (Kademlia [24])
causes bottlenecks in IPFS in terms of the lookup latency of information [15]. IPFS routing
is done by maintaining a distributed hash table (DHT) with 256 K-bukets, which can store
up to 20 peer points of information in each K-buket, to ensure the connection of nodes to
the network, and based on the ping operation to confirm whether the node is online or not.
However, the lookup operation of the Kademlia algorithm takes dlog ne+ c time, so the
time of resolution delay increases with the number of nodes [24]. At the same time, we
must recognize that through DHTs as routing mechanisms, each access implies a series of
routing steps to retrieve it. Although most DHTs define efficient routing algorithms, the
traffic on the network increases by a factor proportional to the number of routing hops
required to access the content and cannot guarantee a low latency for data retrieval [25].

In the traditional DHT routing mechanism, each request is considered as a separate
task. Even when the same content is requested, it needs to go through the same route.
These tasks can obviously be simplified with historical information, reducing the latency
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and bandwidth required for the request. Therefore, Protocol Lab designed Bitswap for
IPFS [26]. Bitswap is a P2P network data block exchange protocol that focuses on the
rational use of historical information from the DHT routing mechanism, allowing each
node to maintain a unique list of peer points.

Through the Bitswap protocol, IPFS nodes are able to filter out IPFS nodes that meet
certain criteria from the history of communication and include them in their peer list. The
judging criteria can be based on a combination of latency with the peer point, completion
of historical requests, etc. Before data acquisition, a data acquisition request is made to
the peer in the Bitswap mechanism, and if the acquisition fails, a DHT is used to obtain
data from the network, but the peer can also keep an eye on the data for the requester. The
Bitswap mechanism can effectively increase the success rate of data retrieval and reduce
the time of data retrieval.

However, the Bitswap mechanism requires the establishment of a session window
between the requesting node and the peer node, which leads to a proliferation of duplicate
packets in the network by increasing the interaction information between nodes in the
network, and these packets consume a large amount of bandwidth resources. In terms of
data delivery, users also acquire only one copy of the data and discard the same packets
reached later. Currently IPFS is using deletion signaling to reduce duplicate packets
transmitted between nodes. When a requesting node receives a data block, it sends a
deletion signaling to the peer that had initiated the request, and when the peer receives
the deletion signaling, it updates its own record table and does not send duplicate packets
to the request when it receives the corresponding data block next time. However, the
introduction of deletion signaling is not ideal for the optimization of duplicate packets in
IPFS [26].

In addition, when IPFS as a proxy node typically needs to serve multiple nodes, redun-
dant packets can significantly limit the data delivery performance and cause competition
for network bandwidth resources, making it particularly important to address IPFS’s link
availability challenges.

2.1.3. Node Availability

Henningsen et al. showed that most of the nodes in IPFS networks are private nodes.
Most of these private nodes are unable to meet the node active availability and the intrinsic
availability [17]. Although IPFS supports flexible joining and exiting behavior of users, it
causes the storage of data sources to become extremely unstable. To tackle this problem,
Protocol Lab designed a new virtual currency, Filecoin, in an attempt to increase the online
rate of idle nodes from an incentive layer perspective, while contributing with their own
storage resources. At present, Filecoin is still in the development stage and lacks a standard
service protocol, so a huge amount of storage resources are piled up in the Filecoin mining
pool and cannot be provided to the public [27].

In addition, from the perspective of content service providers [28], they cannot rely
entirely on all users in the network for data storage, and if users lose interest in the
service provider’s historical information, the service provider may face the threat of losing
useful historical information. Therefore, Protocol Lab also proposed the concept of IPFS
clusters [29], which is a private IPFS network that interacts with the main IPFS network
mainly through proxies and has the same IPFS characteristics inside the cluster. Through
IPFS clusters, service providers are able to manage the data within the cluster, while the data
in the network are driven by the user’s behavior as a driver. Two consensus mechanisms
are already supported by IPFS clusters: CRDT [30] and Raft [31]. Service providers can set
replication factors to adjust the number of data copies in the cluster. IPFS clusters replicate
content and maintain pinsets through multiple nodes to enable fast resets when one or
more nodes crash, get corrupted, disappear, or fail.

Although service nodes with high performance and a high online rate are introduced
to the IPFS network through IPFS clustering, the interaction between IPFS clusters and the
main network relies on proxy nodes, which therefore need to face the challenge of high
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throughput. In addition, for the proximity acquisition vision of the IPFS network, IPFS
clustering only improves the data availability for data servers, while the performance on
the user side remains inadequate.

2.2. Information-Centric Networking

In today’s networks, there is more focus on the data than on where the data are located.
Information-Centric Networking (ICN) is a new type of network architecture that aims to
solve the problem of semantic overload in traditional IP networks. Currently, some of the
more successful ICN cases include NDN [32], CCN [33], MobilityFirst [34], DONA [35],
SEANET [36], etc. The core feature of these ICN networks is the separation of identifiers
and locators, and therefore, further name resolution services between data IDs and NAs
are needed. Typically, two name resolution service approaches are used, the name-based
routing approach and the independent name resolution approach.

Among them, NDN and CCN are using the name routing-based approach, which
is done by coupling routing with name resolution without the need for an additional
resolution system. However, this approach completely reverses the existing data routing
method, which requires changes to most of the existing network infrastructure, resulting
in a non-negligible cost overhead. MF and DONA, on the other hand, both use an inde-
pendent name resolution approach, which is done by pre-establishing an independent
resolution system. The requestor obtains the service address information of the data source
through the resolution system, and then accesses the data through normal address rout-
ing. Compared with the name routing-based approach, the independent name resolution
approach can help ICN networks to make incremental deployments on existing networks
with lower cost overhead.

Onur Ascigil et al. first proposed the improvement of IPFS data delivery performance
by using NDN network to reduce the number of redundant packets caused by the Bitswap
mechanism [18]. The routing of the NDN network mainly relies on the content base (CS),
forwarding information base (FIB), and pending interest table (PIT) to record the data
forwarding path, when the data are successfully retrieved, and the data are delivered
to the requester along the reverse path according to the forwarding records in the PIT
table. The DHT routing mechanism of IPFS is still able to provide forwarding hints to the
network layer. For redundant packets, each node updates its own PIT information after
receiving the first delivered data, and does not send data to the requester path again when
the subsequent duplicate data reach it. However, the NDN routing method may require
the existence of flood lookups due to the lack of precise localization, and the retrieval
information needs to be bounded by adding a survival time.

Current independent name resolution systems have cloud-based architecture sys-
tems [34], multi-layered DHT architectures (MDHT and HSkip) [37], and determined
latency (DLNR) [38] implementation schemes. While this paper focuses on combining
IPFS networks with ICN network architectures with deterministic time-delayed resolution
systems. As shown in Figure 1, DLNR proposes an Enhanced Name Resolution System
(ENRS) by dividing the network into multiple deterministic time-delayed resolution do-
mains with resolution delay as a constraint and deploying independent resolution nodes
within the resolution domains to maintain the one-to-many relationship between identifiers
and locators. Logical nesting is achieved by dividing the physical network into multi-layer
coverage networks and deploying different levels of delay constraints in different coverage
networks. All the resolving nodes jointly maintain a tree organization structure, and the
leaf nodes of the tree represent the resolving domains with the lowest level of experimental
constraints. The resolution nodes within these resolution domains can help users in the
region to achieve a fast location of information data.
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3. Design Overview

In this section, we first introduce the overall optimization framework of the ICN-based
IPFS system, and then describe the changes of IPFS under the new framework in accor-
dance with the existing IPFS. The overall idea of the framework is that by deploying IPFS
applications on ICN nodes, these enhanced nodes can satisfy the existing IPFS interaction
capabilities while using the characteristics of the ICN network. We will then provide a full
description.

3.1. IBIHA Overview

Figure 2 shows an overview of the architecture of IBIHA, which relies on an ICN
network with an enhanced name resolution system to enable a seamless evolution with
the IP network, and includes three main types of nodes: IPFS nodes, routing nodes, and
enhanced nodes. Their functions are described as follows:
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• IPFS Node: These are many IPFS network nodes that initiate data requests from the
edge of the network and enable data retrieval and data exchange through the DHT
and Bitswap mechanisms.

• Routing Node: completes only the data forwarding function.
• Enhanced Node: ICN node for deploying IPFS applications. It is the peer node for

all IPFS application nodes in the IPFS network, and it is also the router node in the
transmission process.
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3.1.1. Resolution Mechanism

As shown in Figure 3, since the network is composed of different functional nodes,
IBIHA uses two methods of resolution. The first is the resolution method of DHT and
Bitswap, which is supported by both IPFS nodes and augmented nodes, and this mechanism
does not focus on the underlying network. Secondly, the other resolution mechanism
is ENRS, which can only be supported by the enhanced nodes. In ICN, each routing
node is partitioned by latency, and each region has ENRS to manage the registration and
cancellation information of all nodes in that latency domain. These ENRS are guaranteeing
the resolution delay of the nodes in the resolution domain, and usually guarantee that the
resolution delay is at a very small delay constraint.

When an IPFS node receives a request signaling, the IPFS node that has the data
sends the requested block of data to the requester, regardless of whether the requester goes
through DHT or Bitswap. If not, Bitswap chooses whether to forward the data based on the
TTL, while the DHT mechanism sends to the requester some nodes in its own K-bucket that
are logically closest to the requested data. However, if the enhanced node does not own the
data, it first checks whether the requested data exist in the time resolution domain to which
it belongs, and if it does, it returns the information of the node storing the data or directly
pulls the data back to complete the delivery. Otherwise, it routes the data through the
application layer resolution mechanism of IPFS. the resolution in IBIHA is done by using
the ENRS of ICN to enhance the IPFS node for the neighboring nodes in the time resolution
domain contact, which improves the resolution success rate of the node. Meanwhile, the
DHT and Bitswap mechanisms can help to realize the cross-zone search of ENRS, and
in data acquisition, although ENRS may record the address information of multiple data
sources, it is able to design the copy selection policy in the protocol to select the appropriate
data source [39].
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3.1.2. Data Distribution

Enhanced nodes are the core components of the architecture and can bring the follow-
ing advantages to IPFS:

• Nodes are high-performance network nodes with stable online rates;
• Nodes support ENRS, which can meet users’ needs for nearby access;
• The network composed of nodes can provide caching and storage services, reducing

the deployment costs of content service providers.

The connection between the IPFS application stack architecture and the ICN archi-
tecture is also depicted in Figure 2. It is obvious that the enhanced nodes still maintain
the upper modules of the IPFS stack and that there is no heterogeneity in the structure
of the data between the nodes. The main purpose is to give the IPFS network a more
powerful performance by using ICN’s transport protocol, cache, ENRS, and other features.
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Traditional IPFS networks are built based on IP networks, where the nodes in the network
have only forwarding functions. When an IPFS node initiates a data communication, it
needs to complete an end-to-end interaction process. Caching is the most iconic feature
of ICN, and with the corresponding ENRS it can provide more powerful resolution and
delivery capabilities for IPFS networks, break the end-to-end data transmission mode, and
improve the availability of the network.

The base unit of data in IPFS is the data block, so the enhanced nodes are able to take
advantage of the caching capability to store the data and help subsequent requestors to
achieve a fast delivery of data, because in reality there is likely to be a situation where, for
high heat events, the publishers who publish them may be different, but they may use the
same images or videos. Therefore, caching the core data blocks of these high-heat files can
effectively enhance the quality of data delivery.

3.1.3. Information Management Table

Since the traditional IP network nodes can only complete the forwarding operation of
data, the routing nodes cannot determine the current state of the requesting node. After an
IPFS node sends a request information to multiple peers through the Bitswap mechanism,
when the node has successfully accepted the required data block, the routing node will still
send all the duplicate data blocks flowing through to the requester, thus creating a great
load pressure on the user’s link resources.

Compared to traditional IP network routing nodes, ICN routing nodes are more
capable of implementing more powerful routing and forwarding policies. To better manage
the flow-through data, IBIHA manages the flow-through request data by introducing an
information management table. The information shown in Figure 4 includes the source
and destination of the signaling, the request CID, the current resolution status, and the
survival time. There are three main states characterizing the resolution: success, pending,
and failure. Each piece of information in the information table has a survival time. When
within the survival time, the enhanced node is able to determine whether the requester
succeeds in obtaining the required data block, and if it succeeds in obtaining it, no multiple
deliveries are required. If the requested information is in a failed state, the enhanced node
takes direct forwarding for the same request during the TTL time period until the data in
the management table is deleted.
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3.2. Enhanced Node Performance Analysis
3.2.1. Resolution Performance Analysis

First we define that each retrieval behavior of the IPFS node is independent and that
the underlying DHT resolution success rate is 1. Without considering the DHT mechanism,
the protocol lab gives the resolution success rate of IPFS through the Bitswap mechanism
as PBitswap [26]:

PBitswap =
γ ∗ l ∗ (1− α)

n
(5)

where n denotes the total number of nodes in the IPFS network, γ denotes the popularity of
the data blocks retrieved by the IPFS node in the network, which is related to the number
of replicas r, while l denotes the number of peers of IPFS nodes, and α denotes the degree
of overlap of peer connections. From the above equation, we can see that in the case of a
determined network size, the resolution success rate of the Bitswap mechanism is mainly
affected by both the popularity of the retrieved content and the number of nodes in the
peer list.

However, the Protocol Lab analyzes the success rate formula for the Bitswap mecha-
nism from the perspective of the whole network and does not give a detailed construction
process for the above formula. Our architecture introduces the design of resolution do-
mains, so we further analyze IPFS using a combinatorial model within a limited number of
resolution domains.

With Equation (5), it is clear that the success rate of information retrieval by the
Bitswap mechanism within the public network, n� r, n� l, depends on the retrieval by
the DHT. However, considering a limited organizational LAN or IPFS cluster environment,
e.g., enterprises, neighborhoods, schools, etc., the retrieved data of users within these
local networks may be highly repetitive. ICN networks can be divided into separate
resolution domains and use ENRS to improve the sensitivity of IPFS nodes to data within
the local network.

Assume that there are n IPFS nodes in the IPFS network in the resolution domain and
the number of replicas in the IPFS network is r. All IPFSs store l peers through the Bitswap
mechanism, and Lmax is the capacity of the peer list for Bitswap in IPFS. Since in the real
case, IPFS nodes may store nodes outside the resolution domain, there exists l ≤ Lmax. Let
B denote the event of a successful information retrieval by IPFS nodes in the resolution
network through the Bitswap mechanism, whose probability is denoted as PB.

PB = 1− PB (6)

where PB denotes the probability of a failure in information retrieval of the IPFS node
through the Bitswap mechanism, and we can obtain PB by calculating:

PB = 1−
Cl

n−r

Cl
n

= 1−
n

∏
i=n−r+1

(1− l
i
) (7)

From the above equation we find that PB is related to the size of the IPFS network, the
number of peers of Bitswap, and the number of replicas in the network.

In turn, we analyze the resolution success rate of the enhanced node, which is set to
PM. The resolution success rate of the enhanced node consists of the success probability of
the two-part resolution mechanism.

PM = PE + (1− PE) ∗ PB (8)

where PM denotes the resolution success rate of the enhanced node under the hybrid
resolution mechanism and PE denotes the resolution success rate of the enhanced node
through the ENRS system in the resolution domain, which can be expressed as follows:
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PE = 1−
n

∏
i=n−r+1

(1− m
i
) (9)

where m is denoted as the number of deployed enhanced nodes in the IPFS network. Thus,
it is known that the resolution success rate of the enhanced nodes is related to the size of
the IPFS network, the number of peers of Bitswap, the number of replicas in the network,
and the number of enhanced nodes deployed in the network. In a limited local network,
the number of replicas r in the network is critical to the success rate of IPFS information
retrieval, and it a dynamic variable that is related to the interest of users in the network.

Figure 5a depicts the predicted values calculated by Equations (7) and (8). From
the figure, it can be seen that the resolution success rate of the enhanced node has been
improved more significantly compared with the traditional IPFS node for a different
number of replicas. At the same time, the introduction of the resolution node makes the
enhanced node more sensitive to the replicas, and the growth of the resolution success
probability is more rapid.
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We also studied the effect of the number of deployed augmented nodes m on PB and
PM, and the results are shown in Figure 5b. The resolution success rate of IPFS nodes
using the Bitswap mechanism is independent of m and is therefore constant. At m = 0, no
enhanced node exists in the network at this time, so the resolution success rate at this time
is equal to the resolution success probability of the Bitswap mechanism. As the number of
deployed nodes increases, only a small number of augmented nodes needs to be deployed
to keep the performance of augmented nodes at a high level, and as the deployed nodes
are enhanced, the resolution success rate tends to 1.

To quantify the performance growth benefits of the enhanced nodes, we characterize
them by the performance improvement ratio β:

β =
PM − PB
1− PB

(10)

By bringing Equation (8) into the above equation, it is obtained that:

β = PE (11)

We take β = 90%, that is, when the enhanced IPFS resolution performance in the
Bitswap-based resolution performance improvement space is further optimized by 90% as
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the goal, we can get PE = 90%. Where PE is related to the deployment of m, according to
the above equation, we can express PE as:

1−
n

∏
i=n−r+1

(
1− m

i

)
= 90% (12)

To facilitate the analysis, we define the upper and lower bounds of PM by:

1−
(

1− m
n− r + 1

)r
≥ 1−

n

∏
i=n−r+1

(
1− m

i

)
≥ 1−

(
1− m

n

)r
(13)

The equality sign holds if and only if r = 1.
The above equation shows that the smaller the r, the greater and closer the approx-

imation of the upper and lower bounds to PE. For different retrieval data, there may be
different numbers of copies within the network, but it can be seen from the above figure
that both PB and PM show an increasing relationship with the growth of the number of
copies, and when the number of replicas within the network reaches a certain level, the
probability of retrieval has converged to 1. Therefore, we further constrained our goal to be
to increase the probability of information retrieval from nodes while guaranteeing a small
number of replicas. Therefore, we denote the number of replicas r = 0.2n according to the
zipf law of network data access [40].

When PE is expressed as an upper bound formula model, an upper bound value m1
for the number of enhanced node deployments is obtained as follows:

m1 =
(

1− 0.2n√0.1
)
∗ (0.8n + 1) (14)

When PE is expressed as the lower bound formula model, the lower bound value m2
for the number of enhanced node deployments is obtained as follows:

m2 =
(

1− 0.2n√0.1
)
∗ n (15)

And the actual number of augmented nodes deployed, m, can take m1 and m2 as
reference, and here let m be the average of m1 and m2:

m =
(

1− 0.2n√0.1
)
∗ (1.8n + 1)

2
(16)

As can be seen from Figure 6, the number of enhanced nodes to be deployed is not the
same for different IPFS network scales under the constraint that β = 90% is guaranteed, but
the relationship between the two is not linearly increasing. After the number of augmented
nodes deployed reaches a certain size, each augmented node is able to satisfy the better
performance.

Note that m represents the minimum number of deployments required to satisfy
the performance of the enhanced nodes. Analyzed from the perspective of resolution
performance, the resolution probability of the augmented nodes tends to 1 when the
number continues to increase, but if the number of enhanced nodes is reduced, it leads to a
decrease in its performance.



Future Internet 2022, 14, 122 13 of 24

Future Internet 2022, 14, x FOR PEER REVIEW 13 of 24 
 

 

 
Figure 6. The impact of network scale on the overall resolution performance of the enhanced nodes. 

Note that 𝑚𝑚 represents the minimum number of deployments required to satisfy the 
performance of the enhanced nodes. Analyzed from the perspective of resolution perfor-
mance, the resolution probability of the augmented nodes tends to 1 when the number 
continues to increase, but if the number of enhanced nodes is reduced, it leads to a de-
crease in its performance. 

3.2.2. Distribution Performance Analysis 
The duplicate data delivery problem of the traditional IPFS network is mainly due to 

the introduction of the Bitswap mechanism. However, although the enhanced node inte-
grates the resolution capability of ENRS and Bitswap, it prioritizes the resolution through 
ENRS and the resolution through the capability of ENRS. The enhanced node only needs 
to send one resolution message to ENRS, so it only needs to perform the delivery task 
once if the success rate of ENRS resolution can be guaranteed. 

Based on the principle of the Bitswap mechanism described above, we found that the 
duplicate packets generated by the Bitswap mechanism are closely related to the number 
of peer points on the IPFS nodes. First, we disregard the deletion signaling of Bitswap and 
consider that one delivery signaling is generated for each resolution signaling. The reso-
lution signaling delivery process of IPFS nodes is first retrieved through Bitswap, and 
when the Bitswap mechanism fails to retrieve, it is retrieved through the DHT mechanism. 
Therefore, let 𝐿𝐿B be the expectation of the number of duplicate packets generated by the 
IPFS node through the Bitswap mechanism. 

𝐿𝐿𝐵𝐵 = 𝑙𝑙 ∗ 𝑃𝑃𝐵𝐵 + (𝑙𝑙 + 1) ∗ 𝑃𝑃𝐵𝐵 (17) 

Since the enhanced nodes are deployed by deploying IPFS applications on the rout-
ing nodes of ICN, the enhanced nodes not only act as logical peer nodes for IPFS applica-
tions, but also play the function of routing transmissions in the network. Among them, 
the ICN routing node supports the separation of the control plane and the data plane, so 
the enhanced node is able to make different routing decisions by analyzing the data pack-
ets passed by different applications. In IPFS networks, it is then possible to reduce the 
transmission of duplicate packets through information management tables. 

As shown in the red request path in Figure 7, the enhanced node acts as a gateway 
node for the IPFS client. As the logical peer node of the IPFS application, the number of 
duplicate packets 𝐿𝐿𝑀𝑀 for the enhanced node is as follows: 

𝐿𝐿𝑀𝑀 = 𝑃𝑃𝐸𝐸 + 𝐿𝐿𝐵𝐵 ∗ (1− 𝑃𝑃𝐸𝐸) (18) 

Figure 6. The impact of network scale on the overall resolution performance of the enhanced nodes.

3.2.2. Distribution Performance Analysis

The duplicate data delivery problem of the traditional IPFS network is mainly due
to the introduction of the Bitswap mechanism. However, although the enhanced node
integrates the resolution capability of ENRS and Bitswap, it prioritizes the resolution
through ENRS and the resolution through the capability of ENRS. The enhanced node only
needs to send one resolution message to ENRS, so it only needs to perform the delivery
task once if the success rate of ENRS resolution can be guaranteed.

Based on the principle of the Bitswap mechanism described above, we found that the
duplicate packets generated by the Bitswap mechanism are closely related to the number
of peer points on the IPFS nodes. First, we disregard the deletion signaling of Bitswap
and consider that one delivery signaling is generated for each resolution signaling. The
resolution signaling delivery process of IPFS nodes is first retrieved through Bitswap, and
when the Bitswap mechanism fails to retrieve, it is retrieved through the DHT mechanism.
Therefore, let LB be the expectation of the number of duplicate packets generated by the
IPFS node through the Bitswap mechanism.

LB = l ∗ PB + (l + 1) ∗ PB (17)

Since the enhanced nodes are deployed by deploying IPFS applications on the routing
nodes of ICN, the enhanced nodes not only act as logical peer nodes for IPFS applications,
but also play the function of routing transmissions in the network. Among them, the
ICN routing node supports the separation of the control plane and the data plane, so
the enhanced node is able to make different routing decisions by analyzing the data
packets passed by different applications. In IPFS networks, it is then possible to reduce the
transmission of duplicate packets through information management tables.

As shown in the red request path in Figure 7, the enhanced node acts as a gateway
node for the IPFS client. As the logical peer node of the IPFS application, the number of
duplicate packets LM for the enhanced node is as follows:

LM = PE + LB ∗ (1− PE) (18)

From the above equation, we can see that the higher the PE, the smaller the packet LM
generated by the transmission.

As shown in Figure 7 for the blue request path, when the enhanced node acts as a
routing node, the effect on LB is as follows:

LB = l ∗ PB ∗ (1− α) + (l + 1) ∗ PB (19)
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where α denotes the ratio of the number of duplicate enhanced nodes that the route passes
through to the peers in the list when the IPFS node resolves the request through the
Bitswap mechanism. The core mechanism is the information management table maintained
by the enhanced nodes to manage the IPFS request signaling data passing through the
same enhanced nodes. Packets with the same source and CID over a period of time are
intercepted.

Therefore, it is a challenge to enhance the performance of the IPFS network to select
node locations with high influential and high traffic volume as deployment nodes for
enhanced nodes in the network. Deploying these nodes in the network as enhanced nodes
can maximize the capability of information management tables and effectively improve the
data delivery capability of the underlying IPFS network, thus increasing the availability of
the IPFS network.
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4. Enhanced Node Selection Algorithm
4.1. Analysis of Influential Nodes in Complex Networks

Selecting a set of high-impact nodes from a complex network has good applications in
advertising, epidemic analysis, and network information diffusion, and related researchers
have proposed many excellent algorithms, among which the VoteRank [41] algorithm,
which has received further attention for its lower complexity and faster propagation speed.
However, the VoteRank algorithm assigns the same voting probability to all nodes and
does not make a distinction based on the local information of each voting node. To solve
this problem, Guo et al. introduced the information entropy to measure the voting ability
among nodes based on the VoteRank algorithm and proposed the Enrenew algorithm [42].

But both VoteRank and Enrenew still simply adopt the degree information, which is
analyzed on unweighted graphs and cannot accurately solve some models with complex
requirements. Real-world networks are more in line with the model of weighted graphs [43],
and in our proposed network model, further information about the data transmission
traffic in the network needs to be considered, since the augmentation nodes, when acting
as routing nodes, are able to analyze the information carried in the transmitted data and
implement the management of duplicate packets based on the management information
table. Therefore, when the enhanced nodes are deployed in high traffic critical nodes, they
are able to provide services to more IPFS nodes.

4.2. High-Influence Node Selection Algorithm Based on Node Traffic

Our algorithm is called PwRank is mainly optimized for VoteRank and Enrenew in
weighted application scenarios. We represent the IPFS network in the resolution domain as
a weighted network G(V, E, W), where the weight ωij denotes the number of packets sent
to each other between n node i and node j over a period of time, ωij = ωji. To consider
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local information, we still use information entropy to calculate the mutual voting ability
between nodes.

Ei = ∑
j∈Γi

Hji = ∑
j∈Γi
−pjilogpji (20)

This is the formula for calculating node scores based on information entropy proposed
by Enrenew based on VoteRank [42]. Ei denotes the voting score of node i, while Hji
denotes the voting power given to node i by each neighbor node j. pji is related to the node

degree, denoted as pji =
dji

∑k∈Γi dki
, ∑k∈Γi dki is denoted as the sum of all degrees of node

i’s directly connected neighbor node k, dji denotes the degree of node i’s neighbor node j,
and Γi denotes the set of node i’s direct neighbors, so ∑j∈Γi pji = 1. However, this formula
has the limitation that it does not reflect the weight influence when selecting the influence
nodes of the weighted network.

Si = ∑
j∈Γi

Hωji = ∑
j∈Γi

ωji Hji = ∑
j∈Γi
−ωji pjilogpji (21)

Equation (21) is used for calculating the voting fraction of a weighted network node
i, where ω denotes the weight, and ωji denotes the weight between node j and node i.
Hωji denotes the ability of node j to vote on node i in the weighted network. For any
ω = 1, the network is denoted as an unweighted network. In the IBIHA architecture, the
enhanced nodes have a higher reputation after a stable operation because of their stronger
resolving ability and better delivery quality. There exists a higher probability that the
Bitswap mechanism of ordinary IPFS nodes in the network will include them in the peer
list. A reasonable deployment scheme for an enhanced node must prevent the coverage of
the node’s influence domain. If, for an ordinary node, multiple enhanced nodes appear
within a one-hop distance, then there is bound to be an overlap of influence. Therefore,
when an augmented node is deployed, it must be optimal for its neighboring nodes within
at least one hop. In a realistic network, this can be expressed as a voting process in which
all persons vote for those with close relationships, so the voting power accumulates as the
closeness is passed, and when the first round of voting is over, a winner is bound to emerge.
Therefore, for the winner’s surrounding people, intimate voting ability must be suppressed.

When the node with the highest influence is filtered, for its directly connected neigh-
boring nodes, we can call it the influenced node. The influential node needs to suppress
the voting ability of its neighboring nodes to the maximum, and its suppression abil-
ity decreases with the spread of the range, so the voting ability suppression model for
neighboring nodes can be expressed by the following equation.

f ∗ Hωji = (1− PM)σ ωji Hji (22)

In the above equation, f = (1− PM)σ, where the suppression factor f indicates that
the voting ability of node j for i is suppressed, PM denotes the resolution ability of the
enhanced node, and σ denotes the influence range of the enhanced node. When σ = 2,
the suppression factor of the enhanced node for the directly connected neighbor nodes is
(1− PM)2, while the suppression factor of the neighbor nodes of the directly connected
neighbor nodes is (1− PM), see Algorithm 1.
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Algorithm 1. PwRank

Input: A network G = (V, E, W), and the number of nodes n, and resolve probability p
Output: A set I including n influential nodes.
1: function Updata(i, Hω , σ′ + 1, p)
2: if σ′ > σ then
3: return Null
4: end if
5: for j in Γi do
6: Updata(j, Hω , σ′ + 1, p)
7: Hωij = (1− p)σ−σ′Hωij

8: end for
9: return Null
10: end function
11: //PwRank main function
12: I = O
13: S = O
14: for i in V do
15: for j in Γi do
16: pji =

dji
∑k∈Γi dki

17: Hωji = −ωji ∗ pji log2 pji
18: end for
19: end for
20: while |I| < n do
21: for i, j in E do
22: Si = Si + Hωji

23: Sj = Sj + Hωij

24: end for
25: for i in I do
26: Si = 0
27: end for
28: add v to I, where v = argmaxSi
29: σ′ = 0
30: Updata(v, Hω , σ′, p)
31: end while
32: return I

5. Simulation Results and Analysis

In this section we compare the performance improvement of the IBIHA architecture
for IPFS networks when the enhanced nodes are used as application nodes and routing
nodes, respectively. In addition, we compare the PwRank algorithm with some classical
influence node selection strategies. First, the simulation scheme is presented, and then the
simulation results are given. The main metrics analyzed are as follows:

Resolution latency: The average latency of all nodes across the network from the
time a resolution request is initiated to the time the request is routed to the node with the
requested data information.

Duplicate packet ratio: the ratio of the number of received network packets to the
number of initiated resolution requests.

Resolution probability: The ratio of the number of successful resolutions of all nodes
in the network to the number of total resolution signaling initiated.

5.1. Application Layer Performance Comparison
5.1.1. Setting of Experimental Environment

In order to evaluate the performance enhancement of ICNs with field resolution
systems on IPFS systems, we used a simulation scheme similar to the one mentioned in
the protocol lab [26] and introduced IBIHA for comparison. This scheme focuses on the
performance improvement of the enhanced nodes compared to the traditional IPFS nodes
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at the application level. Thus a fully connected network consisting of n nodes is constructed
through NS3, where n is set to [10,15,20,25,30]. Since the network uses a fully connected
topology with direct connections between the nodes, the enhanced nodes are only used as
peer points in the IPFS network and no routing feature is used. One of the nodes acts as a
service node for storing information, and the rest are request nodes. The bandwidth of all
links is 100 Mbps, and the propagation delay is 100 ms. We simulate three different route
resolution systems to evaluate the network data delivery capability, including: DHT, IPFS,
and hybrid resolution architectures. Initially, we deploy DHT (Kademlia) as the underlying
routing system in the network. Then we introduce Bitswap of IPFS as a supplement to the
routing system, where we set the number of peer neighbors of each node to l = 5 and do
not directly connect with peers that have data. Moreover, the TTL of retrieval signaling
of Bitswap is 1. Finally, the on-site resolution system is introduced as a supplement to the
system, and the number of enhanced nodes within the coverage of the resolution system is
set according to Equation (16).

5.1.2. Performance Analysis

It is observed through Figure 8a that the resolution time taken to retrieve the data
increases with the number of nodes for the network with DHT as the route resolution
system. And the increase in time is greater than that of the network based on bitswap and
hybrid resolution architecture. As the number of nodes increases, the improvement in
resolution performance of the bitswap and hybrid resolution architectures is more obvious.
At our experimental scale, the hybrid resolution reduces the average resolution latency of
the IPFS network by about 25% compared to the Bitswap mechanism.
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As shown in Figure 8b, the cost of using the Bitswap block-switching protocol is that
it increases the request packet traffic within the network by a factor of 5. This is consistent
with the simulation results from the protocol lab. Although Bitswap has introduced
CANCEL messages, the data delivery time is much longer than the resolution time in a
limited network, so there is still a large number of duplicate packets in the network. In
contrast, the enhanced nodes prioritize the resolution to ENRS, so no additional packets
will result for requests that are successfully resolved by ENRS.

The simulation platform simulates a total of 10 data retrieval scenarios, and Figure 8c
shows the average resolution latency of the network at different wave counts, where the
wave number mainly indicates the batch of retrieval requests initiated by the network
nodes in the simulation experiment. When the simulated network starts, due to the setting
that all nodes are not directly connected to the data owner, neither Bitswap nor Hybrid can
successfully parse the data compared to the DHT resolution, thus causing an additional
communication overhead, but as the number of replicas gradually increases, it is clear that
the Hybrid resolution can provide a lower resolution latency. Later, as the number of waves
increases, leading to an increasing number of replicas in the network, both Bitswap and
Hybrid resolution will tend to successfully parse the replicas within a one-hop distance,
but the Hybrid resolution is clearly able to reach this state faster. This is because, compared
to the Bitswap mechanism, the Hybrid resolution introduces ENRS, which enhances the
sensitivity of IPFS nodes to in-region replicas.

Finally, Figure 8d shows the comparison between the predicted values of the Bitswap
resolution mechanism of IPFS and the hybrid resolution mechanism of IBIHA and the actual
simulated data. In terms of the results, although there are some fluctuations between the
predicted and simulated values, the probability of the resolution results in the simulation
experiments varies with the growth of the number of copies, which is consistent with our
proposed model.

5.2. Network Layer Performance Comparison
5.2.1. Experimental Setup

As shown in Figure 9, we use an example network structure to verify the soundness
of the proposed PwRank algorithm. In the above network topology, we divide it into three
main regions, and each region uses a different network topology, respectively. The main
areas include: star topology, ring topology, and fat tree topology.
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Where the blue nodes are normal routing nodes, while the red nodes indicate high-
impact nodes filtered by our algorithm, and the color of the connection between nodes
represents the amount of data transmitted between nodes: red represents a high amount of
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data transmission between nodes, and therefore has a high weight, while black represents a
low amount of data transmission and has a relatively small weight. We set the transmission
delay between nodes to 20 ms.

We performed a network simulation by python, using an IPFS network as the baseline,
and then used k-shel, VoteRank, and Enrenew as the comparison scheme. We set the
deployment number n of enhanced nodes as [2–6], by simulating a request process for a
large number of nodes, and finally got the following results.

5.2.2. Performance Analysis

As shown in Figure 10a, the proportion of the number of duplicate packets in the
network is significantly improved by the deployment of the enhanced nodes. Among
them, VoteRank, Enrenew, and PwRank have the most obvious effect. Combined with
the analysis in Table 1, the Enrenew algorithm, due to the excessive focus on the degree
information of the network in node selection, leads to the fat tree region with more complex
links. However, it is obvious that PwRank pays more attention to the historical traffic
information of the network compared with other algorithms, and the performance increase
effect after deployment is more significant.
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Table 1. The set of influence nodes selected by different algorithms (n = 5).

Method
Influential Nodes

1 2 3 4 5

k-shell [44] 5 1 3 2 4
VoteRank [41] 5 15 16 8 11
Enrenew [42] 15 16 5 7 17

PwRank 7 15 10 5 13

Figure 10b shows that the average resolution rate increases as the number of deployed
nodes is enhanced. The resolution performance improvement for the whole network
tends to level off after a certain number of enhanced nodes are deployed in the network.
This is basically consistent with our previous description of the relationship between the
resolution performance and the number of enhanced nodes deployed in the network,
where the resolution performance improves significantly with the increase in the number
of deployed nodes in the early stage and remains at a stable state with a high resolution
rate in the later stage. The PwRank algorithm can help the network converge to this stable
state faster.

Figure 10c depicts the relationship between the number of augmented nodes deployed
and the resolution delay. The traditional IPFS network does not introduce the augmented
nodes, so it takes the longest time, more than 4 hops, to query the nodes with data,
while after the introduction of the augmented nodes, the resolution latency of the whole
network decreases significantly, regardless of the algorithm. The PwRank algorithm, which
introduces the amount of data transmitted between nodes as a parameter, is more sensitive
to the nodes that are active in the network and can therefore be better deployed in active
areas of the network, thus improving the network resolution latency more significantly.

5.2.3. Real Network Performance Analysis

We also performed the same simulation experiments on a real network dataset pro-
vided by Ryan A. Rossi and Nesreen K. Ahmed [45], to further validate the performance
benefits of our proposed architecture. The Figure 11 shows the real network topology
that we used, which contains 2113 nodes. In order to introduce the weight parameter, we
randomly selected a certain number of active request nodes from their dataset with the
storage nodes used to place high hot data, and they all conform to the zipf law [40]. All
nodes in the whole network randomly generated a large number of data requests, went
through DHT and Bitswap mechanisms to retrieve data for data delivery, and recorded the
number of data interactions between nodes as network weight information. Then, the same
simulation experiments as in the example network were performed.

As shown in Figure 12, the performance of the network improves as the number of
deployed nodes increases. Although the network size increases, it still indicates that our
proposed PwRank algorithm shows better advantages for the augmented node deployment
problem. The focus on deploying augmented nodes at high traffic makes the information
management table more useful for managing redundant packets in the network. In addition,
there is an improvement in the probability and time of resolution for the network. The
experiment verifies that our proposed IBIHA architecture has a significant increase effect
on the availability of the IPFS network.
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6. Conclusions

In this paper we discuss the availability problem of IPFS. To solve this problem, a
network architecture based on combining ICN networks with IPFS is proposed, called the
IBIHA architecture. The scheme first proposes the concept of augmented nodes and shows
the feasibility and advantages of deploying IPFS applications in an ICN network. Then,
a high-impact node screening algorithm based on inter-node data traffic is proposed to
deploy the enhanced nodes. We mainly consider metrics such as resolution latency, the
duplicate packet ratio of the network, and the resolution success rate as the criteria of
network performance. Finally, we compare our designed PwRank algorithm with some
existing classical algorithms to fully measure the performance of our proposed method.
The results show that our proposed IBIHA architecture and deployment strategy can
provide local IPFS networks with lower resolution delay and better results in reducing the
redundant packets in the network caused by Bitswap.

Although IPFS is an excellent project, IPFS still has many challenges, and relatively
little research has been done on IPFS technology itself. In the future, our research direction
will further focus on applying ICN to improve the shortcomings of IPFS networks.
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