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Abstract: Legacy IEEE 802.11 Medium Access Control (MAC) adopts the Distributed Coordination
Function (DCF) mechanism, which provides the same access opportunity for all contenders. However,
in dense multi-rate Wireless Local Area Networks (WLANs), the pure distributed control mechanism
will cause high collision rate and performance anomaly, which results in low network utilization
and wasting valuable channel resources. In this paper, we present a decoupling MAC mechanism
(DMAC) based on the idea of contention/reservation to reduce collision and realize collision free data
transmission. In proposed mechanism, the channel access time is partitioned into channel contention
process and data transmission process. The proposed algorithm makes full use of the distributed
random channel access mechanism and performs a centralized collision-free data transmission.
Wherein, we also design an adaptive algorithm to adjust the length of the contention period to
improve the channel utilization. Furthermore, we further propose two airtime fairness algorithms
Improve-DMAC1 (I-DMAC1) and Improve-DMAC2 (I-DMAC2) for delay sensitive network and high
throughput network scenarios, respectively, to solve the performance anomaly in multi-rate WLANs,
based on DMAC. We verify the effectiveness of these decoupling algorithms through extensive
simulations. Moreover, the simulation results show that the proposed algorithms achieve better
performance than the 802.11 standard and other protocols.

Keywords: WLANs; performance anomaly; decoupling MAC; airtime fairness

1. Introduction

Nowadays, increasing wireless nodes utilize the IEEE 802.11 mechanism to regulate the wireless
channel utilization [1]. The wireless nodes often adjust dynamically data transmission rates
according to the signal strength and interference in the environment to achieve better transmission
performance. Heusse et al. [2] shows that performance anomaly occurs when different transmission
rates simultaneously coexist in the network inevitably, the DCF mechanism in legacy IEEE 802.11
provides an equal long-term transmission opportunity for each node. Thus, if each node has the
same bitrate and uses the same frame size, the throughput fairness can be achieved. Multiple bitrates
are defined in the legacy 802.11 standard. However, the throughput fairness might sometimes
severely degrade the network performance in multi-rate Wireless Local Area Networks (WLANs).
The fundamental reason for the degradation is that the lower rate nodes occupy more channel time
to transmit data frame, rather than the higher rate nodes. Many algorithms have been proposed to
target different types of fairness, such as throughput fairness, time fairness, max-min fairness, and
proportional fairness, to remedy this problem. However, in multi-rate WLANs, the ideal channel
allocation fairness mechanism is that the channel occupation time is equal to all stations. It confirms
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that achieving time fairness among stations can tackle the performance anomaly, maximize the system
throughput, and improve system performance in [3].

Besides, another serious problem is that as the network density increases; DCF also causes more
collisions and heavily deteriorates the network performance. The legacy DCF adopts the binary
exponential back-off (BEB) mechanism, when the node has data to send, it randomly selects a backoff

counter from zero to contention window (CW). When the backoff counter reaches zero, the node can
begin its transmission. However, as the nodes density increases, the probability of nodes choosing the
same backoff counter is greater, which caused more collisions and degraded the overall performance.
Fundamentally, the bigger CW can result in the wasting of a lot of idle time and the smaller CW can lead
to more data collision in the heavy traffic scenario. Therefore, there is a pervasive viewpoint that channel
access mechanism should be designed more sophisticated to overcome the highly challenging in dense
network scenarios. Furthermore, various mechanisms for tuning the CW sizes were proposed in [4–9]
to mitigate collision and improve throughput. The issue that the network capacity will be severely
underutilized when the legacy DCF operates as core part of WLANs has already been recognized.

Recently, the standardization of IEEE 802.11ax [10] has been initiated and one of its prime goals is
to increase the capacity of Medium Access Control (MAC) in dense WLANs. According to [6] and [11],
the orthogonal frequency division multiple access (OFDMA) technology has been introduced into
802.11ax to improve the MAC layer. In 802.11ax, a full channel is divided into multiple orthogonal
sub-channels based on OFDMA technology, so as to support multi-user parallel access, and the AP is
in charge of scheduling both downlink (DL) and uplink (UL) transmissions. In addition, in the UL
transmission phase, a hybrid channel allocation mechanism, including random access and scheduled
access, is also proposed [12].

In this paper, from another perspective, we focus on how to avoid the intensive channel contention
and solve the performance anomaly in dense multi-rate WLANs. We introduce a decoupling MAC
mechanism, namely decoupling MAC mechanism (DMAC), to achieve these goals. Motivated by the
idea of hybrid channel mechanism in 802.11ax, DMAC employs a hybrid channel allocation mechanism
that integrates a distributed channel contention processing and centralized data transmission scheduling.
In DMAC, the channel time is partitioned into the contention process (CP) and data transmission process
(TP) by a decoupling channel access mechanism. During contention time period, all of the nodes attempt
to transmit a Data Transmission Request (DTR) frame to compete for the channel. The centralized
Access Point (AP) receives the DTR frame from the node and inserts it into a potential sequence queue
without any transmitting requirement of acknowledgement (ACK) frame in the meantime. In TP, the AP
successively schedules all nodes in the queue to send the data consecutively by an (acknowledgement)
ACK frame piggybacking approach and, thus, no collision occurs during this period. DMAC also is
designed to adjust dynamically the length of CP by an adaptive algorithm in order to further improve
the channel utilization. This decoupling channel access mechanism has been demonstrated that it
can significantly improve the channel utilization in our previous work [13]. Subsequently, in this
paper, we also inherit the merit of the decoupling channel access and simultaneously address the
problem of performance anomaly in the dense multi-rate network. Furthermore, we propose two
airtime fairness algorithms for different application scenarios, referred to as I-DMAC1 and I-DMAC2
algorithm, respectively. I-DMAC1 provides multiple contention opportunities for high-rate nodes
during the contention period, and I-DMAC2 enables the nodes to transmit multiple packets according
to their data rates during TP.

The main contributions of this paper are summarized, as follows:

• Firstly, an efficient hybrid channel access mechanism DMAC for dense multi-rate network is
proposed. The proposed mechanism can achieve collision-free data transmission by decoupling
channel contention and data transmission. Additionally, an adaptive algorithm is designed in
DMAC to dynamically adjust the length of CP and further improve the channel utilization.
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• Secondly, we also propose two airtime fairness algorithms I-DMAC1 and I-DMAC2 based on
DMAC, and tackle the performance anomaly for different application scenarios in multi-rate
network, such as delay-sensitive and high-throughput networks, respectively.

• Thirdly, we establish a mathematical analysis model for DMAC. It is theoretically proven that the
system throughput can be improved by decoupling the data transmission and contention process.

• Lastly, we extensively evaluate the performance of the proposed algorithms in saturated and
non-saturated network scenarios, and the simulation results verify that I-DMAC1 algorithm is
more suitable to the delay-sensitive data transmission scenarios and I-DMAC2 algorithm can
perform the better performance in some high throughput demand scenarios.

The remainder of the paper is organized, as follows. Section 2 introduces some literature related
to this paper. Section 3 presents the DMAC and I-DMAC algorithm. In Section 4, we validate the
performance of this decoupling channel access algorithm by numerical analysis. In Section 5, we
present the simulation results. Finally, Section 6 concludes this paper.

2. Related Work

Recent advances in dense WLANs push the researchers to solve the channel collision problem
and performance anomaly in order to provide good users’ experience. For the collision problem, the
most literature attempts to find an optimal CW. In [14], Bianchi uses a two-dimensional Markov chain
model to analyze the performance of DCF in a saturated network (each node always has data to send).
He demonstrates that the selection of CW values is a key factor affecting the system throughput and
derives an optimal CW value that should be related to the nodes’ number in the network. Therefore,
the solutions that were discussed in many literatures are to dynamically adjust the CW value. In [4],
the authors obtain an optimal CW value by estimating the number of nodes according to a collision
probability mechanism. In [5], the authors propose an adaptive practical channel observation-based
scaled backoff (COSB) to scale-up and scale-down the CW according to the channel observation-based
conditional collision probability, which achieves higher throughout and shorter delay. Subsequently,
they further propose a cognitive backoff (CB) mechanism that adaptively determines the CW to
provide efficient collision avoidance with high throughput and low delay under both dense and sparse
conditions in [6]. In [7], the authors obtain the number of nodes by calculating the number of idle
slots. In [8], the authors achieve the maximum system throughput by adaptively adjusting the CW
according to the network condition. In [9], the authors develop a mathematical model for obtaining
the relationship between the CW value and the transmission delay between any two nodes, which
can maximize the system throughput by an iterative algorithm. Although the above algorithms can
be applied to a dynamic network environment, they need to be simultaneously executed on nodes
and AP and result in extra operating cost. Therefore, [15] and [16] present two algorithms that do
not require any hardware modifications and only run on nodes. In [15], all of the nodes decrease the
back-off counter with a certain probability that can be calculated by some available network parameters
during the idle time. In [16], the AP can calculate and assign a back-off value for nodes by running a
VBA algorithm in the back-off stage after nodes successfully transmit. Alternatively, some literature
attempts to tackle the transmission collision by a contention/reservation algorithm. In [17], the authors
propose a Token-DCF protocol, in which each node schedules its neighbor that has the longest queue
with a certain probability by its MAC header. The Token-DCF can result in some nodes’ starvation
when one of its neighbors always has the longest queue. In [18] and [19], the authors propose an
Implicit Ordering-MAC (IO-MAC) mechanism for degrading the collision. In [18], the successful
transmission node is considered as the predecessor of its following node. The successive node will
take part in contenting with a random back-off value in a range from CWmin to 2CWmin-1 when its
predecessor fails to transmit or has no more data to transmit. However, the successive node can use a
smaller back-off value than the back-off value of its predecessor when several nodes simultaneously
follow the IO-rule, which will result in the invalidation of this algorithm. Hence, in [19], the time slot is
divided into a reservation period and a contention period. The nodes select its successful transmission
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order in the current cycle as its back-off value while they enter successfully into the reservation period.
However, it also can be inefficient due to lots of idle contention time slots being wasted, while all nodes
get into a contention-free status. In [20], a mechanism carrier sense multiple access/contention queuing
(CSMA/CQ) based on software defined network (SDN) is proposed to solve the collision problem, but it
needs multiple channels due to its separation of operation in the contention and transmission channel.

Aiming to the performance anomaly problem, there have been some significant efforts to improve
the system throughput and channel fairness. In [21], the authors verify that modifying the CWmin
of station is inversely proportional to the transmission rate that can approximately provide the
effectiveness for airtime fairness. Therefore, setting the CWmin of nodes based on their data-rate
can achieve the airtime fairness. In [22], the authors propose a distributed average-CW algorithm,
which implements time fairness by adjusting the CW of each node in real-time. In [23], the authors
present an Idle-Sense algorithm to achieve an approximate time fairness, which dynamically adjusts
CW according to the number of estimated idle slot and nodes’ rates. In [3], the authors propose an
objective function that maximizes system throughput under time fairness condition and, thus, obtains
an optimal CW value for each node, which results in high computational cost when some nodes
frequently join or leave the network. In [24], the authors propose an algorithm that runs multiple
virtual DCF instances and its number is proportional to the node’s data-rate. Therefore, the high-rate
nodes can obtain more channel access opportunities. In [25] and [26], some approaches by adjusting
the size of the packet are developed for achieving time fairness. Fundamentally, they let the size of
packet be proportional to the node’s data rate. However, the throughput of low-rate nodes can be
severely restrained due to its size of packet always being suppressed, even though the highest rate
node always transmits the packet with the Maximum Transmission Unit (MTU). Recently, a hybrid
slotted-CSMA/CA time-division multiple access (TDMA) has been proposed in [27], which focuses on
solving the massive registration of IoT devices at a single centralized AP.

However, none of the above works propose a comprehensive solution to simultaneously solve the
channel collision and performance anomaly problem, because the optimal CW is sometimes hard to
satisfy these two purposes and the nodes often need a complex distributed cooperation. In our initial
work [13], we propose a decoupling channel access algorithm to overcome this limitation. Similar to
the CSMA/CQ proposed in [20], we partition the channel utilization into contention and transmission
process. However, unlike CSMA/CQ, our algorithm only operates in one channel, thus it is more
flexible to be deployed in many single channel scenarios. When compared with our previous work
in [13], in this paper, we also address the channel airtime fairness in dense multi-rate scenarios and
present the numerical analytical results to theoretically verify its effectiveness of this decoupling
channel access mechanism.

3. System Framework and Algorithm Procedure

In this section, we present the algorithm procedure, frame format, and some implementation
details. Fundamentally, the DMAC algorithm partitions the channel time into a series of superframe
periods. Additionally, each superframe consists of a CP and a TP. The nodes successfully contending
channel during CP can send the data packet continuously and with collision-free according to the order
in contention queue (CQ) during TP. I-DMAC1 is designed to provide different channel contention
probability for nodes to achieve the time fairness in multi-rate scenarios, and I-DMAC2 enable the
nodes to transmit several packets in one transmission opportunity without collision occurring.

3.1. Overview

In DMAC, we partition the channel utilization into two time slots: CP and TP. During the CP, all
of the nodes transmit a DTR frame to the AP. The nodes that send successfully the AP inserts the DTR
into a transmission queue, meanwhile the AP does not transmit the ACK frame to the nodes. During
the TP, these nodes will be sequentially scheduled to transmit data by a beacon or ACK from the AP.
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3.2. Frame Format

DMAC separates the channel time into a series of super-frames, which consists of one CP, one
beacon, and one TP slots. Figure 1 gives the format of superframe, DTR frame, and ACK frame.
Figure 1a depicts the superframe format. During the CP period, all of the nodes may transmit a DTR
frame to the central node AP. The Figure 1b depicts the format of DTR, which includes the Transmission
node’s MAC Address (TA) and Receiving node’s Address (RA). After CP, the AP will activate the
data transmission period by broadcasting a beacon. The first node in the sequence queue of the AP
will be paged to send a frame, and then the subsequent node also will be successively activated to
send a frame by an ACK frame from AP. Finally, all of the potential transmission nodes in the queue
can be scheduled to send a frame without any collision occurring. The central node AP transmits
periodically the beacon frame, which activates the data transmission procedure and transmits some
control information.
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3.3. Basic DMAC Procedure

In this section, we detail the procedures of basic DMAC algorithm. We assume that four nodes
(denoted as Nodes 1, 2, 3 and 4) connect to the AP and attempt to contend the channel to facilitate the
demonstration of DMAC. The basic DMAC includes two procedures: contention processing and data
transmission processing. Figure 2 demonstrates the workflow for two phases.
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In the contention phase, each node selects a random value within a minimum CW as its back-off

counter and utilizes CSMA/CA mechanism to compete for the channel. Different from legacy IEEE
802.11 CSMA/CA mechanism, all of the nodes get the same CW by the beacon from the AP and this
value is determined according to the number of node in the network. Meanwhile, the node immediately
sends a DTR when its counter decreases to zero and the channel is idle. Otherwise, the node will give
up this opportunity in the current turn if the collision incurs. Finally, the AP broadcasts a beacon frame
to indicate the termination of the contention period. During this phase, the AP follows a rule of First
Come First Serve (FCFS) and it puts all nodes that successfully transmit a DTR into CQ. Factually,
all of the nodes can be recorded in the queue through their association IDs that are assigned by the
association response management frame from the AP during association phase.

In the data transmission phase, the AP picks up first node in the contention queue and it broadcasts
a beacon to initiate a data transmission process. The beacon triggers all of the nodes to perform a
matching algorithm. Subsequently, the matching node utilizes the subsequent time slot to transmit a
data frame. After successfully receiving the data frame, the AP will acknowledge it and piggybacks
the ID of the subsequent node into this acknowledgement frame. The subsequent nodes in the CQ
can overhead this ACK frame, thus also obtaining a transmission opportunity. Successively, all of the
nodes in the CQ will be consecutively scheduled to send a data frame without any collision incurring
during data transmission phase. Similar to DCF, A Short Inter-Frame Space (SIFS) is inserted into any
two data transmission interval after a successful transmission. Thus, a bigger inter-frame space, such
as Distributed Inter-Frame Space (DIFS), automatically triggers a new contention process.

3.4. Improved DMAC (I-DMAC) Algorithm

DMAC decouples the channel usage as data transmission and contention process, which can
significantly improve channel utilization. However, in multi-rate network, the channel is often
over-occupied by some low-rate nodes and resulted in the performance anomaly problem. Thus, in
this section, we also present two-time fairness algorithms: I-DMAC1 and I-DMAC2. I-DMAC1 solves
the performance anomaly problem by giving more contention opportunity to the high-rate nodes
during contention processing, which is demonstrated by the following pseudo code.
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Algorithm 1 Contention Processing for I-DMAC1

Input: The number of nodes
Output: The transmission order stored in Contention Queue Buffer
Initial: AP broadcasts Beacon
1: If the node receives a Beacon frame
2: -Initializes the Contention Window value
3: Data Transmission Processing
4: If idle_time == DIFS and the node’s back-off_value != 0
5: -Performs the back-off process
6: If back-off_value == 0 and the channel is idle
7: -Transmits a DTR
8: -Increment the competition counter (NumComp++)
9: If NumComp <= R/Rmin /* does not reach the maximum number of competitions*/
10: -Chooses a random back-off value
11: -Go to step 4

In Algorithm 1, we assume that the date rate of the lowest rate node is Rmin. Subsequently, within
a CP, a node can send several DTR frames by triggering its back-off counter and its value depends on
the ratio of its data rate to Rmin. Therefore, a high-rate node can obtain more transmission opportunities
in a super-frame time. Contrarily, I-DMAC2 directly provides more transmission opportunity to the
high-rate nodes during the data transmission period. Thus, it can also solve the performance anomaly
problem. Accordingly, we present the partial pseudo code of Algorithm 2.

Algorithm 2 Data Transmission Processing for I-DMAC2

Input: A Beacon piggybacking the first ID of Contention Queue Buffer, R, Rmin
Output: The node in Contention Queue Buffer transmits data
Initial: AP broadcasts Beacon
1: If a node receives a Beacon frame and its ID is piggybacked in the beacon
2: -Transmits a data frame
3: -AP transmits ACK frame
4: If a node receives an ACK frame and its ID is piggybacked in this ACK frame
5: -Transmits a data frame
6: -Increment the transmission counter (NumTran ++)
7: If NumTran <= R/Rmin /* does not reach the maximum number of transmissions*/
8: -Go to step 5

3.5. Contention Period Optimization

It is worth noting that more optimal throughput can be obtained by tuning the length of the CP.
Therefore, we also design a sophisticated mechanism to adaptively adjust it. In this section, we first
borrow a mathematical analytical model derived in [2] and numerically analyze the theoretical optimal
solution about the contention period. Let τ be the probability that a node sends a packet in a random
discrete time slot and then τ can be obtained, as follows:

τ =
2

1 + W
(1)

where W is the length of the CP. When n nodes attempt to compete the channel, let Ptr to denote the
probability that at least one transmission occurs in a time slot. Let Ps denote the probability that a
successful transmission occurs on the channel. Therefore, Ptr and Ps can be calculated, as follows:

ptr = 1− (1− τ)n (2)
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ps =
nτ(1− τ)n−1

ptr
=

nτ(1− τ)n−1

1− (1− τ)n (3)

In addition, in the CP, the system throughput can be calculated as follows:

S =
PsPtrE[P]

(1− Ptr)δ+ PsPtrTsucc + Ptr(1− Ps)T f ail
(4)

where E[P] is the average packet payload, which can be substituted by the length of DTR, since only
DTR packet is transmitted during the CP. The σ is the duration of an empty slot, Tsucc and T f ail are the
average time of successful transmission and collision, respectively, and they are given by:{

Tsucc = TDIFS + TDTR

T f ail = TDIFS + TDTR
(5)

where TDIFS and TDTR are the time of DIFS and transmitting a DTR frame, respectively. Therefore, The
Equation (4) can be rewritten, as follows:

S =
E[P]

Tsucc − T f ail +
(1−Ptr)δ/Ptr+T f ail

Ps

(6)

We can obtain the highest throughput by maximizing the following expression, since E[P], σ, Tsucc,
and T f ail are fixed for all nodes.

Ps

(1− Ptr)δ/Ptr + T f ail
=

nτ(1− τ)n−1

T∗f ail − (1− τ)
n
(
T∗f ail − 1

) (7)

where T∗f ail = T f ail/σ is the collision duration measured in unit time slot σ. After some simplifications,
it yields the following equation.

(1− τ)n
− T∗f ail

{
nτ−

[
1− (1− τ)n

]}
= 0 (8)

Assuming τ << 1, it results in the following.

(1− τ)n
≈ 1− nτ+

n(n− 1)
2

τ2 (9)

Thus, τ can be approximately derived from the following equation.

τ =

√[
n + 2(n− 1)

(
T∗f ail − 1

)]
/n− 1

(n− 1)
(
T∗f ail − 1

) ≈
1

n
√

T∗f ail/2
(10)

Finally, we obtain an approximately optimal contention period configuration by substituting the
above into Equation (1).

W ≈ n
√

2T∗f ail (11)

4. Performance Analysis

DMAC divides the channel time into a series of repeated slots, and each of them consists of a CP
and a TP. We assume a network with n nodes and each node sends saturated data to the channel. We
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now only consider one transmission cycle to facilitate the evaluation of DMAC. In each CP, the number
of nodes that successfully contend for the channel is calculated as:

E[n] = nptrps (12)

In the TP, the time that spends on transmitting a packet is given by:

T∗ = 2TSIFS + TDATA + T∗ACK (13)

where T∗ACK is the transmission time of an ACK frame. TSIFS is time of a SIFS, and TDATA is the time of
data transmission. Hence, when combing Equation (1)–(5), (12), and (13), we can obtain the saturated
throughput of DMAC, denoted as:

SDMAC =
E[n]E[P]

(1− Ptr)δ+ PsPtrTsucc + Ptr(1− Ps)T f ail + TBeacon + E[n]T∗
(14)

where E[P] is the average packet payload and TBeacon is the transmission time of beacon in a
transmission cycle.

For comparison, we also present the system throughput of DCF mechanism that is derived in [4],
denoted as SDCF, is given by

SDCF =
PsPtrE[P]

(1− Ptr)δ+ PsPtrTDCF
s + Ptr(1− Ps)TDCF

f

(15)

where E[P] is the average packet payload, TDCF
s and TDCF

f are the average time of successful transmission

and collision, respectively. With regard to the basic IEEE 802.11 DCF, TDCF
s and TDCF

f are given by: TDCF
s = TDIFS + TDATA + TSIFS + TACK

TDCF
f = TDIFS + TDATA

(16)

where TACK is the transmission time of ACK packet.
Figure 3 demonstrates how the throughput evolves with the transmission probability τ when we

set the number of contender as 20. Some parameters, such as σ, TDCF
s , TDCF

f , Tsucc, T f ail, TBeacon, and T∗

are considered as invariant constants and Table 1 gives the other parameter configurations.

Table 1. Simulation Parameters.

Parameters Value Parameters Value

Packet_Payload 200,500,1000 bytes Slot_Time 20 us
MAC_Header 224 bits DIFS 50 us
PHY_Header 192 bits SIFS 10 us

Data_Frame_Rate 2 Mbps ACK 128 bits
Simulation_Time 1800 s DTR 160 bits
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Where E[P]  is the average packet payload and BeaconT  is the transmission time of beacon in a 
transmission cycle. 

For comparison, we also present the system throughput of DCF mechanism that is derived in 
[4], denoted as DCFS , is given by 
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Where E[P]  is the average packet payload, DCF
sT  and DCF

fT  are the average time of successful 

transmission and collision, respectively. With regard to the basic IEEE 802.11 DCF, DCF
sT  and 

DCF
fT  are given by: 
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Where ACKT is the transmission time of ACK packet. 
Figure 3 demonstrates how the throughput evolves with the transmission probabilityτ  when 

we set the number of contender as 20. Some parameters, such as σ, DCF
sT , DCF

fT , succT , failT , 

BeaconT , and *T  are considered as invariant constants and Table 1 gives the other parameter 
configurations. 
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Figure 3. Saturated system throughput versus τ.

It is obvious that the throughput of DMAC always increases and then reaches a certain threshold
when τ = 0.03. However, the throughput of DCF gradually decreases when τ = 0.0175. Regardless of
τ, the throughput of DMAC is much higher than that of DCF. We also present our simulation results to
verify the analytical results in the following section.

5. Simulation Results

This section provides the simulation results for evaluating DMAC and I-DMAC. Table 1 details
the parameters for MAC layers. In simulations, the AP can communicate directly with all nodes and
they can sense the carrier each other. We investigate the impact over system throughput, channel
utilization and delivery delay, and compare them with the legacy 802.11 DCF mechanism and some
existing analogous algorithm, such as hybrid MAC protocol with implicit ordering (IO-MAC) 19] and
transmission time-based scheme (TTBS) [25].

5.1. DMAC

We consider two different traffic condition, namely saturated and non-saturated. In the saturated
scenario, all of the nodes generate packets with an interval time of 1 millisecond (ms) and thus they
always have a non-empty transmitting queue. In order to investigate the impact of different packet
sizes, we also choose three kinds of packet size: 200, 500, and 1000 bytes. In non-saturated scenario,
we connect 50 nodes to one AP and choose a fixed packet size as 1000 bytes. In addition, the packet
interval time for nodes is 10 ms and 100 ms, respectively. We also define a variable θ as their proportion
and, thus, θ can be regarded as the network saturated degree. Figure 4 shows the system throughput
and channel utilization under saturated and non-saturated scenarios.
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Figure 4a,b depict the system throughput and channel utilization varying with different network
densities in saturated scenario. When compared to legacy DCF and IO-MAC, the DMAC always
keep significant improvement, regardless of the packet size, which is due to its data transmission
period that builds a collision-free schedule and performs consecutive transmission. Although the
IO-MAC algorithm can also degrade collisions, it still exits much idle time, even though all nodes
get into reservation status. As it can be observed in the figure, DMAC has at least 6.8% higher
system throughput than IO-MAC. Figure 4c,d show the system throughput and channel utilization
in non-saturated scenario. The curves show an increase of the throughput as θ grows. In contrast,
throughput and utilization for DCF both keep decreasing due to an augmented number of collisions as
the network saturated degree increases. Especially in approximate saturated condition (when θ≈1),
DCF suffers from an increasing number of collisions. Additionally, nevertheless, DMAC performs
longer periods of collision-free operation due to all nodes getting saturated.

We also investigate the delay by letting all nodes to delivery one Mega size file to the AP. In the
saturated scenario, different packet size and network density are considered, similar to the previous
simulations. Additionally, in the non-saturated scenario, we connect 50 nodes to one AP and choose a
fixed packet size with 1000 bytes too. Subsequently, the maximum, minimum, and average delivery
time for all nodes can be obtained under different saturated degree and Figure 5 shows their curves.
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(b) Completion time in non-saturated scenario.

Figure 5a,b show the delivery time in saturated and non-saturated scenarios, respectively. We can
see that DMAC can provide almost the same file delivery delay for all nodes and it has the lowest
delay under different packet size and network density, which is due to its high channel utilization by
eliminating collisions. In the non-saturated scenario, the saturated degree has a strong impact on all
algorithms and the delivery time fluctuates greatly for different nodes. This is because the channel is
often not efficiently utilized when some nodes compete for it. Nevertheless, DMAC always has the
lowest average delivery time than the other two algorithms.

5.2. I-DMAC

I-DMAC springs from a modification to DMAC’s channel decoupling access mechanism and
emphatically addresses the airtime fairness in the multi-rates network scenarios. Therefore, we also
present the evaluating results of I-DMAC in terms of throughput, utilization, delay, and fairness in this
section. We utilize four different data rate nodes (1, 2, 5.5, and 11 Mbps) that join the network as one
group; therefore, one group increases the network density once. All of the nodes are assumed to be
saturated and their packet sizes are 1000 bytes. In simulations, we use the Jain’s Fairness Index (JFI) [28]
as the metric of the channel fairness and compare I-DMAC with TTBS, since they both concentrate
on fairness.

As indicated in Figure 6a,b, I-DMAC1 and I-DMAC2 always keep stable in terms of throughput
and utilization and they have almost the same channel utilization. From the perspective of throughput,
I-DMAC2 can obtain more significant throughput improvement, which, due to that, I-DMAC2 can
continuously transmit several packets in the data transmission period once it competes for the channel,
thus reducing the collision rather than the other algorithms. On the contrary, the TTBS only changes
the size of the packet and enables the high-rate nodes to transmit larger packets once. Definitely, it
cannot relieve the collision, especially in the dense scenario, which leads to the fact that the throughput
decline steadily as the number of nodes increases.
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Analogously, we also investigate the transmission time of these algorithms for all nodes
transmitting one mega size file to AP. It can be observed from Figure 7 that the I-DMAC1 significantly
outperforms the other algorithms due to the fair channel utilization and lower collision occurrence.
The completion time of TTBS is the highest and it obviously fluctuates. The reason is that the high-rate
nodes occupy excessively the airtime and some low-rate nodes can always be in the state of “starvation”.
In the dense scenario (100 nodes), I-DMAC2 has the similar situation with the TTBS. This is also
because high-rate nodes occupy too much transmission opportunities in the data transmission period.
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Finally, we also investigate the airtime fairness for all contenders by letting them operate for 3600
seconds. Except for TTBS, the packet size for all algorithms is 1000 bytes. The JFI curves in Figure 8
show JFI for all tested protocols. It can be observed that the fairness index for all algorithms does not
change significantly as the network density increases. Remarkably, the JFI of TTBS is close to 1, which
reflects that it obtains the best airtime fairness. The JFI of I-DMAC2 and I-DMAC1 also exceed 0.9 and
0.8, respectively. However, DMAC and DCF perform worse performance due to their no consideration
for multi-rate environment.
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In summary, I-DMAC1 and I-DMAC2 are not as good as TTBS in term of airtime fairness. However,
they obtain better throughput, utilization, and delay. In addition, except for delay, I-DMAC2 always
performs better performance than I-DMAC1. Therefore, I-DMAC1 is suitable for some delay-sensitive
applications and I-DMAC2 can provide the better system throughput and airtime fairness for the
other applications.

6. Conclusions

Legacy DCF coordinates the channel access among multiple nodes by employing a simple
distributed control mechanism. However, with various multimedia applications being deployed,
this pure distributed access control becomes hard to meet the requirements of these applications
and it hinders the further improvement of throughput. In this paper, we present a decoupling
DMAC algorithm by partitioning the channel access into contention period and data transmission
period, which inherits the merit of distributed random channel access and enables nodes to perform a
collision-free data transmission. We present the algorithm procedure and framing details and validate
the effectiveness of this channel decoupling mechanism by numerical analysis. In addition, we also
address the performance anomaly problem and propose the I-DMAC1 and I-DMAC2 algorithms applied
to some multi-rate scenarios. By running some extensive simulations, these proposed algorithms are
verified to significantly improve the system throughput and channel utilization. Inspired by these latest
machine learning-based MAC algorithms in [29,30], for our future work, we plan to take advantage of
these machine learning-based mechanisms to optimize our proposed mechanism and integrate our
proposed algorithm in 802.11ax.
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