
Citation: Liu, J.; Wang, C.; Xing, J.

YOLOv5-ACS: Improved Model for

Apple Detection and Positioning in

Apple Forests in Complex Scenes.

Forests 2023, 14, 2304. https://

doi.org/10.3390/f14122304

Academic Editor: Asunción

Cámara-Obregón

Received: 12 October 2023

Revised: 17 November 2023

Accepted: 22 November 2023

Published: 24 November 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Article

YOLOv5-ACS: Improved Model for Apple Detection and
Positioning in Apple Forests in Complex Scenes
Jianping Liu 1,2, Chenyang Wang 1,* and Jialu Xing 1

1 College of Computer Science and Engineering, North Minzu University, Yinchuan 750021, China;
liujianping01@nmu.edu.cn (J.L.); 20227440@stu.nmu.edu.cn (J.X.)

2 The Key Laboratory of Images and Graphics Intelligent Processing of State Ethnic Affairs Commission,
North Minzu University, Yinchuan 750021, China

* Correspondence: 20227511@stu.nmu.edu.cn

Abstract: Apple orchards, as an important center of economic activity in forestry special crops,
can achieve yield prediction and automated harvesting by detecting and locating apples. Small
apples, occlusion, dim lighting at night, blurriness, cluttered backgrounds, and other complex scenes
significantly affect the automatic harvesting and yield estimation of apples. To address these issues,
this study proposes an apple detection algorithm, “YOLOv5-ACS (Apple in Complex Scenes)”, based
on YOLOv5s. Firstly, the space-to-depth-conv module is introduced to avoid information loss, and
a squeeze-and-excitation block is added in C3 to learn more important information. Secondly, the
context augmentation module is incorporated to enrich the context information of the feature pyramid
network. By combining the shallow features of the backbone P2, the low-level features of the object
are retained. Finally, the addition of the context aggregation block and CoordConv aggregates the
spatial context pixel by pixel, perceives the spatial information of the feature map, and enhances the
semantic information and global perceptual ability of the object. We conducted comparative tests
in various complex scenarios and validated the robustness of YOLOv5-ACS. The method achieved
98.3% and 74.3% for mAP@0.5 and mAP@0.5:0.95, respectively, demonstrating excellent detection
capabilities. This paper creates a complex scene dataset of apples on trees and designs an improved
model, which can provide accurate recognition and positioning for automatic harvesting robots to
improve production efficiency.

Keywords: apple trees; apple detection; smart farming; deep learning; context aggregation; attention
mechanisms; CoordConv

1. Introduction

Driven by the continuous growth of global demand, apple production has significantly
increased, reaching 75 million tons in 2020/21 [1]. Due to the complexity of the modern
apple orchard environment, fruit harvesting continues to rely on manual labor. However,
traditional manual harvesting methods suffer from challenges such as high labor intensity,
long work cycles, low efficiency, and difficulties in nighttime harvesting. Apple harvesting
is a seasonal endeavor, and the supply of seasonal labor is often unstable. Automation
of the harvesting process is not subject to time constraints and can significantly improve
the harvesting efficiency and yield stability. Furthermore, environmental factors have
minimal impact on harvesting machinery, enabling it to perform harvesting tasks efficiently
and continuously. This is particularly advantageous in nighttime environments where
harvesting robots can not only mitigate the fatigue and errors associated with manual
labor, but also ensure timely fruit collection, reducing fruit losses and waste. Apple-
harvesting robot technology is a critical factor in improving the efficiency and quality
of apple production and addressing labor shortages in orchards. It holds paramount
importance in reducing labor costs, alleviating labor shortages in orchards, and enhancing
the economic benefits for fruit farmers [2].
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Guided by intelligent technology, smart farming promotes the automation of farming
production, such as automatic irrigation, fertilization, and harvesting, greatly reducing
the labor intensity of farmers. Identifying and pinpointing crops using object detection
techniques is a crucial step in achieving harvest automation. Traditional object detection
algorithms primarily rely on machine learning techniques, employing feature extraction and
classifiers for classification and localization. However, as deep learning gains momentum,
it is gradually displacing conventional methods. The object detection algorithm based on
deep learning can directly learn feature representations with object recognition capabilities
from the data [3], removing the requirement for feature extraction by hand. When dealing
with complex scenes and diverse objects, deep learning methods demonstrate superior
accuracy and performance.

The domain of apple detection has witnessed substantial progress, which is largely
attributed to advancements in object detection algorithms.

Chu et al. [4] proposed an occlusion-aware network to detect occluded apples in
densely arranged clusters by introducing a feature extension structure to extract additional
features of the occluded apples, achieving an accuracy of 94%. Sun et al. [5] embedded
an extended layer of ResNet50 conv1 in the lowest level of the feature pyramid network
for immature small apples, and designed a decoupled aggregation module to supplement
spatial positioning information, improving the detection effect for small apples. Xuan
et al. [6] achieved a lightweight version of YOLOv3 by removing the fully connected layer
in the feature extraction network and the eight-fold down-sampling detection branch in the
neck network. Under normal lighting conditions, the F1 scores for red and green apples
reached 95.0% and 94.0%, respectively. Meng [7] proposed an optimized deformable DETR
model to improve the detection accuracy of green fruits and small targets. They use the
ResNeXt network as the backbone of the model and introduce a deformable attention
mechanism to fuse multi-scale features, the detection accuracy of AP50 and APs was
80.4% and 35.4%, respectively. Although the aforementioned improved models perform
well, they are tailored to specific scenarios. In actual apple production management, it is
possible to encounter all of the aforementioned scenarios simultaneously. Apart from the
mentioned scenarios, apple detection is influenced by other factors, such as differences in
image acquisition device resolutions and the need to work at night in emergencies, where
nighttime lighting may be dim or uneven. These factors severely impact the effectiveness of
apple detection in practical, complex scenes. Therefore, achieving efficient and stable apple
detection in complex modern orchard scenes is of paramount importance for realizing apple-
harvesting automation. In this paper, nighttime scene data were incorporated. Considering
the complex orchard environment and the high efficiency required during harvesting, we
selected YOLOv5s as the base model and proposed a YOLOv5s-ACS model suitable for
working in practical scenarios.

Research Motivation and Contribution

(1) Aiming at the problem of apples on the tree: occlusion, small apples, complex
background information, and the effect of light, we collected and processed the relevant
datasets. Subsequently, we constructed a complex scene dataset for object detection of
apples on the tree. (2) To address the aforementioned complex scenarios, corresponding
solutions are proposed. First, due to the inclusion of low-resolution and small apples
in the dataset, SPD-Conv (space-to-depth-conv) and C3SE (squeeze-and-excitation) were
incorporated into the backbone, retaining discriminative feature information and focusing
on more important channel information. Secondly, to provide feature pyramid networks
(FPN) with richer information so that they can better detect small apples and night apples,
a CAM (context augmentation module) was used to replace the spatial pyramid pooling-
fast (SPPF) module, and the backbone’s P2 shallow features were introduced into the
neck network, retaining shallow features and paying attention to detailed information
while a fusion of different receptive fields enrich the semantic information. Finally, the
CABlock (context aggregation block) and CoordConv were added in front of the detection
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head to filter useless background information, perceive spatial information, and improve
the detection ability of occluded targets. (3) YOLOv5-ACS achieves optimal results on
various complex scenes, both original and enhanced. (4) The proposed YOLOv5-ACS can
adapt to various complex scenarios encountered during the production process. It can
consistently deliver precise identification and positioning for automated harvesting, even
during nighttime harvesting in emergencies.

2. Related Work
2.1. Object Detection

Object detection, which has received much attention, aims to detect and recognize
all the salient objects in the whole image [8]. Due to the improvement in the computing
power of computer hardware, significant advances have been achieved in object detection
technology [9]. Object detection can be roughly categorized into three types (as shown in
Figure 1): (1) Two-stage object detection algorithms based on region proposals, such as the
R-CNN series (R-CNN [10], Fast R-CNN [11], and Faster R-CNN [12]) and SPPNet [13].
(2) One-stage object detection algorithms based on integrated convolutional networks, such
as the YOLO [14] series, SSD [15], and RetinaNet [16]. (3) Object detection algorithms
based on transformers, such as the DETR [17] (detection transformer) and deformable
DETR [18]. The two-stage target detection algorithm mainly includes two steps. First,
it extracts object regions, i.e., it extracts candidate bounding boxes based on the image.
Second, it performs CNN-based classification and recognition on these regions, refining the
detection results based on candidate regions [19]. While two-stage object detection achieves
a high detection accuracy, it is relatively slower in terms of detection speed. A better
trade-off between speed and accuracy is achieved by one-stage object detection, which
converts the object detection issue into the regression problem of locating object boxes
and calculating class probabilities [20]. Neither one-stage nor two-stage object detection
methods effectively utilize the attention mechanism. Addressing this issue, the DETR
introduced the transformer architecture into the field of object detection. The DETR does
not require anchors or non-maximum suppression (NMS). Rather, it uses object queries
for feature interaction and approaches object detection as a set prediction problem [21].
However, the transformer model is large and computationally intensive, which makes it less
suitable for deployment and practical application in resource-constrained environments.
Given the complex scenes and detection efficiency of apple detection, the one-stage object
detection approach aligns better with the objectives of this paper.
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Figure 1. Development history of object detection network. Figure 1. Development history of object detection network.

2.2. YOLOv5 Network

The one-stage object detection model, YOLOv5, was proposed in 2020 and has
achieved widespread adoption in the field of smart farming [22]. The four main parts
of the deep learning YOLOv5 model are the input, backbone, neck, and head.
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Adaptive image scaling, adaptive anchor computation, and mosaic image augmen-
tation are included in the input stage [23]. Data augmentation is employed to avoid
overfitting due to insufficient data. Appropriate anchor boxes are calculated using adaptive
anchor boxes. Adaptive image scaling is implemented to reduce model computation and
enhance the detection capability for small targets [24].

There are three main modules in the backbone: CBS (Conv + BatchNorm + SiLU), C3,
and SPPF. They are mainly responsible for gradually extracting different features from the
image from low levels to high levels. The C3 module divides the feature maps of a stage
into two parts, employing a split and merge strategy that is applied across stages [25]. It
reduces the probability of redundant information integration and minimizes the repetition
of gradient information. As a result, the YOLOv5 network exhibits an enhanced learning
capability and experiences reduced inference computations.

The neck network, utilizes the FPN + PAN (path aggregation network) structure.
After the feature maps of different scales are converted to the same scale, direct cascade
technology is applied to merge the features [26]. YOLOv5 leverages FPN-PAN to conduct
dual-feature fusion, integrating information from various scales. This enables the image
features extracted by the model to be more comprehensive.

The head network performs the final regression predictions. Performing recognition
and localization through detection heads at different scales.

YOLOv5 has excellent scalability and excellent detection accuracy, which can meet
the needs of practical applications, and it has been widely deployed in production envi-
ronments [27]. Users can scale YOLOv5 according to their task requirements and compu-
tational resources, ranging from lightweight networks like YOLOv5s to larger networks
like YOLOv5x. YOLOv5 allows users to add custom layers and loss functions based on
different task demands. Additionally, YOLOv5 offers numerous plug-and-play modules,
such as attention modules (SE, CBAM, and CA), and various loss functions suitable for
different tasks (EIOU loss, and WIOU loss).

2.3. Application of Object Detection in Fruit Detection on the Tree

The detection of fruit on the tree presents similar challenges, such as different ripeness,
different sizes, occlusion, and high densities. Thanks to the rapid development of deep
learning, the application of object detection in fruit detection on trees, such as apples, or-
anges, pears, kiwis, and more, has become extremely widespread. Mu et al. [28] proposed
an object recognition algorithm based on an the improved AlexNet to identify occluded
kiwi fruits in complex environments, which improves the detection accuracy for cases that
involve leaf occlusion or overlapping fruit overlap, for example. Li et al. [29] combined the
growth patterns of Orah mandarin oranges in a natural setting and used MobileNet_v1
as the feature extraction network for the SSD model, improving the model’s detection
performance on small targets. Wu et al. [30] introduced a Light-YOLOv3 algorithm de-
signed to swiftly detect apples in complex backgrounds. This algorithm uses a feature
extraction network made up of concatenated homogeneous residual blocks to simplify the
feature map scale of object detection. Li et al. [31] proposed a multi-scale collaborative
perception network called YOLOv5s-FP for detecting pears, which combines specific and
holistic features to address issues such as occlusion in orchards and the diversity of image
capture positions. The aforementioned advancements have facilitated the progress of tree
fruit detection and can serve as a guide for detecting comparable fruits on trees.

The fast and precise detection and localization of fruits on the tree are vital for au-
tomating harvesting, estimating yield, and intelligently managing orchards. They represent
a significant step towards achieving smart farming.

3. Materials and Methods
3.1. Data Collection

The apple image dataset consists of two parts: daytime and nighttime, both of which
were used for model training and validation, as shown in Table 1. The daytime apple image
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dataset, consisting of 800 apple images with a resolution of 1920 × 1080, was downloaded
from the GitHub repository. The nighttime apple image dataset, captured under artificial
lighting conditions, was downloaded from the WSU Research Exchange, and contains
200 apple images with a resolution of 1280 × 960. The example images of apples in
different scenarios are shown in Figure 2.

Table 1. Apple dataset.

Dataset Number Resolution Ratio Feature and
Manual Enhancement

Daytime 800 1920 × 1080 Daytime light: sunlight, backlight;
Night light: dim light (76), uneven artificial light (124);

Occlusion: leaves occlusion, branch occlusion, occlusion
between apples;

Individual difference: size difference, maturity differences;
Overall: high density arrangement;

The overall brightening (800) and darkening (800) of daytime images;
Vertical blur (1000) and horizontal blur (1000)Nighttime 200 1280 × 960
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The apple image dataset was annotated using LabelImg (Version 1.8.6). Bounding
boxes were used to label the targets in the apple images, and the annotations were saved as
txt files. Each file contains the category ID and coordinate information of the target.
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Data augmentation techniques were utilized to increase the sample diversity while
preventing overfitting caused by insufficient data. To expand the daytime dataset, we
applied brightness augmentation and brightness reduction. OpenCV was employed to
introduce blur effects to the image dataset, using a specific type of motion blur that provided
directional blurring effects for both daytime and nighttime images. Two effects were
utilized: vertical blur and horizontal blur. In total, there were 4600 images after the
augmentation. We randomly selected 80% (3680 images) of all images as the training set,
and the remainder (920 images) as the validation set.

3.2. Apple Object Detection Based on Improved YOLOv5s Network

YOLOv5 demonstrates significant advantages in both detection accuracy and speed [32].
Its simplified version, YOLOv5s, with a lower model complexity, is suitable for running
and implementing on mobile devices [33]. The overall architecture of the YOLOv5-ACS
for object detection of apples on the tree in complex orchard environments is illustrated in
Figure 3. In this study, the SPD module was added before each C3 module of YOLOv5s,
and the subsequent Conv module was changed to have a stride of 1 in order to form an
SPD-Conv module, which preserves fine-grained information of low-resolution images.
The SE attention mechanism was introduced into C3 to adaptively learn the importance of
each channel, obtaining more important feature information and enhancing the detection
capability for small targets. The CAM was added to the end of the backbone to enhance
the features. In the multi-scale feature fusion stage, P2 shallow features from the backbone
were also fused and the output feature layer size of the detection head was increased to
leverage more fine-grained feature information. CABlock and CoordConv were added
before the detection head to reduce information confusion, generate feature maps with
coordinate information, and solve the interference caused by different types of occlusion.
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activation function).

3.2.1. Focus Module

Since apple images contain objects of different scales, with a majority of small and
densely packed objects, the focus module is used to reduce information loss caused by
down-sampling. The module improves the perception of small objects while reducing the
false negative rate for large objects. The focus layer utilizes a slicing operation to split the
images or feature maps from high-resolution into multiple low-resolution images, achieved
by column-wise sampling and concatenation, as shown in Figure 4.
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Initially, the image with a resolution of 640 × 640 × 3 is input to the focus structure.
Through a slicing operation, it is transformed into a 320 × 320 × 12 feature map. Following
this, a concatenation operation is applied, and subsequently, a convolution operation (CBS)
is performed, resulting in a final feature map of size 320 × 320 × 64. This approach serves
to mitigate information loss caused by down-sampling.

3.2.2. SPD-Conv Module

Convolutional neural networks (CNNs) utilize stride convolutions and/or pooling
layers to filter out redundant pixel information. However, when dealing with complex
scenes that contain low-resolution images and numerous small targets, this approach causes
the loss of fine-grained information, leading to a decline in performance [34].

Due to the loss of fine-grained information in existing CNN architectures and the
presence of low-resolution images and small objects in the complex scene dataset created
in this study, a novel convolution called SPD-convolution (SPD-Conv) was introduced. The
SPD-Conv consists of a space-to-depth layer and a non-strided convolution layer, aiming to
avoid the use of convolutional strides and pooling layers. The SPD layer performs down-
sampling on the feature map F while preserving all information in the channel dimension,
thus preventing information loss.

• Space-to-Depth (SPD) Module

For any feature map F (S,S,C1), the sub-feature map sequence is obtained by dividing
it in the following way:

f0,0 = F [0:S:scale, 0:S:scale]
f1,0 = F [1:S:scale, 0:S:scale]

. . .
fscale-1,0 =F [scale-1:S:scale, 0:S:scale]

(1)

f0,1= F [0:S:scale, 1:S:scale]
f1,1= F [1:S:scale, 1:S:scale]

. . .
fscale-1,1 = F [scale-1:S:scale, 1:S:scale]

(2)

f0,scale-1 = F [0:S:scale, scale-1:S:scale]
f1,scale-1 = F [1:S:scale, scale-1:S:scale]

fscale-1,scale-1 = F [scale-1:S:scale, scale-1:S:scale]
(3)

Typically, the feature map F is down-sampled according to a factor of scale and is
partitioned from the original feature map F (S,S,C1) into sub-feature maps F′ ( s

scale , s
scale , C1)

with the number of sub-feature maps scale2. Then, sub-feature maps F′ ( s
scale , s

scale , C1)
are spliced along the channel as F′′ ( s

scale , s
scale , scale2C1). The model can maximize the

retention of information in F through SPD operations, making the model more focused
on small targets in the feature map. To preserve the information in the image as much as
possible, we used a scale factor of 2, as shown in Figure 5.
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• Nonstrided Convolution Module

After down-sampling through the SPD module, the next transformation
F′′ ( s

scale , s
scale , scale2C1) → F′′′ ( s

scale , s
scale , C2) is carried out through a convolution-free

step layer (i.e., stride = 1) with a C2 filter, where C2 < scale2C1, as shown in Figure 6.
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3.2.3. C3SE Module

Due to the complexity of the background information in orchard environments, a
significant amount of redundant information is introduced during feature extraction. C3
is a key component in YOLOv5, and therefore, the SENet block was integrated into the
C3, as shown in Figure 7. The SE [35] attention mechanism assigns an attention weight
to each feature channel, allowing it to focus more on the channels that are beneficial for
recognizing the target, while suppressing less relevant channels. This helps to suppress
irrelevant background information and improve the detection capability for small apples.
Since there is a noticeable increase in channels following the SPD layer, and the SE attention
mechanism operates on channel-wise attention, using the SE attention mechanism is more
suitable for this scenario. In this research, we tested the effectiveness of various attention
mechanisms on YOLOv5-ACS, as shown in Table 2. The experimental results confirmed
that SENet is more suitable for this task, and using C3SE achieved the best average accuracy.
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Table 2. Performance of different attention mechanisms on YOLOv5-ACS.

Model Precision (%) Recall (%) mAP_0.5 (%) mAP_0.5:0.95 (%)

C3SE_YOLOv5-ACS. 95.1 93.9 98.3 74.3
C3CBAM_YOLOv5-ACS 94.6 94.0 98.2 74.0
C3ECA_YOLOv5-ACS 95.2 93.5 98.2 74.2

3.2.4. Context Augmentation Module

Due to the limitations of the network itself and the imbalance in training data, detecting
small objects becomes more challenging [36]. The information about small objects gradually
diminishes as the feature extraction network deepens, making the detection of small
objects more reliant on contextual information. In this study, CAM was utilized to fuse
features from different receptive fields to obtain contextual information. The working
principle of CAM is depicted in Figure 8, where data augmentation was achieved by fusing
features obtained from convolution operations with different dilated rates within the same
feature map.
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There are three different fusion methods, as illustrated in Figure 9: (a) weighted fusion,
(b) adaptive fusion, and (c) concatenation. In methods (a) and (c), the three input feature
maps are added in the channel and spatial dimensions. Method (b) is an adaptive fusion ap-
proach where spatially adaptive weights are obtained through convolution, concatenation,
and Softmax.
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The performance results of each fusion method on the improved YOLOv5s model
are depicted in Table 3. The experimental findings demonstrate that the adaptive fusion
method outperforms others, and thus, the YOLOv5-ACS model selected the adaptive
fusion method.

Table 3. Results of different fusion methods.

Method Precision (%) Recall (%) mAP_0.5 (%) mAP_0.5:0.95 (%)

Weighted Fusion 95.1 93.9 98.3 74.1
Adaptive Fusion 95.1 93.9 98.3 74.3

Concatenation Fusion 95.1 93.6 98.2 74.1

3.2.5. Multi-Scale Feature Fusion

Apple images as inputs are usually complicated, and detecting small apples or apples
in low-light conditions can be challenging since there is limited feature information avail-
able. From the perspective of receptive fields, lower-level features have smaller receptive
fields, making them more localized. Smaller objects can be well preserved in the lower-level
feature maps. In nighttime images, there is lower contrast and more complex backgrounds.
Shallow-level features can better retain information from nighttime apple images to a
certain extent.

In YOLOv5, the FPN (feature pyramid network) fuses the features from the P3, P4, and
P5 layers of the backbone. However, even in the shallower P3 layer, there is still a significant
loss of information for small objects. Therefore, this study additionally introduces the P2
feature map from the backbone. Additionally, the shape and size of the three output feature
layers of the detection head were altered. They were increased from the original sizes of
80 × 80, 40 × 40, and 20 × 20 to 160 × 160, 80 × 80, and 40 × 40, respectively. Increasing
the resolution of feature layers helps to better detect nighttime apples and small apples.

3.2.6. Context Aggregation Block

By utilizing shallow features, more background information is preserved. Therefore,
we introduced the CABlock [37] to learn information per pixel and filter out unnecessary
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background information, as shown in Figure 10. Within the CABlock, the pixel-wise spatial
context is aggregated through

Qj
i = Pj

i + aj
i·

Ni

∑
j=1

[
exp

(
wkPj

i

)
∑Ni

m=1 exp(wkPm
i )
·wvPj

i] (4)

where Pi and Qi refer to the input and output feature maps, respectively, from the i-th layer
of the neck network. Each of these feature maps contains Ni pixels. The variables j and m
are used to represent the indices of each pixel, and their values range from 1 to Ni. The
variables wk and wv represent linear transformation matrices, which are used to project
the feature maps. The ai is used to balance the degree of aggregation of each pixel with the
global spatial context. It represents a re-weighting matrix with the same shape as Pj

i and Qj
i.

aj
i =

exp
(

waPj
i

)
∑Ni

n=1 exp(waPn
i )

(5)
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Incorporating pixel position information into the input feature maps enriches spatial fea-
ture information in the images, thus improving the model�s ability to detect apples under 
various occlusion scenes. CoordConv [38] enhances the input feature map by adding two 
coordinate channels, namely, the i-coordinate and j-coordinate channels, to capture spatial 
information, followed by a standard convolution operation. Regarding whether transla-
tion invariance truly contributes to model performance, there is a debate for many tasks 
[39]. CoordConv allows the model to maintain or discard the translation invariance of 

Figure 10. Context aggregation block (Softmax represents the normalization function; the orange con-
volution is used for generating attention maps; the blue convolution is used for feature mapping; the
green convolution is used for contextual refinement; the ⊗ represents batched matrix multiplication;
The � represents broadcast hadamard product; the tensor shape represented by (C, H, W) stands for
(channel, height, width)).

3.2.7. CoordConv

To address the issue of morphological differences in apples due to different occlusion
types, this research adds a CoordConv layer after each CABlock, as shown in Figure 11.
Incorporating pixel position information into the input feature maps enriches spatial
feature information in the images, thus improving the model’s ability to detect apples
under various occlusion scenes. CoordConv [38] enhances the input feature map by adding
two coordinate channels, namely, the i-coordinate and j-coordinate channels, to capture
spatial information, followed by a standard convolution operation. Regarding whether
translation invariance truly contributes to model performance, there is a debate for many
tasks [39]. CoordConv allows the model to maintain or discard the translation invariance of
traditional convolutions based on learning conditions, reducing the impact caused by the
translation invariance of traditional convolutions. By adding CoordConv, we can obtain
feature maps with coordinate positional information and increase the number of channels,
thereby enhancing feature diversity. As shown in Figure 12, after adding CoordConv, the
model significantly enhanced the focus area of the object.
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3.3. Experimental Environment and Parameter Settings
3.3.1. Experimental Platform and Parameter Settings

The improved model and the comparative model in this experiment were trained and
validated on an Ubuntu 18.04.3 server. The server was equipped with an Intel(R) Xeon(R)
Gold 6140 CPU @ 2.30 GHz processor and an NVIDIA Tesla V100 SXM2 32 GB GPU.

The models involved in this paper were built using PyTorch 1.7.1, a deep learning
framework, and CUDA version 10.1. The ablation experiments used the Adam optimization
algorithm, with a training duration of 300 epochs. The input images for the models had
a resolution of 660 × 640 pixels. The batch size was 32 and the initial learning rate was
set to 0.01. A warm-up training of 3 epochs was conducted initially, with the momentum
parameter of Adam set to 0.8.

3.3.2. Pre-Trained Model

Pre-trained models refer to a set of network weights that are shared by researchers
with others after obtaining good training results from the model. In this paper, YOLOv5-
spd-s was used as a pre-trained model for the improved model. The base model used the
official pre-trained model provided by YOLOv5. This allowed training to continue in a
model with good network weights.
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3.3.3. Model Evaluation Indicators

To compare the effect of different models for apple detection in orchards and verify the
effectiveness of model improvement, precision, recall, and mean average precision (mAP)
were selected for model evaluation: AP is the average precision, which is calculated by
combining recall and precision. mAP is used to measure the performance of multiple class
label predictions. mAP_0.5 represents the average accuracy of all categories when the IOU
value is set to 0.5. mAP_0.5: 0.95 represents the average accuracy of all categories under
different IOU values (from 0.5 to 0.95 in steps of 0.05). P represents the precision, i.e., the
probability of samples predicted as positive actually being positive. R represents the recall,
which is the probability of samples that are actually positive being predicted as positive.

Precision =
TP

TP + FP
=

TP
# predictions

(6)

Recall =
TP

TP + FN
=

TP
# ground truths

(7)

mAP_0.5 =
∑K

i APi(IOU ≥ 0.5)
K

(8)

mAP_0.5 : 0.95 =
∑K

i APi(IOU ≥ 0.5 to 0.95)
K

(9)

IOU =
Area of Overlap
Area of Union

(10)

∑K
i APi =

∫ 1

0
Precision(Recall)dRecall (11)

where TP denotes that the input is a positive sample, and the prediction is a positive sample;
FN denotes that the input is a positive sample, but the prediction is a negative sample;
TN denotes that the input is a negative sample, and the prediction is a negative sample;
FP denotes that the input is a negative sample, but the prediction is a positive sample. K
represents the number of classes in the dataset, and in this paper, there is only one class,
which is ‘Apple’, so K = 1.

4. Results and Analysis
4.1. Comparison with Other Deep Learning Models

To verify the detection capability of the YOLOv5-ACS model, this paper conducted
comparative experiments on the complex scene dataset of annotated apple images. The
YOLOv5-ACS model was compared with the mainstream two-stage network Faster RCNN,
the one-stage network SSD, and YOLOv7, as shown in Table 4.

Table 4. Results of different object detection models.

Model Precision (%) Recall (%) mAP_0.5 (%) mAP_0.5:0.95 (%)

Faster RCNN 73.4 92.2 90.6 48.7
SSD 94.3 29.6 76.1 36.6

YOLOv5s 95.0 92.9 97.7 71.6
YOLOv7 95.0 93.0 97.7 70.8

YOLOv5-ACS 95.1 93.9 98.3 74.3

According to Table 4, the YOLOv5-ACS in this experiment showed significant improve-
ments in average precision compared to Faster RCNN, SSD, YOLOv5s, and YOLOv7. The
accuracy and recall were also more balanced. Compared to Faster RCNN, SSD, YOLOv5s,
and YOLOv7, the accuracy increased by 21.7%, 0.8%, 0.1%, and 0.1%, respectively. The
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recall increased by 1.7%, 64.3%, 1%, and 0.9%, respectively. The mAP_0.5 increased by
7.7%, 22.2%, 0.6%, and 0.6%, respectively. The mAP_0.5:0.95 increased by 25.6%, 37.7%,
2.7%, and 3.5%, respectively.

4.2. Ablation Experiments

Ablation experiments on the built complex scene dataset were used to validate the
efficacy of the enhanced modules in the YOLOv5s model. Table 5 displays the results of
the experiment. In the table, SPD stands for the spatial down-sampling module, C3SE
represents the module that introduces channel attention (SENet) in C3, CAM denotes the
context augmentation module, CABlock represents the context aggregation module, and
CoordConv refers to the coordinate convolution module.

Table 5. Comparison of ablation experiment performance.

Model Precision (%) Recall (%) mAP_0.5 (%) mAP_0.5:0.95 (%)

Backbone

YOLOv5s 95.0 92.9 97.7 71.6
YOLOv5s + SPD 94.7 94.0 97.9 72.2

YOLOv5s + SPD + C3SE 94.7 94.4 98.0 73.1
YOLOv5s + SPD + C3SE + CAM 95.3 94.0 98.0 73.2

Neck YOLOv5s + P2 95.0 92.8 97.9 72.7

Neck + Head
YOLOv5s + P2 + CABlock 94.2 93.6 98.0 72.9

YOLOv5s + P2 + CABlock + CoordConv 95.0 93.0 98.0 72.7

Backbone + Neck + Head
YOLOv5s + SPD + C3SE + CAM + P2 + CABlock 94.7 94.0 98.2 74.1

YOLOv5s + SPD + C3SE + CAM + P2
+ CABlock + Conv 95.1 93.8 98.2 74.1

YOLOv5s + SPD + C3SE + CAM + P2 + CABlock +
CoordConv 95.1 93.9 98.3 74.3

Table 5 illustrates that the modifications in this paper resulted in notable improvements.
Adding SPD-Conv to the YOLOv5s backbone network led to a 0.6% increase in mAP.
Further incorporating SPD-Conv and C3SE resulted in a 1.5% mAP improvement. Adding
SPD-Conv, C3SE, and CAM further boosted the mAP by 1.6%. By incorporating P2 shallow
features into the multi-scale feature fusion of the neck, and adding CABlock and CoordConv
in the head, the mAP improved by 1.1%. After incorporating all the improvement modules,
the mAP increased by 2.7%, resulting in a significant improvement in average precision.

4.3. Multi-Scale Object Comparison Experiments

As shown in Table 6, by adding SPD-Conv and C3SE, the average precision (AP) and
average recall (AR) of small objects were improved by 2.6% and 5.2%, respectively, indicat-
ing a significant enhancement in detecting small objects and validating the effectiveness
of SPD-Conv and C3SE for small object detection. The YOLOv5-ACS model showed a
notable increase in AP and AR for small objects by 10% and 12.5%, respectively, demon-
strating the significant impact of all the improved modules in enhancing the perception of
small objects.

Table 6. Comparison of multi-scale object detection results.

Model APs (%) APm (%) APl (%) ARs (%) ARm (%) ARl (%)

YOLOv5s 19.0 67.0 83.0 27.1 70.8 86.0
YOLO5s + SPD + C3SE 21.6 68.3 83.9 32.3 72.0 86.8

YOLOv5-ACS 29.0 69.7 85.0 39.6 73.6 87.7

4.4. Detection of Fruits on the Apple Tree in Complex Scenes

In modern orchards, the complex background, varying apple sizes and ripenesses, the
dense arrangement, obstructions from branches and leaves, lighting variations, different
image resolutions, and motion blur all pose challenges to apple detection.

Therefore, to evaluate the detection capability of the YOLOv5-ACS model in complex
scenes of actual orchards, the trained YOLOv5-ACS model was tested separately on datasets
in different scenes. Table 7 displays the test results.
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Table 7. Detection results for Different Scenes.

Model Scenes Precision (%) Recall (%) mAP_0.5 (%) mAP_0.5:0.95 (%)

YOLOv5s Nighttime 91.6 92.3 96.6 75.1
YOLOv5-ACS 91.7 93.3 97.2 78.1

YOLOv5s Nighttime motion blur 89.9 89.2 94.7 68.2
YOLOv5-ACS 90.4 89.6 95.2 70.9

YOLOv5s Daytime 95.7 94.8 98.4 74.8
YOLOv5-ACS 95.8 95.8 98.9 77.6

YOLOv5s Daytime motion blur 94.8 91.6 97.1 69.4
YOLOv5-ACS 93.7 93.5 97.8 72.2

YOLOv5s Dimming 95.7 93.7 98.1 73.4
YOLOv5-ACS 95.7 95.0 98.7 76.2

YOLOv5s Brightening 95.8 94.5 98.3 74.7
YOLOv5-ACS 96.0 95.6 98.8 77.4

By comparing YOLOv5-ACS with the original model (Figures 13–18), the YOLOv5-
ACS model can be seen to produce better overall detection results, especially in terms of
small objects, severe occlusion, strong lighting conditions, dim lighting, and image edges.
The YOLOv5-ACS model demonstrates better performance in reducing false positives and
false negatives. It was proven that the YOLOv5-ACS network has a better generalization
performance in complex orchard scenes.
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Figure 13. Compared to the YOLOv5-ACS (b), the YOLOv5 (a) exhibited the following shortcom-
ings: (1) it missed two apple targets in each of the cases of branch or leaf occlusion and overexposure, 
and (2) it generated redundant bounding boxes when tree leaves were obstructing the view. 

Figure 13. Compared to the YOLOv5-ACS (b), the YOLOv5 (a) exhibited the following shortcomings:
(1) it missed two apple targets in each of the cases of branch or leaf occlusion and overexposure, and
(2) it generated redundant bounding boxes when tree leaves were obstructing the view.
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Figure 16. Compared to the YOLOv5-ACS (b), the YOLOv5 (a) exhibited the following shortcom-
ings: it mistakenly predicted leaves as apple targets in darker nighttime conditions. 

Figure 14. Compared to the YOLOv5-ACS (b), the YOLOv5 (a) exhibited the following shortcomings:
(1) it produced redundant bounding boxes when fruits overlapped, and (2) it missed one small apple
target during detection.
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Figure 15. Compared to the YOLOv5-ACS (b), the YOLOv5 (a) exhibited the following shortcomings:
it missed one target during the nighttime detection of green apples.
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Figure 16. Compared to the YOLOv5-ACS (b), the YOLOv5 (a) exhibited the following shortcomings:
it mistakenly predicted leaves as apple targets in darker nighttime conditions.
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Figure 17. Compared to the YOLOv5-ACS (b), the YOLOv5 (a) exhibited the following shortcomings:
it missed two apple targets in nighttime artificial lighting scenes with leaf occlusion.
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Figure 18. Compared to the YOLOv5-ACS (b), the YOLOv5 (a) exhibited the following shortcomings:
(1) it missed one apple target in nighttime motion blur scenes with leaf occlusion, and (2) it generated
redundant bounding boxes in nighttime motion blur scenes.

4.5. Holdout Cross-Validation

To confirm the model’s dependability and capacity for generalization, we randomly
split the dataset using different random seeds. The ratio of the training set, validation set,
and test set was 6:2:2. As displayed in Table 8, the performance results of the model are
almost consistent, demonstrating its reliability.

Table 8. Results under different dataset partitioning.

Model Random Seed Precision (%) Recall (%) mAP_0.5 (%) mAP_0.5:0.95 (%)

YOLOv5s
1

95.2 92.8 97.4 71.7
YOLOv5s-ACS 95.4 93.7 98.1 74.6

YOLOv5s
2

94.8 93.0 97.0 71.6
YOLOv5s-ACS 95.0 93.6 98.1 74.5

YOLOv5s
3

95.4 92.4 97.3 71.4
YOLOv5s-ACS 95.7 93.1 98.1 74.4

5. Conclusions

In response to the challenges of complex backgrounds, numerous small objects, and
severe occlusion in apple images in modern orchard environments, this study integrates
multi-scene data and proposes a YOLOv5-ACS algorithm. Based on the YOLOv5s model,
the algorithm incorporates the SPD-Conv module and C3SE module to enhance the percep-
tion of small objects. The context augmentation module is used to aggregate information
from different receptive fields to provide rich contextual information for the FPN. The P2
feature layer is fused to retain the low-level features of nighttime apple images. The context
aggregation module and CoordConv are employed to aggregate pixel-level contextual
information and enhance the detection capabilities of small objects by further improving
feature channels.

This study examines the detection performance of the YOLOv5-ACS model and
the original model across various scales, demonstrating that the YOLOv5-ACS model
remarkably improves the detection accuracy for small objects. The detection performance
of the YOLOv5-ACS model is also compared across different datasets, confirming its good
generalization ability. Various experiments verified that the YOLOv5 ACS model is superior
to other models, with a precision of 95.108, a recall of 93.753, a mAP_0.5 of 98.223, and a
mAP_0.5:0.95 of 74.265.

This study proposes a new model for detecting apples on trees in complex scenes.
Although our model performed well in the various complex scenarios mentioned in the
paper, it lacks deployment capabilities for mobile applications. Future research can con-
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sider integrating this model as the visual component of automated hardware, deploy-
ing it to mobile devices, and providing model and algorithm support for practical in-
dustry issues such as automated harvesting, automated spraying, yield estimation, and
growth monitoring.
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