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Abstract: Terrestrial laser scanning (TLS) and unmanned aerial vehicles (UAVs) are two effective
platforms for acquiring forest point clouds. TLS has an advantage in the acquisition of below-canopy
information but does not include the data above the canopy. UAVs acquire data from the top
viewpoint but are confined to the information above the canopy. To obtain complete forest point
clouds and exploit the application potential of multiple platforms in large-scale forest scenarios,
we propose a practical pipeline to register multisource point clouds automatically. We consider
the spatial distribution differences of trees and achieve the coarse alignment of multisource point
clouds without artificial markers; then, the iterative closest point method is used to improve the
alignment accuracy. Finally, a graph-based adjustment is designed to remove accumulative errors and
achieve the gapless registration. The experimental results indicate high efficiency and accuracy of the
proposed method. The mean errors for the registration of multi-scan TLS point clouds subsampled at
0.03 m are approximately 0.01 m, and the mean errors for registration of the TLS and UAV data are
less than 0.03 m in the horizontal direction and approximately 0.01 m in the vertical direction.

Keywords: forest point cloud; terrestrial laser scanning; unmanned aerial vehicle; registration

1. Introduction

As one of the key contents of forest inventories, the accurate representation of three-
dimensional (3D) structural information of forests is significant for ecological research and
decision-making regarding the management of forests [1]. Therefore, accurate, complete
acquisition of the 3D structural information of forests is an important problem to be solved.
Due to the penetration and anti-interference ability, the light detection and ranging (LiDAR)
technique has incomparable advantages in obtaining the vertical structural information of
forests compared to optical remote sensing techniques [2]. Consequently, LiDAR-based
forest mapping has been widely applied for forest inventories and has been used to extract
various structural parameters of forests [3–5].

The common platforms for LiDAR-based forest inventories are terrestrial laser scan-
ning (TLS) [6] and unmanned aerial vehicle (UAV) [7]. TLS is also known as ground-based
LiDAR, which can acquire details from the surrounding 3D scenes at the millimeter level
and supports the rapid, automatic reconstruction of forest stand structures [8]. Two
TLS-based 3D data acquisition modes have been frequently used for forestry inventories:
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single-scan and multi-scan modes. In single-scan mode, the scanner is generally placed at
the center of a plot and acquires the data of only one side of the visible trees [9]. However,
due to the occlusion of the trees, single-scan mode usually attains a low detection rate for
forest measurements [10,11]. Consequently, multi-scan acquisition is often necessary to
measure forest plots [12]. In multi-scan mode, the scanner observes a sample plot from
multiple viewpoints, e.g., 4–5 scans are generally necessary for a 30 m × 30 m sample plot,
which has the potential to detect all the trees to provide full coverage of a tree stem surface.
Although multi-scan mode appears to be the most accurate method for forest mapping,
it poses a problem not to be ignored, i.e., the registration of multiple scans. Additionally,
due to occlusion from the canopy, TLS is commonly restricted to stem mapping and the
acquisition of understory information. A UAV is a data acquisition platform that is be-
ing increasingly applied in forest inventories [13], which usually carries camera or laser
scanning (unmanned aerial vehicle laser scanning (ULS)) and integrates with the Global
Navigation Satellite System/inertial measurement unit (GNSS-IMU) technique [14] to offer
a georeferenced data for forest inventories. Due to the characteristics of the platform, more
above-canopy information can be obtained by the UAV system, which results in more
accurate tree height measurements and can serve as complement data to TLS data [15,16].
Nevertheless, UAVs are limited and cannot capture understory information because of the
effects of occlusion. Therefore, the registration of point clouds is necessary for acquiring
complete structural information of forests, which involves the registration of TLS point
clouds and the registration of TLS and UAV data.

The conventional registration methods of multiple TLS point clouds place artificial
markers in the forest plots, of which the markers are utilized to provide precise and
distinct tie points. In general, some artificial markers, e.g., retroreflective spheres [17] and
artificial reflectors [18,19], are mounted on poles or trees and then are detected manually or
automatically with commercial software packages. For example, Pueschel [20] used four
FARO laser scanner reference spheres and one planar target and manually registered three
terrestrial laser scans; this method achieved a registration accuracy at the submillimeter
level. Commonly, these methods can achieve accurate registration based on the markers.
However, the identification of targets may require additional user intervention when the
software cannot detect the targets; also, the placement of several targets is complex and time
consuming because the targets need to be observed from different viewpoints. To simplify
the marker-based methods, Zhang et al. [21] proposed a backsighting orientation method
to register terrestrial LiDAR scans, which uses only one reflector as a target between
two scans and avoids the difficulty in setting up many artificial targets. The method
requires that the reflector under the scanner can be observed from the adjacent location. In
this context, marker-free registration methods are necessary for forest inventories. Some
effective algorithms have been presented for the registration of point clouds, such as
4-points congruent sets (4PCS) [22,23] and scale-invariant feature transform (SIFT) [24].
These methods are usually suitable for engineered surfaces [25–27] but are not directly
used for matching multiple point clouds of forests. In addition, some factors, such as a
single type of tree, occlusion, and various scanner viewpoints, may bring challenges for
registration of intensity-based or range-based SIFT algorithms. Therefore, some studies
achieved the automated registration of TLS point clouds of a forest by exploiting the natural
geometric attributes of trees, especially the characteristics of tree stems. For example, Kelbe
et al. [28] regarded stem-terrain intersection points as matching features and generated tie
point triplets for registration of TLS data. Liu et al. [29] utilized two types of geometric
primitives: the diameters of stem curves and the geometric distances between the stem
curves in a set of trees, to describe the deformation between different scans and achieve
automated matching of TLS data. Although these techniques appeared to be effective in
a forest scene, they focused on the coarse alignment of pairwise TLS point clouds and
are not capable of the fine registration of pairwise or even multiple TLS point clouds. In
addition, these methods based on tree stem attributes typically extract tree stems first,
which is generally time consuming. With respect to the fine registration of multiple TLS



Forests 2021, 12, 269 3 of 16

point clouds, conventional methods usually use the aforementioned artificial targets to
solve this task with the help of algorithms in commercial software packages, e.g., the
multistation adjustment algorithm in RIEGL RiSCAN PRO [30]. Kelbe et al. [31] used a
graph-theoretical framework to achieve multiview marker-free registration of forest TLS
data based on the previous work [28], but the deviations are large in the results.

Commonly, UAVs can acquire point clouds with georeferenced information based on
the GNSS-IMU technique. Some TLS instruments integrate a Global Positioning System
(GPS) receiver to survey the location of a scanner and an inclinometer or an inertial
measurement unit to measure the orientation of the instrument. Therefore, many studies
register point clouds using external devices [32,33]. Nevertheless, due to the occlusion
of the forest, especially in a dense forest, the GPS signal may be blocked by the trees,
which affects the practical performance [34]. Additionally, methods based on feature
primitives, including corner point, line and plane features [35,36], have been proposed,
which extract the feature and its correspondence to calculate the transformation between
data. For example, Yang et al. [37] and Cheng et al. [38] achieved automatic registration
of terrestrial and airborne point clouds using building outline features. The methods are
suitable for urban scenes with regular buildings. However, there are low overlapping
areas between TLS and UAV data because of occlusion and different perspectives of
the forest, especially in a dense forest. As a result, tree outline features may appear
with different shape contexts in both TLS and UAV data, and incorrectly corresponding
geometric features may be identified by the methods. Therefore, the attributes of trees, e.g.,
tree locations [28,39,40], and tree canopies [41,42], have also been used as primitives for
the registration of multiplatform point cloud. For example, Polewski et al. [39] detected
tree locations to achieve marker-free coregistration of UAV and backpack LiDAR point
clouds, in which the tree locations in the UAV data were determined by the highest point
of the tree crowns, and the tree locations in the backpack LiDAR point clouds were derived
from the tree stems. Then, the corresponding pairs were checked by a tree location distance
descriptor for calculating the transformation. The methods based on the tree attributes
perform well when the correspondences are recovered correctly. However, similar to the
registration of TLS data, these methods generally take some time to extract the trees of tree
stems. In addition, if trees are clustered together, the aforementioned attributes of trees will
be difficult to detect accurately, especially in UAV data, and then inaccurate registration
results may occur.

Some studies registered multiple point clouds, such as the registration of multi-
ple/pairwise TLS point clouds and the registration of UAV and TLS data. However, few
studies have attempted to develop a uniform method for the registration of multiple point
clouds from different remote sensing platforms. In this paper, we present an approach for
registering multisource point clouds for obtaining the complete structural information of
forest plots. First, to reduce the dependence on tree attributes and improve the alignment
efficiency, an automated, marker-free alignment algorithm is studied for the coarse align-
ment of multisource point clouds. Moreover, to avoid the use of artificial targets in the
process of fine registration and ensure the registration accuracy, a graph-based optimization
framework is used for the adjustment of multisource point clouds.

2. Materials and Methods
2.1. Study Area

The study area is located in Saihanba National Forest Park in Hebei Province in
northern China. To demonstrate the effectiveness and robustness of the proposed method,
we collected data from three sample plots with different tree species and stem densities,
i.e., Plot A, Plot B, and Plot C, and the size of each plot is approximately 30 m × 30 m. The
main tree species growing in the three plots are larch, Pinus sylvestris, and white birch, of
which Plot A is a larch plot, Plot B is a white birch plot, and Plot C is a forest plot of both
larch with pinus sylvestris. The stem density in Plot A is approximately 300 stems/ha,
150 stems/ha in Plot B, and 1000 stems/ha in Plot C. The diameter at breast height (DBH)
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values range from 23 cm to 34 cm in Plot A, 22 cm to 28 cm in Plot B, and 22 cm to 30 cm
in Plot C, for which the breast height is defined as 1.3 m above the ground, which was
extracted by the method of Zhang et al. [21]. In addition, the mean tree height is 19.71 m
in Dataset 1, 17.86 m in Dataset 2, 13.42 m in Dataset 3, and 19.25 m in Dataset 4. In the
three plots, we collected four datasets at different times, and each dataset consisted of
multi-scan TLS point clouds and the corresponding UAV data. From Plot A, two datasets
were collected: one dataset was collected in August 2018 (Dataset 1), and the other was
collected in July 2016 (Dataset 4); the other two datasets were collected in August 2018
from Plot B (Dataset 2) and Plot C (Dataset 3).

2.2. Multisource Point Clouds

The TLS data (Figure 1d) were collected using a RIEGL VZ-1000 laser scanning system
(Figure 1a) with a full field-of-view of 360◦ in the horizontal direction and 100◦ (+60◦/−40◦)
in the vertical direction. The maximum scan range is 1400 m, the measurement precision
can reach 5 mm at 100 m, and the maximum measurement rate is 122,000 points/s. The
laser beam operated in increments of 0.03◦ in both the horizontal and vertical directions. To
acquire complete structural information, each sample plot was measured using five scans:
one scan was placed at the plot center, and the others were placed at the four corners of the
plot. The height above ground of the TLS is approximately 1.5 m in each of scan locations.
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Figure 1. Various platforms and examples of one tree point cloud, (a) represents the terrestrial laser
scanning(TLS) platform, (b) represents the unmanned aerial vehicle(UAV) LiDAR platform, and (c)
represents the unmanned aerial vehicle(UAV) platform carrying with a digital camera, (d,e) represent
the TLS point cloud and UAV LiDAR point cloud of one tree, respectively.

The UAV data were mainly collected in August 2018 (Dataset 1 (Figure 1e), Dataset 2,
and Dataset 3) using a RIEGL miniVUX-1UAV LiDAR system (Figure 1b) mounted on a
six-rotor UAV platform. The UAV integrated a GNSS-IMU system and a LiDAR scanner
with a scanning field-of-view of 360◦. The five-returns-per-pulse system was operated at a
100-kHz pulse repetition rate. The flight altitude of the platform was 50 m above the ground
level, and the UAV flew at a speed of 5 m/s. To increase the density of the point cloud,
the UAV system made two flights in each plot, and thus, the density was approximately
150 points/m2. In addition, to assess the robustness of the proposed method, we obtained
a point cloud from a digital camera (Figure 1c). The digital images were captured using a
NEX-5N camera in July 2016 and correspond to Dataset 4; the field-of-view of the camera
is 72◦ × 52◦, the camera focal length is 16 mm and the camera resolution is 4912 × 3264. In
total, 47 images were captured from a flight altitude of 50 m, and the corresponding point
cloud was generated by the structure from motion (SfM) technique.
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2.3. Overview of the Method

In this study, registration of multiplatform LiDAR point clouds of forests involves the
registration of TLS data and the registration of TLS and UAV data, which consists of three
aspects: coarse alignment, fine registration, and global adjustment. Figure 2 describes a
procedure for the automated, marker-free registration of multisource point clouds. The
process includes (1) the coarse alignment of the TLS point clouds and of the UAV data and
the registered TLS data, (2) the fine pairwise registration of TLS point clouds and of the
UAV data and the registered TLS data, and (3) the global adjustment of multisource point
clouds, in which the registered TLS data that have been aligned with the UAV data in steps
(1) and (2) are the fused results of multiple TLS point clouds after the fine registration step.
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Figure 2. Workflow of this paper. ‘Section 2.4’ describes the process of coarse alignment, ‘Section 2.5’
describes the process of fine registration, and ‘Section 2.6’ describes the process of global adjustment.
‘TLSn’ and ‘TLSn+1’ describe the point clouds of terrestrial laser scanning (TLS) in different scan
locations, ‘UAV’ describes the point cloud data obtained by unmanned aerial vehicle (UAV). ICP is
the acronym of the iterative closest point algorithm and FPFH is the acronym of the fast point feature
histogram algorithm.

2.4. Coarse Alignment Using the Fast Point FeatureHistogram (FPFH) Method

Coarse alignment is used to obtain relative transformation between related data by
extracting the corresponding features. In forests, due to the complexity and similarity of
forest objects, some methods based on local features have difficulty extracting effective
and reliable features for coarse alignment. However, compared to other scenes, forest
scenes have abundant geometric attributes, and individual trees appear to have different
geometric characteristics (e.g., tree distributions, tree shapes, tree heights, canopy shapes
and sizes) and reveal a significant spatial difference between trees. Of the existing methods,
the fast point feature histogram (FPFH) method extracts corresponding pairs of the related
data based on the geometric relationship (the angle difference between the normal vectors
of two points) between a point and its neighboring points within a specified range, which
has the potential to identify the geometric difference between individual trees. Thus, we
use the FPFH algorithm to achieve automatic coarse alignment of multisource point clouds
and avoid artificial targets.

The FPFH method is an improvement over the point feature histogram (PFH) al-
gorithm. The PFH is based on pose-invariant local features, which describe the surface
properties at a point, and combines the geometric relations between the nearest neighbors
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of each point to align point clouds [43]. Due to the large computations associated with the
PFH method, the improved FPFH method is proposed, which can reduce the computa-
tional complexity and still retain most of the descriptive power of the PFH method [44].
The FPFH calculates the geometric relations between the query point Pq and its k neighbor
points instead of the relationship between each raw point and its neighbor points and
estimates the simple point feature histogram (SPFH) values of the query point Pq first,
in which the neighboring points are obtained based on the radius search of the Kdtree
algorithm; then, the k neighbor points of each query point are redetermined, and the SPFH
values of all the neighbor points are calculated for the FPFH value of Pq:

FPFH
(

Pq
)
= SPFH

(
Pq
)
+

1
k

k

∑
i=1

1
wi
·SPFH(Pi) (1)

where wi is the weight of neighbor point Pi and represents the spatial distance between
Pq and Pi. For the TLS data, we regard the coordinate system of one TLS point cloud as
the local reference (e.g., the TLS point cloud in the center of a sample plot) and project the
other point clouds into the reference coordinate system. In addition, for the alignment of
the registered TLS data and UAV data, we regard the UAV data as the reference.

2.5. Fine Pairwise Registration

To reduce the aligned errors in the coarse alignment step, we implement the fine
pairwise registration of TLS point clouds and the registration of the TLS and UAV data.
In this step, a standard method, the iterative closest point (ICP) algorithm [45] is used to
improve the alignment accuracy. The ICP algorithm is an iterative algorithm that minimizes
the distance between correspondences in two point clouds, and it repeats the selection
of corresponding pairs to compute an optimal rigid-body transformation. Consequently,
the ICP algorithm should be performed on two data points with certain overlapping
areas. Despite the different viewpoints between the TLS and UAV data, they share a large
portion of points (e.g., the canopy and ground) because of the penetrability. Thus, the
ICP algorithm is selected for the fine registration of multisource point clouds. Because
the ICP algorithm is considered a mature technique, we implement it using off-the-shelf
software (CloudCompare).

2.6. Graph-Based Global Adjustment

Although the fine pairwise registration step improves the registration accuracy of
multisource point clouds, it may cause accumulative errors due to the overlap of multiple
point clouds in a plot. Therefore, we propose to adjust multisource point clouds using a
graph-based adjustment framework (Figure 3).
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In general, each point cloud can cover the entire sample plot, so there is a certain
overlap and approximate cover scope between each pairwise point cloud. Consequently, in
Figure 3, the UAV data and each TLS point cloud Ti are regarded as a vertex in the graph,
and any two vertices can be connected by an edge eij (i 6= j). In the graph, we set the UAV
data as the reference and all the other vertices are marked as movable. Finally, all the point
clouds transformed by the previous step and their corresponding pose information are
input into the graph-based adjustment framework, and we calculate the unknowns using
the least squares method. In this paper, this step is implemented based on the work of
Glira et al. [46].

3. Results
3.1. Evaluation of the Coarse Alignment Results

For the coarse alignment of the multi-scan TLS point clouds in the four datasets, we
set the point cloud from the center of a plot as the reference (i.e., T1 in Figure 3) and aligned
all the other TLS point clouds to the reference. To reduce the computational complexity,
we subsampled each TLS point cloud with a spatial interval of 2.0 m. Additionally, the
normal vector of the point and the neighbor radius of the query point were required by the
FPFH algorithm. In this paper, the radius for computing the normal vector of a point and
searching the neighbor points of the query point were set to 3.0 m. Then, the alignment
results of multiple TLS point clouds are shown in Figure 4.
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Figure 4. Coarse alignment of the TLS point clouds (non-red points) scanned at the four corners and
the reference (red points). (a–d) represent the alignment results in Datasets 1, 2, 3, and 4, respectively.

In Figure 4, all the TLS point clouds scanned at the plot corners are transformed into
the coordinates of each reference. Although inaccurate results are obtained, the position
and orientation of each TLS point cloud are consistent with those of the reference, which
provides the foundation for fine registration of all the TLS point clouds. In addition,
we implement the coarse alignment of the registered TLS data and UAV data using the
FPFH algorithm (Figure 5). Similarly, to extract effective corresponding feature points, we
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subsampled all the point clouds with a spatial interval of 2.0 m and set the search radius to
3.0 m.
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Figure 5. Coarse alignment of the registered TLS data (red points) and UAV data (gray points). The
UAV data in (a–c) were obtained from the LiDAR system and the UAV data in (d) were generated
from digital images.

From the coarse alignment results, the attitudes of the registered TLS data were basi-
cally consistent with that of the corresponding UAV data, which indicates a potential for
correct fine registration of the registered TLS data and the UAV data. To quantitatively as-
sess the quality of coarse alignment, we calculated the distance between the corresponding
tree stems in the two related point clouds and summarized the average distance in Table 1.

Table 1. Coarse alignment results. ‘Avg. distance’ represents the average distance between the two
related point clouds. ‘T. Avg.’ column represents the total average distance of each dataset. ‘T1’
represents the TLS point cloud by scanning in the plot center, ‘T2’, ‘T3’, ‘T4’, and ‘T5’ represent the
TLS data by scanning in the four corners of the plot. ‘TLS’ represents all registered TLS point clouds
and ‘UAV’ represents UAV data.

Dataset
Avg. Distance (m)

T. Avg. (m)
T2–T1 T3–T1 T4–T1 T5–T1 UAV-TLS

1 0.538 0.748 0.540 1.494 1.783 1.021
2 0.385 2.207 2.005 0.868 1.402 1.373
3 0.963 1.752 1.474 2.371 1.605 1.633
4 0.657 1.502 0.862 2.418 0.948 1.277

From Table 1, the average distances for each corresponding dataset were instable
and varied between 0.3 m and 2.5 m. The total average distances for all the datasets were
more than 1.0 m, in which the total average distance for Dataset 1 was the lowest of the
four datasets. In Dataset 2, the average distances showed a large difference between the
related data. In Dataset 3, the average distances between the corresponding tree stems
varied between 0.9 m and 2.4 m, and the total average distance was the largest in the four
datasets. The average distances between the related data showed a large change in Dataset
4 and varied between 0.6 m and 2.5 m, and the total average distance was 1.221 m. In the
results, there were differences in the coarse alignment of different data pairs. Overall, the
alignment quality was affected by the data source and the type of forest plot, and the FPFH
algorithm had difficulty obtaining consistent alignment results in the forest environments.

3.2. Registration of the Multisource Point Clouds

In the global adjustment step, the UAV data were set as the reference and all the TLS
point clouds were adjusted and projected into the coordinate system of the reference. To
improve the convergence rate and reduce the computational complexity, we first subsam-
pled all the point clouds with a spatial interval of 0.03 m. Then, the multiple processed
point clouds were input into the graph-based adjustment framework. Due to the different
measurement precisions between the TLS and UAV data, we assessed the registration
results of the multiple TLS point clouds and the registration results of the TLS and UAV
data. Figure 6 shows the adjustment results of multi-scan TLS point clouds.
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Figure 6. Global adjustment results. Different colors represent different TLS point clouds. (a–d) represent
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From Figure 6, all the TLS point clouds were converted correctly into the reference
coordinate system and the errors were reduced by the global adjustment step. The ad-
justment results of a tree suggest that the proposed method achieves a highly accurate
registration of multiple TLS point clouds. In particular, the tree branch points are reg-
istered well without deviations, which indicates highly accurate results in the vertical
direction. In addition, the cross section of a tree stem can be fitted to a full circle, and a
gapless connection between stem point clouds is achieved, which indicates high accuracy
in the horizontal direction. Furthermore, to quantitatively assess the registration results,
we selected some remarkable corner features from each TLS point cloud and computed
an average spatial distance between the corresponding features to calculate deviations,
including the mean deviation (MD), root mean square error (RMSE), standard deviation
(STD), and the maximum deviation (Max). The results are summarized in Table 2.
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Table 2. Adjustment accuracy. The ‘Dataset’ column represents the dataset index. The ‘Features’
column gives the number NT of the detected points in each dataset. The deviation is calculated as
the spatial distance between the corresponding features in the overall data.

Dataset Features
NT

Deviations (m)

MD RMSE STD Max

1 15 0.012 0.012 0.002 0.014
2 15 0.012 0.012 0.002 0.016
3 15 0.011 0.011 0.002 0.013
4 15 0.011 0.012 0.003 0.015

From Table 2, the mean deviations, RMSE values, and the maximum deviations were
at the centimeter level: the mean deviations and RMSE values were approximately 0.01 m,
and the maximum deviations were lower than 0.02 m. The standard deviations were at the
millimeter level, which indicates a certain stability of the results. In practice, to reduce the
computational complexity, we subsampled the row point clouds with a spatial interval of
0.03 m, so there was a certain accidental error in the process of feature point selection.

Compared to the work of Calders et al. [30], the proposed method can achieve accurate
global adjustment without the use of artificial markers. Compared to the work of [31], the
proposed method can obtain higher accurate registration results of multiple TLS point
clouds. Therefore, the results suggest the effectiveness of the graph-based method for the
accurate registration of multiple TLS point clouds in forest environments. In addition, the
registration results of the TLS and UAV data are shown in Figure 7.
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Figure 7. Registration results of the multiplatform point clouds. The gray points are the UAV data,
and the red points are the TLS data. (a–d) represent the results of Dataset 1, 2, 3, and 4, respectively.

In this study, the proposed adjustment framework performs well even if it has to solve a
relatively large deviation between the UAV and TLS data. The UAV data are consistent with
the TLS data in the four datasets, and there are few deviations in both the horizontal and
vertical directions. In addition, we selected some corresponding feature points and computed
the distance between the correspondences to quantitatively evaluate the registration accuracies
in the horizontal and vertical directions (see Tables 3 and 4, respectively).

The mean deviations, RMSE, and the standard deviations in the horizontal direction
were at the centimeter level in the four datasets: the mean deviations and RMSE values
varied between 0.02 m and 0.03 m, the STD values were approximately 0.01 m, and the
maximum deviations were less than 0.045 m. In the vertical direction (Table 4), the mean
deviations and RMSE values were varied between 0.010 m and 0.015 m, and the standard
deviations were at the millimeter level which indicated a higher registration accuracy than
that in the horizontal direction. In this study, because the plot terrains are relatively flat,
the constraints in the horizontal direction are mainly from the canopy, and the ground
provides strong constraints for registration in the vertical direction. However, due to the
lack of stable features in the canopies, the overall accuracies in the horizontal direction
were lower than those in the vertical direction. Overall, to obtain accurate tree attributes in
forests, especially tree heights, we achieved mutual complementation between the TLS and
UAV data using registration.
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Table 3. Horizontal accuracy. The ‘Dataset’ column represents the dataset index. The ‘Features’
column gives the number NT of the detected points in each dataset. The deviation is calculated as
the horizontal distance between the corresponding features from the TLS and UAV data.

Dataset Features
NT

Deviations (m)

MD RMSE STD Max

1 15 0.022 0.024 0.011 0.040
2 15 0.022 0.026 0.013 0.045
3 15 0.021 0.023 0.009 0.033
4 15 0.021 0.024 0.011 0.041

Table 4. Vertical accuracy. The ‘Dataset’ column represents the dataset index. The ‘Features’ column
gives the number NT of the detected points in each dataset. The deviation is calculated as the vertical
distance between the corresponding features from the TLS and UAV data.

Dataset Features
NT

Deviations (m)

MD RMSE STD Max

1 15 0.012 0.013 0.006 0.021
2 15 0.011 0.012 0.003 0.016
3 15 0.010 0.011 0.004 0.017
4 15 0.013 0.014 0.006 0.021

We implemented the proposed method in three plots, including a larch plot, a white
birch plot, and a mixed forest plot of both larch with Pinus sylvestris. The stem densities of
the three plots are different. In addition, the UAV data involve two types: one is derived
from digital images and another is derived from LiDAR system. From the results, the
proposed method is effective and robust for the automated registration of multisource
point clouds of the plots with different tree species and stem densities. This shows the
effectiveness of the proposed method in the coarse alignment and the global adjustment.

4. Discussion
4.1. Runtime Performance Analysis

The proposed method was implemented on a computer with an Intel (R) Core (TM) i7-
3520M CPU @ 2.90 GHz and with 8.00 GB RAM. The runtime performance of the proposed
method for the coarse alignment of multisource point clouds is summarized in Table 5.

Table 5. Runtime performance of the coarse alignment step. ‘UAV-TLS’ represents the coarse alignment of the UAV data
and the registered TLS data, for which the registered TLS data were merged by with all the single TLS point clouds, and the
corresponding number of points is equal to the sum of the number of point in all the single TLS point clouds.

Dataset
Number of Points (#) Runtime (s)

T1 T2 T3 T4 T5 UAV T2–T1 T3–T1 T4–T1 T5–T1 UAV-TLS

1 954,882 602,360 809,091 721,898 814,046 698,577 17.08 19.35 19.24 18.70 72.29
2 777,368 933,502 1,437,389 1,063,855 1,002,022 252,779 22.61 26.49 26.41 22.78 58.11
3 228,411 183,293 369,747 479,223 340,908 89,372 7.40 9.22 10.27 9.94 25.43
4 398,351 322,748 191,401 197,549 278,773 612,353 23.91 16.97 16.52 17.23 29.29

Avg. of T2,3,4,5-T1: 17.76 Avg.: 46.28

In general, the larger the number of points, the longer the execution time. From
Table 5, the numbers of points in almost all the TLS point clouds in Dataset 2 were greater
than those in the other datasets, so the execution times were basically longer than those of
the other datasets. Similarly, the numbers of points in almost all the TLS point clouds in
Dataset 4 were less than those in the other datasets, so the execution times were basically
shorter than those of all the other datasets; moreover, the execution time for the coarse
alignment of UAV data and the registered data was the shortest in the four datasets because
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of the least number of points. For Dataset 1, due to the largest number of point in the UAV
data and a larger number of points in the TLS data, the execution time for coarse alignment
of the UAV data and the registered TLS data was the longest in all datasets. For Dataset
2, although the number of points in the TLS data was the largest, the UAV data had the
least number of points, so that the execution time fell between the shortest time and the
longest time.

Overall, the average execution time for coarse alignment of the TLS data was 20.61 s,
and the average execution time for coarse alignment of the UAV data and the registered
TLS data was 53.23 s. In the literature, Kelbe et al. [28] and Liu et al. [29] implemented the
automated marker-free registration of TLS data based on the tree stem attributes. Polewski
et al. [15] registered the multiplatform LiDAR point clouds by implementing individual
tree segmentation first. However, the processes of tree segmentation and stem detection
are generally complex and time consuming. In addition, Dai et al. [42] fused forest airborne
and terrestrial point clouds, in which the numbers of point were in the millions and the
average execution time for coarse alignment was 10.8 min in four datasets. Thus, the
execution time of this paper is shorter, which suggests a higher efficiency.

4.2. Data Performance Analysis

The main purpose of this paper is to obtain complete 3D structural information of
forests and to accurately detect the structural parameters in the forest measurements. In
particular, the goal of the registration of multiple TLS data is to completely cover the below-
canopy scene, and the goal of the registration of TLS and UAV data is to obtain complete
vertical structural information. Therefore, to assess the effectiveness of the proposed
method, we analyze the performance of the registration results on the detection of forest
structural parameters, including the DBH and tree height.

The DBH is determined by extracting a cross section of the point cloud that falls
between 1.2 m and 1.4 m above the ground level. Therefore, we extracted points that
represented the tree stem hull at breast height and used the least squares method to fit a
circle to these points. To evaluate the performance of the fitted DBH, we regarded the DBH
fitted by multiple TLS data as the reference and compared the DBH fitted by a single TLS
point cloud with the reference. The results are summarized in Table 6.

Table 6. The deviations in the diameter at breast height (DBH) values. ‘Ti’ represents a single TLS
point cloud, ‘MD’ represents the mean absolute deviation, and ‘RMSE’ is the root mean square error
of the DBH deviations.

Dataset

Deviations (m)

T1 T2 T3 T4 T5

MD RMSE MD RMSE MD RMSE MD RMSE MD RMSE

1 0.015 0.017 0.024 0.031 0.014 0.016 0.013 0.015 0.025 0.031
2 0.025 0.032 0.014 0.017 0.017 0.021 0.018 0.022 0.019 0.022
3 0.013 0.016 0.011 0.015 0.013 0.015 0.006 0.005 0.012 0.013
4 0.033 0.037 0.032 0.038 0.029 0.031 0.022 0.030 0.032 0.039

In general, the more complete the data are, the higher the accuracy in the detection
of structural parameters in the forest. Therefore, there are deviations in the DBH values
between a single TLS point cloud and multiple TLS data. As seen in Table 6, the mean
absolute deviations varied between 0.012 m and 0.026 m, where the mean DBH value is
0.291 m in Dataset 1. In Dataset 2, the mean absolute deviations varied between 0.014 m and
0.026 m, and the RMSE values varied between 0.017 m and 0.032 m, where the mean DBH
value was 0.217 m. In Dataset 3, the mean absolute deviations of all the TLS point clouds
varied between 0.006 m and 0.014 m, where the mean DBH was 0.183 m. In Dataset 4, the
mean absolute deviations of all the TLS point clouds varied between 0.022 m and 0.033 m
and the RMSE values were more than 0.029 m, where the mean DBH was 0.272 m. In
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general, the overall accuracies could reach more than 90%. Although highly accurate DBH
values were derived from the single TLS point cloud, there are some deviations, and when
the completeness of the tree stem is low, the deviation is large. In addition, there are some
tree stems that cannot be scanned in a single TLS point cloud. Therefore, multi-scan TLS
point clouds are necessary for the accurate detection of the DBH in forest measurements.

To evaluate the performance of the registered data in the vertical direction, we ana-
lyzed the differences between tree heights measured from different data, including the TLS
data, UAV data, and the registered data of the TLS and UAV data, in which the registered
data were considered the reference because of their completeness, and the tree height was
calculated by the distance between the lowest point and the highest point of a tree. In
this study, we selected some trees from each dataset and computed the difference in tree
heights between these corresponding trees. The mean absolute deviation (MD) and RMSE
values are summarized in Table 7.

Table 7. Deviations in the tree heights. ‘# Nt’ represents the number of sample trees. The devi-
ation was calculated as the distance between a tree height measured from the reference and the
correspondence measured from the TLS data or UAV data.

Dataset Number of Trees
# Nt

Deviations (m)

TLS UAV

MD RMSE MD RMSE

1 11 0.239 0.422 0.045 0.096
2 11 0.616 1.075 0.545 0.919
3 11 0.166 0.241 0.018 0.060
4 15 0.041 0.158 0.577 0.677

Due to occlusion of the trees, tree heights measured from UAV data are generally and
theoretically more accurate than those from TLS data. However, there are some errors in the
process of generating UAV data from digital images, which results in large deviations for
the UAV data. For example, the mean absolute deviation was 0.577 m, and the RMSE value
was 0.677 m for the UAV data, which are greater than those for the TLS data in Dataset 4. In
contrast, the mean absolute deviations and RMSE values from the UAV LiDAR point clouds
were less than those from the TLS data (Dataset 1, Dataset 2, and Dataset 3), which were
consistent with the theoretical assumptions. In particular, due to the similar tree shape,
both the mean absolute deviation and RMSE values were small in Dataset 1 and Dataset
3; the small deviations were generally caused by the sparsity of the UAV data, for which
the sparsity may lead to the omission of the highest point of a tree. In addition, although
the accuracies of tree heights measured from the UAV LiDAR point clouds were greater
than those from the TLS data in Dataset 2, the results indicated approximate deviation
values, of which the mean absolute deviations and RMSE values were approximately 0.6 m
and 1.0 m, respectively. The main reason for the results in Dataset 2 was the tree species.
Compared to larch and Pinus sylvestris crowns, birch crowns are oval, and the position of
the highest point is unstable and prone to large changes. Consequently, the deviations in
Dataset 2 were greater than those in Dataset 1 and Dataset 3. Overall, registration of the
TLS and UAV LiDAR point clouds is necessary for measuring the tree height accurately.

5. Conclusions

Registration of point clouds from the same or different platforms is important for
accurate forest measurements (e.g., DBHs or tree heights) and large-scale forest inventories.
To achieve the automated registration of multisource point clouds in forest scenes, which
involves multi-scan TLS point clouds, UAV data from digital images and LiDAR, we
propose a practical pipeline that consists of coarse alignment, fine registration, and global
adjustment. In particular, the FPFH algorithm is used for the automatic coarse alignment of
multisource point clouds, and the method considers the spatial distribution and geometric
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structure differences of individual trees and avoids the use of artificial markers. In addition,
the graph-based adjustment framework method eliminates the accumulative errors and
achieves a gapless registration of multi-scan TLS point clouds and UAV data. From the
experimental results, the proposed method performs well and achieves highly accurate
registration on the field data with different tree species and stem densities, which suggests
a robust and reliable solution for the registration of multisource point clouds. Although an
effective initial registration can be obtained, the FPFH algorithm is sensitive to the input
parameters. Therefore, further work will focus on the determination of the input parameters
and the reduction in the sensitivity of the parameters, thus improving the success rate and
accuracy of coarse alignment. In addition, we will release the tool introduced in this paper
to the community for forest point cloud registration.
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