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Abstract: Unlike protein folding, the process by which a large RNA molecule adopts a func-
tionally active conformation remains poorly understood. Chemical mapping techniques, such
as Hydroxyl Radical (·OH) footprinting report on local structural changes in an RNA as it
folds with single nucleotide resolution. The analysis and interpretation of this kinetic data
requires the identification and subsequent optimization of a kinetic model and its parameters.
We detail our approach to this problem, specifically focusing on a novel strategy to overcome
a factorial explosion in the number of possible models that need to be tested to identify the
best fitting model. Previously, smaller systems (less than three intermediates) were computa-
tionally tractable using a distributed computing approach. However, for larger systems with
three or more intermediates, the problem became computationally intractable. With our new
enumeration strategy, we are able to significantly reduce the number of models that need to
be tested using non-linear least squares optimization, allowing us to study systems with up to
five intermediates. Furthermore, two intermediate systems can now be analyzed on a desktop
computer, which eliminates the need for a distributed computing solution for most medium-
sized data sets. Our new approach also allows us to study potential degeneracy in kinetic
model selection, elucidating the limits of the method when working with large systems. This
work establishes clear criteria for determining if experimental ·OH data is sufficient to deter-
mine the underlying kinetic model, or if other experimental modalities are required to resolve
any degeneracy.

Keywords: RNA folding, kinetic modeling, Tetrahymena thermophila group I intron, dis-
tributed computing, ·OH radical footprinting.
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1. Introduction

Understanding and predicting the process by which a large RNA molecule like the L-21 Tetrahymena
thermophila group I intron adopts its catalytically active conformation remains a contemporary challenge
in the life sciences [1–5]. Of particular interest are the effects of temperature, the electrostatic environ-
ment, and exogenous molecule binding (such as RNA chaperones) on the kinetics of the folding reaction
[6–8]. We have shown that changes in the folding conditions (such as variation of the counter-ion con-
centration and mutation) have a profound effect on the observed rate constants, suggesting an intricate
relationship between the structure, environment, and folding dynamics of an RNA molecule [8, 9]. It is
now well established that changes in RNA conformation are key regulatory processes in the cell [10].
As a result, quantitative and predictive models of RNA folding kinetics are essential to understanding
regulatory processes in the cell [8, 9].

Chemical and enzymatic mapping techniques are particularly well suited for the study of RNA struc-
ture and kinetics because modern electrophoretic approaches can achieve single nucleotide resolution
for RNAs well over 400 residues in length [11–13]. Coupled with novel bench-top approaches to collect
kinetic data with millisecond resolution [14], these experimental approaches are producing large data
sets that require significant computational analysis. This manuscript outlines algorithmic developments
for determining the underlying kinetic model that best describes the folding of an RNA molecule based
on the analysis of time-resolved hydroxyl radical (·OH) footprinting data [8, 9]. Specifically, we focus
on a new strategy that simplifies an exhaustive enumeration of possible kinetic models that limited the
size and number of RNA molecules that could be analyzed using our original Kinfold algorithm [9].

1.1. Kinetic Models Describe the Folding Reaction

We consider the process by which an RNA molecule adopts a single, native conformation as illustrated
in Figure 1A. RNA secondary structure is highly stable and is formed in several microseconds [1, 15–
17]. The folding process we describe here involves the conformational rearrangement of the secondary
structure elements (helices and junctions) that is induced by the addition of a counter-ion (in general
Magnesium salts [17]) which leads to a native, and therefore active RNA molecule. This process is the
rate-limiting step in RNA folding, due to the appearance of multiple, long-lived intermediates along the
folding pathways [7]. We describe the folding process by a kinetic model, such as that illustrated in
Figure 1A. The RNA begins in the unfolded state (U ) and folds either directly or through intermediates
(I) to the final, active state (F ). Mathematically, the kinetic model can be written as a series of ordinary
differential equations, with rate constants (k and r) describing the rate of transition between states in
inverse seconds. The rate of change of the unfolded state, U(t) is therefore described by

dU(t)

dt
= −kU1U(t)− kU2U(t) . . .− kUF U(t) + rU1I1(t) + rU2I2(t) . . . + rUF F (t) (1)

In this case, k >> r such that a majority of the molecules ultimately reach the final folded state (F )
and the unfolded state (U ) is almost completely unpopulated when steady state (t = ∞) conditions are
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Figure 1. Basic premise for describing an RNA folding reaction with a kinetic model. A.)
Unfolded RNA (U state) has only secondary structure elements formed (secondary structure
diagram shown in the left hand circle) while the folded state (F ) has the full complement of
tertiary interactions which allow it to adopt a unique three-dimensional structure (shown in
the right hand circle). The folding reaction often takes several hours to go to completion due
to multiple intermediates I that populate the pathways to the F state. Each transition between
state curves is indicated with an arrow and has a rate constant associated with it. For clarity,
we only show the forward transitions in this diagram as the forward rates are generally much
larger than the reverse rates. B.) Resulting state curves ~x(t) for U (orange), I1 (magenta),
I2 (purple) and F (black) that describe the relative fraction of each species as a function of
time for the folding of the L-21 T. thermophila group I intron in the presence 10mM MgCl2
[9]. These curves are obtained from Equation 5. C.) ·OH footprinting curves ( ~CP (t)) for
folding of the T. thermophila group I intron in the presence of 10 mM MgCl2. The green
curve corresponds to the P4P6 subdomain, red to the periphery, and blue to the catalytic core
of the molecule; a corresponding color scheme is used to illustrate these subdomains for the
structures shown in A. We assume that the progress curves are a result of differrent fractions
of the unfolded state and the fully folded state.
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achieved. If we now consider a vector of the individual state curves, ~x(t), defined as

~x(t) =


U(t)

I1(t)

I2(t)
...

F (t)

 (2)

and further define matrices K and D, as shown

K =


0 kU1 kU2 . . . kUF

rU1 0 k12 . . . k1F

rU2 r12 0 . . . k2F

...
...

... . . . ...
rUF r1F r2F . . . 0

 (3)

Dij =

{
i 6= j; Kji

i = j; −
∑n

i=1 Kji

(4)

then the kinetic model illustrated in Figure 1A is written as

d~x(t)

dt
= D~x(t). (5)

Numerical integration of Equation 5 for a given K matrix (set of rate constants) yields the state curves
(~x(t)) illustrated in Figure 1B.

Our computational goal is to determine the underlying kinetic model by fitting time-resolved ·OH
data. This data, however, does not directly measure the state curves ~x(t). Instead, it measures the change
in solvent accessibility of specific nucleotides during the folding reaction [14, 18, 19]. As the molecule
folds, a subset of the nucleotides become progressively more buried (or more exposed) and therefore less
reactive (more reactive) to the ·OH probe. We monitor the change in accessibility of these nucleotides as
a function of time, which yields experimental time-progress curves (Figure 1C), which we call ~CE(t).

As an example, we use data collected for the folding of the L-21 T. thermophila group I intron [8]
in the presence of 10 mM MgCl2. The ·OH footprinting curves shown in Figure 1C correspond to
individual subdomains of the molecule; in this case the green curve (Figure 1C) is the average change in
accessibility of nucleotides in the P4P6 subdomain (Figure 1A, secondary structure), while the red curves
correspond to the peripheral helices, and the blue curves correspond to nucleotides in the catalytic core
[9]. These assignments are based on a k-means clustering of individual time-progress curves using the
Gap statistic described previously [9].

The state curves, ~x(t) (Figure 1B), and predicted ·OH fooptrinting, ~CP (t) (Figure 1C), curves are
related by

~CP (t) = P~x(t) (6)

where the matrix P represents the linear combinations of the state curves (~x(t)) to generate the progress
curves ( ~CP (t)). This matrix has the dimensions of the number of states (U(t), I1(t), . . . , F (t)) by the
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number of number of intermediates plus one, which is also the length of ~CP (t). The matrix P for the
data set shown in Figure 1 is given by

P =

 0 0 0 1

0 0 1 1

0 1 1 1

 . (7)

The first column in the P matrix will always be comprised of zeros, since it corresponds to the unfolded
(U (t)) progress curve. As a result, a square and invertible subsection of P can be extracted which we
denote as P. The sub-matrix of Equation 7 is

P =

 0 0 1

0 1 1

1 1 1

 . (8)

The general form of P is a square invertible matrix comprised of ones and zeros, where the columns are
linear independent. A priori P is not known for a given RNA folding reaction since only the experimental
progress curves, ~CE(t), (from a ·OH footprinting experiment) are known. We thus aim to identify P and
K computationally from the ·OH footprinting data.

We previously implemented a brute force approach for solving this problem that is described in [9].
In this initial implementation we determined an optimal K for all the different possibilities of P. For the
L-21 T. thermophila group I intron with two intermediates, 28 individual K matrices were optimized
on separate CPUs corresponding to the 28 different P matrices previously enumerated by hand [9]. We
used a non-linear least squares optimization that minimizes the difference between the experimental
progress curves, ~CE(t), and the predicted progress curves, ~CP (t), by adjusting K for a given P matrix.
This process is computationally intensive because we perform non-linear optimization to identify an
optimal K, requiring multiple solutions of Equation 5 before achieving the convergence criteria. Finally,
multiple optimizations are run using different starting values of K to correctly identify a global minimum
[9]. Together, identifying the winning combination of P and K can take upwards of 75 CPU days for the
T. thermophila group I intron. Given the embarrassingly parallel nature of the problem, however, this
calculation is easily accomplished on a distributed computing system. More importantly, this calculation
reveals that a single P matrix (of the 28 tested) systematically produces ~CP (t) curves that are statistically
a better fit to the ~CE(t) when K is optimized, as determined by a three-fold difference in root mean square
error (RMSE) [9].

This result suggests that for RNA folding reactions measured by ·OH footprinting, it is possible
to identify a single model (combination of K and P matrices) that best describes the experimentally
measured data ~CE(t), and that this result is unique. Although computationally tractable for a system
with two intermediates as shown above, our brute force approach becomes limited for larger systems.
Furthermore, many of the experimental groups that carry out ·OH footprinting experiments do not have
ready access to a computational cluster. There is therefore significant interest in simplifying our approach
both to facilitate broader adoption of kinetic modeling, and to allow the study of larger systems such as
the Ribosome [20, 21]. Furthermore, a computationally simplified approach will allow us to test the
generality of the observation that a single combination of P and K always fits the experimental data
significantly better.
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Figure 2. Illustration of the combinatorial explosion in the enumeration of all possible P
matrices as a function of the number of intermediates I . In blue we plot n as given by equa-
tion Equation 11 which we derive in the supplementary material. The red curve represents
the number of models (P matrices) that are tested when using the previous implementation
of Kinfold by non-linear least squares optimization [9]. The black curve is the average num-
ber of models that now need to test based on a sampling of 100 random data sets using our
new approach. Error bars represent three standard deviations and the light gray shadow the
maximum and minimum values of n for each I .
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2. Implementation

2.1. Factorial Explosion of P

Our new approach is based on the fact that the ~CP (t) curves are in fact linear combinations of the
state curves ~x(t) as given by Equation 6. Since the rows in P are linearly independent, we can solve for
all but U(t) in ~x(t) by inverting P,

n∑
i=2

xi(t) = P−1 ~CP (t). (9)

In other words, given the experimental data ~CE(t) we are able to generate time-progress curves for all
the species in solution except U(t). The mass-balance equation allows us to generate U(t) by subtracting
the other state curves from unity,

U(t) = 1− I1(t)− I2(t) . . .− In(t)− F (t) (10)

and allows the complete recreation of ~x(t).
We show in the supplementary material that for I intermediates, there are n different P matrices, as

given by

n =
2I !

(2I − I − 1)!
. (11)

In Figure 2, we illustrate the combinatorial explosion of possible P matrices as a function of the
number of intermediates with the blue curve. In our original implementation of the Kinfold algorithm
[9] we made some simplifications to the combinatorics of P with several assumptions that somewhat
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offset the explosion (Figure 2, red curve). Nonetheless, we still needed to test a prohibitively large
numbers of models for any system with more than two intermediates. We therefore focus our current
approach on more efficiently testing all combinations of P.

2.2. Testing P without Fitting K

Applying Equation 9 and Equation 10 to ~CE(t) for all P and inspecting the resulting ~x(t) curves
reveals the key to greatly simplifying our approach. Indeed, certain putative state curves drop below
zero, which is physically non-sensical. This inspection allows us to eliminate the vast majority of models
(P matrices) that result in at least one of the state curves having a negative component. Since all possible
P models are tested, individual combinations of state curves are only eliminated when all the models that
contain them are eliminated. This is illustrated in Figure 3 for our two intermediate test case, where only
two P matrices result in all positive state curves.

Figure 3. Illustration of the application of Equation 9 to ~CE(t) (center panel) to generate
possible ~x(t) state curves (external panels); colors are identical to those used in Figure 1.
Both P−1

1 and P−1
4 matrices generate negative state curves allowing us to eliminate them

without the need to optimize K with non-linear least squares. P−1
2 and P−1

3 yield identical
curve shapes, but I1 and I2 are inverted. In this case, these two matrices yield degenerate
models that are in fact equivalent, such that a single kinetic model describes the RNA folding
reaction.
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Since we now fit ~x(t) directly, only two non-linear least-squares minimizations are required to deter-
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mine K. Previously, 28 different models would have been tested [9]. For this simple case, we already
have a significant improvement in the computational requirements of the method. Furthermore, we have
eliminated the need for a distributed computing solution to analyze this data. We have so far, however,
only presented the concepts behind our fitting strategy using idealized data (i.e. ~CE(t)= ~CP (t)). Real
·OH data is noisier than the curves we have presented; we thus begin our validation of the algorithm by
fitting experimentally obtained data.

Figure 4. Illustration of current algorithm when applied to actual experimentally obtained
·OH footprinting data; curve colors are consistent with Figure 1. A) Time-progress curves
with experimental noise. B) Resulting state curves ~x(t) determined by applying Equation 9
to the raw data and only selecting the P matrices that satisfy the AUC criteria. C) Optimized
fit using non-linear least squares minimization of K of state curves. D) K matrices obtained
using the old and new approaches to determining P and K, which yield identical results
within error. Error on the rate values vary between 5 and 20%.

−0.2

0.0

0.2

0.4

0.6

0.8

1.0

1.2

R
el

at
iv

e 
Fr

ac
tio

n

10
0

10
2 

 

−0.4
−0.2
0.0
0.2
0.4
0.6
0.8
1.0
1.2

Time (sec)

R
el

at
iv

e 
Fr

ac
tio

n

A)

D)C)
10

0
10

2

Time (sec)
−0.4
−0.2
0.0
0.2
0.4
0.6
0.8
1.0
1.2

R
el

at
iv

e 
Fr

ac
tio

n

B)

10
0

10
2

Time (sec)

          0  0.8272  0.3280  0.0043
0.0100            0  0.0495  0.1312
0.0006  0.0002            0  0.0043
0.0001  0.0001  0.0001            0

Knew=

          0  0.7943  0.3502  0.0051
0.0100            0  0.0338  0.1108
0.0008  0.0008            0  0.0028
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3. Validation and Results

3.1. Experimentally Acquired ·OH Data

Time-resolved ·OH radical footprinting data measures the nucleotide solvent accessibility of the RNA
molecule [22]. This technique can be done at multiple times during the folding process resulting in
time-progress curves such as those illustrated in Figure 1 where the fraction folded is zero at t = 0,
and one when t = ∞[18, 19]. The noise in the data is mostly a result of the subsequent analysis of
the fragmentation reaction using electrophoretic separation [13, 23]. The progress curves we analyze
are averaged over multiple nucleotides, which has a smoothing effect on the data, but nonetheless still
results in some jaggedness, as illustrated in Figure 4A.
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To determine if we can still identify a single set of state curves ~x(t) from this data, we performed
the same analysis as that described above. When we apply Equation 9 for all P to the data, again a
majority of the resulting ~x(t) curves dip below zero. However, because of the noise in the data, even
the correct state curves have a small negative component. If we define the criteria that up to 10% of
the area under the curve (AUC) can be negative before we eliminate the corresponding P matrix as a
potential model, then we identify a single set of unique state curves (Figure 4B). If we now optimize
K using non-linear least square regression on the resulting ~x(t), we are able to fit these data accurately
(Figure 4C). Furthermore, the values we obtain for K (Figure 4D) are equivalent within error to those
obtained using the original Kinfold [9] algorithm.

Adjusting the AUC criteria allows us to fine tune the sensitivity of our approach. In this particular
example, we chose 10% as this correctly identified the set of state curves corresponding to the folding
model. Had we chosen a less stringent criteria, such as 50% negative AUC, we would have identified
additional models (P matrices) that require testing using non-linear optimization of the K matrix. In
essence, raising the AUC criteria results in having to test more models with least-squares optimization,
and thus makes the problem more computationally intensive. When using our approach with a novel data
set, an AUC criteria can be picked such that a minimal number of models need to be tested. In practice
however, it will generally be more desirable to test several models to evaluate the significance in the
difference in root mean square error (RMSE) of the fit. The AUC criteria allows users of the algorithm
to balance computational cost and desire to comprehensively test all models with the number of models
that pass the AUC criteria is highly dependent on the experimental data.

As we move beyond two intermediate systems to larger and more complex molecules, one question
that remains is the true information content of a series of ~CE(t), and whether we can always resolve a
single kinetic model from them. Independent of the noise in the data, we now aim to better understand if
a unique model can always be found from experimental curves(~CE(t)), or if there are cases where there
are degenerate models that fit the data with equivalent RMSE. In this case, we do not mean degenerate
models like those illustrated in Figure 3 for P2 and P3 (where the curve shapes are identical) but rather
situations where two or more P matrices yield nearly indistinguishable state curves such that a single
model is no longer identifiable. Prior to our development of the approach described in this manuscript,
assessing this issue in systems with more than two intermediates was computationally demanding. Dif-
ferent curve shapes and separations will make the problem of identifying a single model more or less
challenging. We therefore set out to determine the general applicability of our method to larger systems.

3.2. Three Intermediate Systems

To evaluate possible degeneracy in larger systems we generated 15 independent three-intermediate
data sets using random combinations of P and K. We wanted to produce ~CE(t) that had characteristics
similar to what could be obtained by current ·OH footprinting technology. We therefore constrained
our choice of values in the K matrix in the following way: 1.) We generated a random K matrix with
values between 0 and 1, and the reverse rates (r) were multiplied by 10−3 while the forward rates (k)
were multiplied by a factor of 10 for 8 of the theoretical data sets. We solved Equation 5 numerically
to obtain ~x(t) for each K matrix. 2.) For the other 7 theoretical data sets we chose rates such that the
path U→I1→I2→I3→F was favored by a factor 10 while the other rates were generated as in 1. 3.)
We visually inspected the resulting ~x(t) curves to confirm that this approach generated a data set that is
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consistent current ·OH footprinting technology. 4.) A random P matrix was then used to generate the
~CE(t) curves using Equation 6. 5.) We applied our algorithm to recover the K and P matrix for the time

progress curves generated ~CE(t).

Table 1. RMSE errors for 15 different random data sets to determine accuracy and repro-
ducibility on three intermediate systems.

data # of non-negative mean % difference lowest RMSE values
set # models found of k values for top three models

1 9 5.3 7.4×10−6 1.0×10−5 1.8×10−4

2 7 2.6 2.0×10−5 2.8×10−3 4.1×10−3

3 4 23.6 7.8×10−6 9.1×10−6 9.5×10−6

4 2 1.1 8.3×10−6 2.4×10−2 -
5 3 2.7 1.9×10−5 1.0×10−3 8.56×10−2

6 3 6.7 1.1×10−5 1.2×10−5 1.0×10−1

7 3 7.1 1.2×10−4 7.8×10−2 2.2×10−1

8 3 28.5 2.3×10−4 1.1×10−3 1.2×10−3

9 6 1.6 1.8×10−5 1.4×10−2 1.6×10−2

10 2 5.0 8.2×10−5 5.0×10−1 -
11 1 16.3 3.5×10−4 - -
12 2 2.2 3.5×10−5 4.2×10−1 -
13 3 10.1 3.1×10−3 2.9×10−2 6.3×10−1

14 1 5.3 1.1×10−5 - -
15 6 1.8 3.9×10−3 4.5×10−1 5.2×10−1

Table 1 summarizes our results from this analysis and reveals that in a majority of the cases, we are
indeed able to identify a single model that fits the data with a RMSE at least one order of magnitude
lower than the second best fitting model (difference between first and second RMSE column in Table
1.) In the three cases where this is not the case (Test Number 1, 3, and 6), the degeneracy is a result of
different P matrices leading to curves with identicial shape (as illustrated in Figure 3), such that the two
top models are in fact equivalent, but the association of state curves to intermediates is different. (This
equivalence arises from an exchange of columns in the P matrix however it is still unclear why in some
cases a row exchange can result in an equivalent model while in others it does not.) Furthermore, our non-
linear least squares optimization approach accurately finds the correct rate constants (k) from the curves,
with errors in general between 5 and 15%. These results illustrate that for a wide variety of systems
with three intermediates, it is generally possible to identify a single kinetic model both accurately and
reproducibly. These results also suggest the method will be robust with respect to experimental noise, as
the RMSE differences between the models that need to be tested are large (between one and four orders
of magnitude).

Three intermediate systems are the largest that are currently experimentally tractable. Indeed, the
folding of the 5’ domain of the 16S ribosome generates four progress curves (which requires a three
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intermediate system) for an RNA molecule that is approximately 600 nucleotides in length [20]. Com-
paratively, the L-21 T. thermophila group I intron has only 388 nucleotides [24]. Recently, however, data
on the entire 16S (1500 nucleotides) Ribosomal molecule has been collected, which will yield many
more time-progress curves [21]. We therefore decided to evaluate the potential computational cost and
tractability of four and five intermediate systems using our new approach.

3.3. Large Systems

As can be seen in Figure 2, the number of possible P matrices increases factorially with the number
of intermediates. For systems with four and five intermediates, very large numbers of P matrices must
thus be tested. Fortunately, our new approach allows us to test all these combinations efficiently first, to
then determine which combinations of P and K require further non-linear least-squares optimization. We
therefore used the same approach as described for the three intermediate case above to generate 100 sets
of progress curves for four and five intermediate systems. We then applied Equation 9 to determine the
subset of P matrices that produce only positive state curves. We report the average number of P matrices
for each I that generate only positive state curves in Figure 2 (black line).

For all I , it is clear that our approach offers a significant reduction in the number of models that need
to be tested by non-linear least-squares optimization, making this approach computationally tractable
for systems with large numbers of intermediates like the Ribosome. Interestingly, the number of models
that need to be tested is highly dependent on the curves, as evidenced by the large standard deviation
over our 100 models (and the even larger spread in the min and max values, gray shadow Figure 2). It is
therefore difficult to a priori predict the total number of P matrices that will produce only positive curves
for a given data set. Our ability to identify a single kinetic model that best fits the experimental data will
ultimately depend on the experimental data. Our approach offers a computationally simple solution to
determining any potential degeneracy or lack thereof.

4. Discussion

In this paper we propose an improved algorithm for identifying the underlying kinetic model that
best describes the folding of an RNA molecule from ·OH footprinting data. This new algorithm yields
dramatic improvements in performance allowing us to tackle even the largest of RNA molecules. We
achieved this significant improvement in efficiency by developing novel criteria for testing whether a
particular kinetic model (in the form of a matrix P, Equation 8) produces curves that drop below zero.
Since a majority of P matrices produce physically non-realistic state curves, we can eliminate most
models without having to perform the computationally expensive non-linear least-squares optimization
to determine K. These improvements have allowed us to test 15 three intermediate systems, and establish
that in a majority of cases, it is possible to identify a single, non-degenerate kinetic model from ·OH time-
progress curves. Furthermore, we were able to show that the method remains robust to experimental
noise, as we were able to reproduce a previously published kinetic model (Figure 4). Finally, we were
able to apply our approach to very large systems (with four and five intermediates) and we determined
that this approach will work and remain computationally tractable in these cases.

Eliminating the need for a distributed computing solution to determine the underlying kinetic model
from ·OH footprinting data for medium sized systems will greatly reduce the barrier for experimental labs
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to performing detailed computational kinetic analysis. Fundamentally, our method offers an automated
approach to determining the kinetic parameters of an RNA folding reaction, allowing an experimentalist
to effectively test all possible models against their data. The kinetic model defines the identity and
ultimately the structure of kinetic folding intermediates. Time-progress curves correspond to specific
subdomains of the RNA (Figure 1) and intermediates are often composed of several of these domains
(e.g. I2 in the L-21 T. thermophila is composed of the red and green curves, corresponding to the
P4P6 and peripheral elements of the RNA). The structure of the I2 intermediate has both the peripheral
and P4P6 subdomains formed (third column, Equation 8), while the catalytic core (blue in Figure 1) is
unstructured. Furthermore, once the kinetic model is known, we can compute the relative flux through the
different pathways to determine the dominant folding mechanism. In the case of the L-21 T. thermophila
grroup I intron we determined that three major pathways dominate the flux (U→I1→F, U→I2→F and
U→I1→I2→F) [9]. Analysis of the folding of this molecule under multiple counter-ion conditions,
established the relative contributions of electrostatic shielding and initial conditions on flux repartitioning
in RNA folding [8]. With our new algorithm, the analysis we performed in these two papers is now
feasible on a desktop computer. Our approach still tests all P matrices against the experimental data and
this provides an equivalent level of confidence in the result as our previous implementation. It however
does this in a far more computationally efficient manner.

Our analysis of larger systems with up to five intermediates shows that our approach will scale and
remain tractable even for the largest experimentally known systems. These results also illustrate one
fundamental limitation of the approach, in that it is likely that for these large systems, it will not always
be possible to identify a single combination of P and K that fits the data better than all others. This
suggests that the information content of the data is not sufficient, and that other sources of data will be
required. In the case of Ribosomal assembly, methods like Pulse-Chase Mass Spectrometry [4] reveal
the protein’s perspective on the RNA folding reaction and can provide the additional kinetic information
to identify a single model. Furthermore, time-resolved Small Angle X-ray Scattering can provide global
compaction measures [25, 26], while catalytic activity measurements indicate the rate of appearance of
the native molecule[7]. Taken together, these varied sources of experimental data have the potential to
accurately describe the folding reaction of very large RNA molecules. Kinetic modeling, such as the
approach we describe here, will be critical in ultimately determining the rules that govern RNA folding
reactions.
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A Supplementary Information

To derive Equation 11, the number of different combinations must first be derived. These combina-
tions are the summation of the different ways of arranging j 1’s in a list of I 0’s. This is a combinatorics
problem with the result written as (

I

j

)
=

I!

j!(I − j)!
. (S-12)

The summation of all the numbers is given by

I∑
j=0

(
I

j

)
=

(
I

0

)
+
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)
+ ... +

(
I

I

)
. (S-13)

These factors are exactly those of the binomial expansion of order I written as(
I

0

)
xI +

(
I

1

)
xI−1y + ...

(
I

I

)
yI = (x + y)I . (S-14)

Equation S-13 is equal to Equation S-14 when x = y = 1 resulting in the number of possible
combinations being (x + y)I = 2I . The number of ways to arrange these 2I vectors into an I + 1 matrix
is also a combinatoric problem. Since the order of these vectors does matter the result is given by

2I !

(2I − I − 1)!
(S-15)
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which is Equation 11 in the body of the paper.
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