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Abstract: In recent years, with the rapid advancements in Natural Language Processing (NLP)
technologies, large models have become widespread. Traditional reinforcement learning algorithms
have also started experimenting with language models to optimize training. However, they still
fundamentally rely on the Markov Decision Process (MDP) for reinforcement learning, and do
not fully exploit the advantages of language models for dealing with long sequences of problems.
The Decision Transformer (DT) introduced in 2021 is the initial effort to completely transform
the reinforcement learning problem into a challenge within the NLP domain. It attempts to use
text generation techniques to create reinforcement learning trajectories, addressing the issue of
finding optimal trajectories. However, the article places the training trajectory data of reinforcement
learning directly into a basic language model for training. Its aim is to predict the entire trajectory,
encompassing state and reward information. This approach deviates from the reinforcement learning
training objective of finding the optimal action. Furthermore, it generates redundant information
in the output, impacting the final training effectiveness of the agent. This paper proposes a more
reasonable network model structure, the Action-Translator Transformer (ATT), to predict only the next
action of the agent. This makes the language model more interpretable for the reinforcement learning
problem. We test our model in simulated gaming scenarios and compare it with current mainstream
methods in the offline reinforcement learning field. Based on the presented experimental results,
our model demonstrates superior performance. We hope that introducing this model will inspire
new ideas and solutions for combining language models and reinforcement learning, providing fresh
perspectives for offline reinforcement learning research.

Keywords: machine learning; reinforcement learning; Transformer; action prediction; Action-
Translator Transformer

1. Introduction

In recent years, with the continuous development and progress in the field of artificial
intelligence, AI has achieved remarkable success in many areas, even surpassing human
performance in scenarios such as board games and electronic games [1]. In the field of
reinforcement learning, offline reinforcement learning is a crucial research area. Unlike
online reinforcement learning, which requires the training process to occur in a real envi-
ronment or a simulated one, offline reinforcement learning relies solely on historical offline
datasets. This allows the training of policy or value functions for complex environments
that are either difficult to model or entail high execution costs without the need for environ-
ment simulation. However, current algorithms based on offline reinforcement learning are
mostly built on the theoretical foundation of traditional MDP and suffer from the problem
of distribution shift [2], where the training policy differs from the behavior policy.

Algorithms 2024, 17, 37. https://doi.org/10.3390/a17010037 https://www.mdpi.com/journal/algorithms

https://doi.org/10.3390/a17010037
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/algorithms
https://www.mdpi.com
https://doi.org/10.3390/a17010037
https://www.mdpi.com/journal/algorithms
https://www.mdpi.com/article/10.3390/a17010037?type=check_update&version=1


Algorithms 2024, 17, 37 2 of 22

With the continuous development in the field of NLP from BERT [3] to GPT-3 [4] and
the latest ChatGPT [5], interdisciplinary integration has become increasingly common. NLP
models and algorithms are being experimented with in the field of reinforcement learning.
The classic NLP model Transformer has been integrated into reinforcement learning algo-
rithms, as the nature of reinforcement learning itself involves causal sequences that require
the transmission of historical information for training the next step. Although early models
like Long Short-Term Memory (LSTM) [6] and Gate Recurrent Unit (GRU) [7] have been
used in reinforcement learning, the Transformer [8], with its powerful memory function,
is now being embedded into reinforcement learning. However, due to the peculiarities
of Transformer model training, it requires substantial data and computational resources.
Current research on the combination of Transformer and reinforcement learning primarily
focuses on integrating the Transformer into the training process of traditional reinforcement
learning algorithms and addressing the issue of mismatch. Based on this, the proposed
algorithms include GTrXL [9] and CoBERL [10]. However, this simple integration has
not only failed to address the existing problems in traditional reinforcement learning, but
has also introduced new issues, such as unstable Transformer training and the need for
extensive datasets.

With the introduction of the Decision Transformer (DT) [11] algorithm, a new domain
has been opened up in the training of reinforcement learning. The underlying framework
of the original reinforcement learning training, namely the Markov decision process, is
abandoned. Instead, the language model is directly employed as the training framework
for reinforcement learning, and the training process is conducted based on the GPT model.
This aims to find the optimal trajectory and solve the reinforcement learning problem.
Since language models often need to be built on large data sets for training [12], this model
method can only be applied to the field of offline reinforcement learning. Because of its
simple structure and being suitable for text generation tasks, the GPT model has excellent
performance in the optimal trajectory generation of reinforcement learning. However, the
model also has unreasonable aspects, leading to a lack of interpretability in the model.
During the training process of DT, the entire offline trajectory is used directly as the training
data input for GPT, serving as historical information to predict the optimal action at the next
time step. However, when the DT model outputs this optimal action, it also includes the
next time step’s state and reward information in the output. State and reward information
change automatically during the reinforcement learning training process in conjunction
with the action, and should not be considered as model outputs to calculate the loss function.
Additionally, these extra outputs increase the training difficulty of the model because the
performance of a language model itself depends on the length of the input sequence.
Introducing unnecessary input–output pairs will reduce the training effectiveness of the
model. We will provide a detailed introduction to DT in the related work and validate
its shortcomings.

In order to explore more possibilities for combining language models with reinforce-
ment learning and enhance the adaptability of the model to the reinforcement learning
training process, this paper proposes a novel intelligent agent training model based on a
text translation model in the context of training game AI in offline reinforcement learning.
The main contributions of this paper are as follows:

• A novel sequence-decision-based reinforcement learning method: We introduce the
ATT network model, which is built upon the Sequence to Sequence model structure
used in text translation tasks. It predicts actions based on observable scene information,
utilizes the Transformer model to identify trajectories with the maximum reward
return in different game environments, and is the first to employ the translation task
framework to align with the reinforcement learning task.

• Encoding form adapted for text translation models: We devise a unique encoding form
based on the original elements of reinforcement learning (state, action, reward) and
introduce positional information to tailor it for the language model’s training process.
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• Based on a review of the existing literature, we analyze future development directions
and challenges from the perspectives of reinforcement learning algorithms and other
tasks in the field of natural language processing. The purpose of this discussion is
to help researchers better comprehend the key aspects of combining reinforcement
learning with large models and encourage the application of more language models
in reinforcement learning tasks.

The structure of the subsequent sections of this paper is as follows: In Section 2, we
will introduce the relevant background knowledge and theoretical system of reinforcement
learning and natural language processing. We will briefly highlight algorithms that perform
well in the combined field. In Section 3, our focus will be on introducing the ATT model,
covering the problems it addresses, details of the method design, model architecture, and
the training and inference processes. In Section 4, we will conduct specific verifications
of ATT experiments, including an introduction to the experimental environment and an
analysis of the experimental results. In Section 5, based on a summary of existing methods
and the proposed method in this paper, we will discuss future research directions and
challenges of combining reinforcement learning with NLP.

2. Background

From the initial proposal of the Markov theoretical system, based on Bellman’s opti-
mal equation, various methods have been suggested to tackle the reinforcement learning
problem. With the advent of deep learning, Convolutional Neural Networks (CNN) found
application across diverse fields. Simultaneously, reinforcement learning capitalized on
the neural network’s capacity for processing high-dimensional problems. It mapped some
of the original complex multi-dimensional problems onto neural networks, leading to the
development of highly efficient deep reinforcement learning algorithms. In recent years,
NLP models have experienced rapid development, prompting an increasing number of
researchers to explore the potential combination of language modeling with reinforcement
learning. In this section, we will briefly introduce the relevant theoretical foundations of
reinforcement learning and natural language processing. Concurrently, we will outline
various attempts made by researchers to integrate the two fields. Finally, we will introduce
the Decision Transformer, a highly successful model that combines NLP and RL. This
model will serve as a key point of comparison, and we will explain its relevant structure
and theory to facilitate understanding of the subsequent improvements made in this paper.

2.1. Markov Decision Process (MDP)

Reinforcement learning centers around the sequential decision-making process in the
interaction between an agent (as the subject) and the environment (as the object). In a
specific environment, there exists an agent capable of perceiving the current environmental
information and generating actions based on this information. These actions lead to changes
in the observed environmental information for the agent and, simultaneously, a reward
signal is provided to the agent when the environmental state undergoes a change. This
process continues until the agent ceases its actions or the environment reaches a terminal
state. The objective of reinforcement learning is to train the agent’s action policy, enabling
it to attain the maximum cumulative reward during interaction with the environment [13].
MDP is a classical model for intelligent decision-making. Its core theory posits that if the
future state of a state is independent of its past state, i.e., it depends solely on the present
state, then this state possesses the Markov property. We define the information involved in
this process as follows:

• S: a finite set of states, where si represents the state at step i.
• A: a finite set of actions, where ai represents the action at step i.
• Ps,a: the probability of state transition, which denotes the probability of transitioning

to other states given the action a in the current state s.
• R: the immediate or expected reward obtained from the state transition.
• γ: the discount factor that adjusts the influence of future rewards on the current state.
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Thus, MDP can be represented as a quintuple:

M = (S, A, Ps,a, R, γ) (1)

Due to the existence of the reward value R, the action a chosen by the agent is no
longer random, but is aimed at obtaining the maximum cumulative reward. The state
transition in this system is determined by both the current state st and the action taken
at, the next state st+1 is determined by the transition probability model P(st+1|st, at), and
the reward value rt obtained at the current time is also determined by the probability
distribution P(rt|st, at).

2.2. Reinforcement Learning Algorithms

Currently, mainstream reinforcement learning algorithms train agents based on mod-
eling the environment with MDP. When agents need to make actions interacting with
the environment, they either follow the current policy or use the current value function.
In deep reinforcement learning, policies and value functions are often parameterized by
variables in deep neural networks. Subsequently, gradient-based methods are employed
for optimization. Loss is calculated using a loss function, followed by backpropagation to
update network parameters until the value or policy function meets the training objectives.
Based on the mentioned training approaches, mainstream reinforcement learning methods
can be categorized into three major classes: Value-Based, Policy-Based, and Actor-Critic
algorithms that simultaneously rely on both policy and value functions.

Value-Based: This method requires us to define a value function. For tasks with a
small state space and action space, we can use a tabular form to represent the value function,
such as Q-Learning. It optimizes a state-action value table where each data entry represents
the immediate reward obtained by taking action a in state s, denoted as Q(s, a). The core
update formula is as follows:

Q(st, at)← Q(st, at) + α[rt + γ max
at+1

Q(st+1, at+1)−Q(st, at)] (2)

Here, α represents the update step size, and the value function Q(st, at) is continuously
updated through iterations until convergence. Based on the action-value function, the
optimal action in a certain state can be selected. In high-dimensional and complex envi-
ronments, using a table alone is insufficient to represent all states and actions. Therefore,
we use neural networks to fit the value function, leading to the birth of the classic deep
reinforcement learning algorithm, Deep Q-Network (DQN) [14], which uses parameters θ
to approximate the value function. Subsequent Value-Based algorithms mainly focus on
further optimizing the direction of reducing errors and improving sample learning effi-
ciency.

Policy-Based: Unlike value-based methods, policy-based methods directly learn
parameterized policies πθ . This allows us to avoid the need to solve the value function
for each action in the space. Therefore, this method is suitable for solving problems with
high-dimensional or continuous action spaces. It intuitively improves the performance of
the policy πθ in the parameter space through gradient ascent methods and policy iteration
updates, achieving the maximization of cumulative rewards. For example, the Policy
Gradient (PG) [15] algorithm has the objective function to maximize the expected return by
adjusting θ, represented as follows:

J(πθ) = Eπ∼τ [R(τ)] (3)

In the above equation, τ represents a complete trajectory from the beginning to the
end, π represents the current policy of the agent, and π ∼ τ represents the action trajectory
of the agent sampled under this policy. For this maximization problem, we use the gradient
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ascent algorithm to find its maximum value, and the optimization formula for parameter θ
is as follows:

θ∗ = θ + α∇J(πθ) (4)

The essence of policy-based algorithms lies in determining the gradient of the final
return function J(πθ) with respect to θ, commonly referred to as the policy gradient. This
forms the basis for the optimization of various mainstream policy-based algorithms like
PPO, TRPO, etc.

Actor-Critic: This approach, which integrates both policy and value, concurrently
learns an actor function and a critic function. The actor function serves as the agent’s policy
function π(·|s), determining the action the agent will take in the current state. Meanwhile,
the critic function functions as the state value function, providing an assessment of the
action taken by the agent [16]. In this context, the Actor network is implemented using the
policy gradient algorithm. For the Critic network, the Actor-Critic algorithm adopts the
bootstrap method for estimating the Q-value function, and it learns the Critic function by
minimizing the temporal-difference error, with the loss function given by:

JQ = (rt + γQ(st+1, at+1)−Q(st, at))
2 (5)

where the action at+1 is obtained by sampling the current policy πθ in state st+1. Algo-
rithms arising from the Actor-Critic base such as A3C are also important algorithms in
reinforcement learning.

2.3. Transformer

The Transformer was introduced by the Google Brain team in 2017 to address the
limitation of parallelizing computations using RNN in NLP. RNN-based models faced
inefficiency issues due to their inability to parallelize, making them less effective. The
Transformer is a deep learning model built entirely on the self-attention mechanism. In NLP
tasks, when dealing with text input data after Tokenization and Embedding processing,
RNN structures would require feeding each token individually into the model. This is
because RNNs rely on hidden state information passed from the previous input for each
subsequent input. However, the attention mechanism in the Transformer allows the entire
sequence to be input into the model. It ensures the sequence’s order by introducing
positional coding information and utilizes masking to facilitate parallel training. The
Transformer’s increased complexity results in higher accuracy and performance compared
to RNN. The basic structure is illustrated in Figure 1:

Figure 1. The overall framework of the Transformer model consists mainly of Encoders and Decoders.
It is composed of six small Encoder and Decoder structures. The Encoders on the left process
contextual text and calculate correlations between texts using the attention mechanism. On the right,
the Decoders handle textual correlations for text output. The output form varies depending on the
type of task.
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Taking the text translation task as an example, during the pre-training stage, the input
text data undergoes a series of steps. Firstly, the text is tokenized, breaking it into a sequence
of words. Subsequently, the words are vectorized through embedding, where each word
is input, and a corresponding vector is output. Before feeding these embedded vectors
into the Transformer model, they are further encoded with position-related information.
This positional encoding can be manually computed by presetting the positional encoding
information. Following this, self-attention is computed for each position, expressing the
correlation between different positions by calculating attention values for each position
relative to other positions. The underlying principle is that when attention is given to data
in the current position, information from other positions is also considered. The attention
mechanism regulates the extent to which attention is given to other positions. The formula
for calculating self-attention is as follows:

Attention(Q, K, V) = so f tmax(
QKT
√

dk
)V (6)

where Q (Query), K (Key), and V (Value) are obtained by multiplying the encoded matrix by
a weight matrix, and dk is the dimensionality of our data after encoding. The self-attention
mechanism allows positions to be interconnected, addressing the challenge of forgetfulness
associated with longer sequences in the original LSTM and GRU models.

Another significant factor enabling parallel training in the Transformer is the introduc-
tion of the Mask mechanism. In the Decoder side, we input the translated text as a whole,
but the Mask restricts the visibility of future words when predicting the word at a specific
position. This approach ensures that the model leverages information from preceding
words to make predictions for the current position, enhancing its ability to utilize previous
context effectively during parallel training. By preventing the model from accessing actual
future data during parallel training, this method maintains training effectiveness.

2.4. Transformer in RL

Reinforcement learning provides a mathematical framework for solving sequential de-
cision problems and determining optimal actions through formulas. A persistent challenge
in reinforcement learning is sample utilization. Inadequate sample utilization necessitates
more training data and increased agent-environment interactions, significantly raising
algorithm training overhead. This limitation hampers the agent’s ability to learn an effec-
tive policy. Researchers have proposed various solutions to address this issue, including
the utilization of buffers, autonomous construction of environment models, and more.
However, most RL architectures are built upon methods related to supervised learning and
semi-supervised learning. In high-dimensional scenarios, CNN serves as a function approx-
imator, while for partially observable environments or situations requiring information
retention, RNN processes the feature information.

The Transformer model has garnered considerable attention since its introduction,
demonstrating superior performance compared to CNN and RNN. It exhibits excellent
capabilities in handling long sequence problems, possesses strong scalability, and has
evolved into a prevalent paradigm for numerous supervised learning tasks. Consequently,
researchers have initiated efforts to apply the Transformer architecture to the realm of
reinforcement learning.

Analogous to the use of neural networks in RL, researchers initially attempted to
employ the Transformer as a function approximator in RL algorithms. However, merely
substituting Transformer for LSTM in reinforcement learning yielded poorly trained models.
Mishra et al. [17] explored the application of Transformer to various simple RL tasks (e.g.,
Bandit task, tabular version of Markov process) and found that the performance only
matched that of the as-you-go policy. The main reasons for this were analyzed as follows:

• The training parameters of Transformer are complex and demand substantial data and
computational resources to converge, while RL itself suffers from low sample utilization.
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• RL receives state observation information sequentially in chronological order, and the
order is not explicitly given but must be learned by Transformer.

• RL algorithms are highly sensitive to the architecture of deep neural networks.

These challenges hinder the effectiveness of Transformer in the original framework of
reinforcement learning. In 2019, Parisotto et al. [9] proposed the GTrXL framework, lever-
aging the capability of Transformer-XL [18] to learn more than a fixed-length dependency
without disrupting temporal coherence. The modified structure of GTrXL demonstrated sig-
nificant improvement over LSTM in environments requiring long-term memory, effectively
addressing various long and short-term memory requirements. Simultaneously, this new
network structure can be combined with various strategies, rendering Transformer more
suitable for the optimization process of reinforcement learning. The GTrXL framework
established a baseline for using Transformer in reinforcement learning, prompting the emer-
gence of subsequent approaches that build upon it. For instance, Adaptive Transformer
in RL [19] enhances the efficiency of the original framework by increasing the memory
size of GTrXL and employing Adaptive Attention Span. Ultimately, it maintains similar
performance to the original GTrXL with a notable increase in training speed and a reduction
in resource consumption. CoBERL [10], inspired by the self-supervised training task of
mask prediction in BERT, combines GTrXL and LSTM using Trainable Gate. It integrates the
two-way mask prediction self-supervised task and BERT’s comparison learning method,
resulting in improved learning outcomes for this combined model.

All the aforementioned approaches operate within the original RL framework, aiming
to investigate the adaptability of Transformer in RL and optimize the training setup to
mitigate the impact of Transformer’s inherent challenges on the training task. Essentially,
they continue to address the reinforcement learning problem by solving the value function
or the policy network. In the following, we will introduce a novel concept that maximizes
the advantages of Transformer in solving sequence problems. This approach discards the
traditional RL framework and has shown remarkable results.

2.5. Decision Transformer (DT)

The DT model was introduced in 2021 by Lili [11] and collaborators, pioneering a
novel approach to integrating NLP models with reinforcement learning. Previously, the
utilization of the Transformer in reinforcement learning primarily involved substituting
a portion of the structure within the reinforcement learning algorithm, while the overall
training framework still adhered to the principles of MDP. The DT algorithm distinguishes
itself from traditional reinforcement learning in that it employs Transformer to directly
learn the actions that the intelligent agent should take to achieve the desired reward, rather
than focusing on learning strategies or value functions.

To align with the Transformer structure, DT processes the training data differently. For
the traditional trajectory (s0, a0, r0, s1, a1, r1, s2, . . . , st, at, rt, st+1), it needs to be transformed
into the following format:

τ = (R̂0, s0, a0, R̂1, s1, a1, . . . , R̂t, st, at) (7)

Here, a and s represent actions and states at a given moment, as in the original
definition. However, R̂ is not an immediate reward; instead, it represents the cumulative
reward that can be earned from the current state to the end of the trajectory (Returns-to-go).
This definition enables the conversion of reinforcement learning into a supervised learning
form for training. The training framework is illustrated in Figure 2.

We input the encoded sequence data as a token (the row of circles beneath the Embed-
ding layer in Figure 2) into our Transformer. Here, three elements of the same moment
(R̂t, st, at) share the same positional information since these data come from the same
moment. We model the joint distribution of the total return, state, and action trajectories
for subsequent trajectories through Transformer. During training, we use a mask to hide
the subsequent information of the current moment. This ensures that the Transformer
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can only use historical trajectories to infer the current action to be executed and output
it. The optimization goal is the difference between predicted actions and real actions,
using cross-entropy if the action is discrete and mean square error (MSE) if the action
is continuous.

Figure 2. DT structure, which models reinforcement learning using a generative task approach, based
on a sequence of inputs (R̂, s, a), with the entire sequence output intact at the output.

After training the network, we input the maximum reward value of the environment
as our target reward (a priori knowledge). We then input the network and the current
state, performing the derivation to obtain a trajectory that can yield the target reward. The
outlined process represents the fundamental flow of the DT structure.

3. Action-Translator Transformer
3.1. Problem Description

The DT algorithm introduces a novel approach to solving reinforcement learning
problems using NLP methods. Since the language model utilized demands extensive
datasets for training, in online reinforcement learning, the data collected by the sample
pool is often insufficient to support the training of the language model. Therefore, this
method is primarily applied to offline reinforcement learning scenarios, leveraging a large
repository of offline sample data to facilitate model training. In the DT algorithm, the
model employed for training follows a GPT structure—a simplified version compared to
the original Transformer, consisting of multiple Decoders stacked together. The structure is
illustrated in Figure 3.

Figure 3. The language model (GPT) used in DT, which contains only one part with respect to
Transformer, for the input of a text, predicts that text sequence in its entirety and is suitable for text
generation tasks.
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The GPT language model adopts a unidirectional structure without a clear distinction
between Encoder and Decoder. To accommodate the input into the model, DT processes
offline trajectory data into a single trajectory, i.e., a sequence of (R̂t, st, at), which is then
used for model training after incorporating position encoding information. The training
process resembles a text generation task, where the DT predicts the output reward sum R̂,
state s, and action a simultaneously for the next position based on the preceding sequence.
However, considering the spontaneous changes in state transfer and reward feedback
information during actions in reinforcement learning environments, treating them as
predictive outputs seems unreasonable and redundant. We assess the impact of the model’s
output on state s and reward sum R̂ in optimizing the model by modifying the loss function
in the DT optimization process. The two loss functions employed are:

L1 =
1
n

n

∑
i=0

(a
′
i − ai)

2 (8)

L2 =
1
n

n

∑
i=0

[(a
′
i − ai)

2 + (s
′
i − si)

2 + (R̂
′
i − R̂i)

2] (9)

where a
′
i, s
′
i and R̂

′
i are our predictions.

We analyze results within the original DT experimental environment, and detailed
information about the setup will be provided in Section 4.1. We optimize the DT model
using two different loss functions (L1 and L2), denoted as DT (L1) and DT (L2), respectively.
We compare the two DT models using offline datasets of varying qualities (introduced in
Section 4.2), calculating the total reward values obtainable from the predicted trajectories
of the models after 100k training steps. The results are shown in Table 1.

Table 1. Performance results of DT with different types of loss functions.

Environment Dataset DT (L1) DT (L2)

Walker
Medium 74.0 73.1

Medium-Expert 108.1 108.3
Medium-Replay 66.6 67.2

Hopper
Medium 67.6 67.0

Medium-Expert 107.6 108.0
Medium-Replay 82.7 78.4

Observing the experimental results, we can conclude that incorporating the predicted
output of the reward sum R̂ and environmental state information s into the loss function
does not lead to an improvement in the model’s predictions. Despite adapting the GPT
structure used by the DT algorithm to the required input data format for training, it
still outputs sequence data in the same format as the input, predicting the generation of
additional redundant information (R̂, s). For the reinforcement learning task, our primary
goal is to obtain the optimal action maximizing the reward for the intelligent agent. In this
paper, we will focus on experiments related to this specific problem.

3.2. Model Formulation
3.2.1. Basic Introduction of the Model

We have devised a novel reinforcement learning sequence decision model called the
Action-Translator Transformer (ATT) for the task of generating reinforcement learning
sequence trajectories. This model leverages existing trajectory data to learn the relationship
between the target reward and the trajectory. It learns sequences that lead to the target
reward, allowing the generation of corresponding trajectories based on a user-defined target
reward value. This approach aims to achieve the maximum target reward in the current
environment, completing the reinforcement learning task. Similar to DT, ATT directly
models trajectory data and avoids the training instability associated with bootstrapping
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and iteration, eliminating issues related to MDP-based reinforcement learning errors (refer
to Appendix A).

To ensure that our model focuses solely on predicting actions without providing
additional environment and reward information, we draw inspiration from the field of
NLP, specifically the text translation problem. We conceptualize the training process as a
translation task, transforming state and reward information into the corresponding actions.
As illustrated in Figure 4, we define a target reward value (the maximum reward value
of the environment) based on environment-specific information or prior knowledge. This
target reward value, along with the current environment state information, is inputted into
our ATT model, which then predicts the action to be performed. After interacting with
the environment to update the state and receive instant rewards, we update the historical
trajectory information, the current target reward value, and the current state information.
This process is repeated, predicting the next action until reaching a termination state or
satisfying the target reward. This outlines the fundamental process of using ATT to predict
optimal actions and obtain optimal trajectories.

Figure 4. Schematic of the overall framework of the ATT model, abstracting the predicted actions
into text translation task solving. The details of the Action-Translator are shown in Figure 5.

Figure 5. Action-Translator Transformer overall model architecture.
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3.2.2. Overall Structure of the Model

To ensure that the model’s output consists solely of optimal actions while using the
environment and target reward as objective information for training, we leverage text
translation task processing. We opt for the Transformer structure, encompassing both the
encoder and decoder sides, as illustrated in Figure 5. To establish a connection between the
reward information and context, we employ the reward treatment from DT, recalculating
immediate rewards in offline data as the total reward obtained from the current moment to
the end of the trajectory. Considering our dual-end structure, the intelligent agent observes
the target reward value and current environment state information, serving as the input
for the encoder side (i.e., as global information for the intelligent agent). The decoder
side, responsible for action prediction output, undergoes different input forms during the
pre-training and inference phases. The specific processes for training and inference will
be detailed below. Moreover, as our model’s overall structure is based on the Transformer,
a substantial dataset is required to meet the model’s training needs, making it primarily
suitable for offline reinforcement learning tasks.

Our model follows the Sequence-to-Sequence style, comprising an encoder side and
a decoder side. The encoder side consists of six encoders stacked together, receiving
the encoded and masked global environment information (s, R̂) and inputting the result
into our decoder side. The decoder side also comprises six stacked decoders, primarily
conducting the action prediction learning process. It accepts the encoded and masked
action (a) sequence information and predicts the next action based on the observable action
and global environment information input from the encoder side, completing the decision-
making process for reinforcement learning. This framework represents the overall structure
of the ATT model, adopting the Transformer model architecture format. It is divided into
an encoder side and a decoder side, each with its corresponding encoding structure. Data
are input into the encoder and decoder sides from the initial encoding module, with the
final action prediction output through the linear layer in the decoder side.

3.2.3. Model Details

Target Reward: As we employ offline reinforcement learning data, traditional re-
inforcement learning sample data are stored in the format of (st, at, rt). However, the
Transformer model is designed to train sequence data containing contextual information.
Therefore, it is necessary to establish a connection between the data and, simultaneously,
segment the data into appropriate lengths for the Transformer network to facilitate learn-
ing. The representation of offline reinforcement learning trajectory data are shown in the
equation below:

τ = (. . . , st−1, at−1, rt−1, st, at, rt, st+1, at+1, rt+1, . . . ) (10)

where s represents the state information at a certain moment, a represents the action
information at a certain moment, and r represents the instant reward information at a
certain moment. Such trajectory data can only represent the relevant information at each
moment, and it cannot be used as the training data for the Transformer model to learn
contextual information. Therefore, we need to process the data. We retain the original
forms of s and a in the trajectory data, and process r. We represent r in a new form, denoted
as R̂, calculated as follows:

R̂t = rt + rt+1 + rt+2 + · · ·+ rend (11)

The information represented by R̂t is the total reward value available from the current
moment to the end of the trajectory. This transformation establishes a link between the data
at different moments, and the trajectory history data are processed into the following form:

τ̂ = (R̂0, s0, a0, R̂1, s1, a1, . . . , R̂t, st, at) (12)
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Although the Transformer can handle long sequences of text, it is also sensitive to
sequence length limitations. Therefore, we need to preprocess the trajectory data into
segments of length K that the model can accept. In cases where the original trajectory is
shorter than K, we fill the remaining positions with zeros.

Embedding: After processing, the data can meet the training requirements of the
Transformer. Following the flow of a text translation task, we need to encode the processed
data. We use a fully connected layer to encode the state s, action a, and target reward
R̂. Utilizing the dual-end structure of the Transformer, we concatenate R̂ and s to form a
sequence on the encoder side, encoding it as observable environmental information during
action translation. On the decoder side, the sequence composed of a is encoded as the
predicted output control of our model. We input the real action information as the target
prediction into the decoder side, because we employ the Teacher-Forcing training method,
a parallel training method of Transformer, which will be explained in detail later. Here, we
only introduce the input form. Both the input-side coding layer and the output-side coding
layer use a fully connected layer structure, as shown in Figure 6.

Figure 6. Encoding process of the original input in Encoders and Decoders.

Positional Encoding: During the training process of the Transformer network model,
it is essential to introduce positional information to enable the model to perceive the relative
positions of elements in the sequence. As our reinforcement learning trajectory data already
includes temporal information, i.e., it corresponds to a specific time step, we can directly
use the time step as our positional information. Considering a complete trajectory as
a timeline, sequentially numbered starting from zero, we input the position encoding
function to generate the positional encoding information. Our position encoding method
involves creating a coding matrix that maps a certain range of numbers to unique vectors,
which serve as the encoded positional information. The network structure details of the
encoding part are illustrated in Figure 7. Following the encoding of positional information,
we directly sum the position information encoded at each time step with the Encoder
Observations and Encoder Actions obtained in the previous step. The objective of this
step is to incorporate temporal information into our training data, facilitating the model
in learning the causal sequence information of the entire trajectory. This encompasses
understanding the distinct state transition relationships between time nodes and changes
in reward information.
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Figure 7. Flowchart of location information encoding.

Mask: After data preprocessing and the introduction of positional information, we
obtain the data required to meet the training needs of the Transformer. At this stage, it is
essential to consider the distinction between the model during the Training phase and the
Inference phase—ensuring consistent contextual data forms. During the Training phase,
using offline trajectory data, a complete trajectory is known. Therefore, the inputs on both
the encoder and decoder sides are segments extracted from the entire trajectory. However,
in the Inference phase of Reinforcement Learning, actions are initiated from a random
state, extrapolating trajectory generation, and this process cannot observe global trajectory
information. To align the tasks in the Train and Inference phases, and to cater to the lack
of global trajectory information in the Inference phase, we need to introduce the Mask
mechanism. Masks are applied to both the encoder and decoder sides, taking the form of
upper triangular matrices. This ensures that, at a given time point, the intelligent agent can
only use information from that specific moment and preceding moments to predict actions.

The input data from both Encoders and Decoders undergo Mask processing, as il-
lustrated in Figure 8. Each sample input transforms into a square matrix, and each row
of the matrix has certain information masked out. This masking is crucial for achieving
parallel training using the Transformer. In the matrix, each row corresponds to a predicted
output, and the predicted value in each row is the first value that has been masked out in
the current row. When predicting an action at a specific time, only the real information
before that point in time is used. This training approach is known as Teacher-forcing [20],
a method effective in avoiding unstable network training and accelerating convergence.
Employing this method allows us to simultaneously train predictions for each position in a
sample, thus expediting the model’s convergence.

Figure 8. Mask mechanism for vectors.

The incorporation of the Mask mechanism enables our model to undergo parallel
training across multi-dimensional matrices for multiple time points, expediting the training
process. The training method under the Mask mechanism is shown in Figure 9. Moreover,
it facilitates the alignment of task types between the training and testing phases. In the
Inference phase, where the complete sequence of future actions is unknown, aligning the
tasks ensures that our model performs optimally in prediction scenarios.
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Figure 9. In the Teacher-forcing-based training process, the encoded data undergo Mask processing,
marking the data after a specific point in time as invisible. The data input into the subsequent steps
contains only the information before that point in time. After the encoding and decoding of the
known information, and finally through the linear layer of decoding, we obtain the corresponding
time point of the action at and the predicted value a′t. Subsequently, we can optimize the model based
on the loss of the action. The details of the loss model are shown in Equation 8.

Encoders–Decoders: The data subjected to Mask processing is subsequently input into
the Encoders and Decoders, constituting the standard Transformer structure. Both Encoders
and Decoders consist of several small structures stacked together, with the architectural
intricacies depicted in Figure 10, following the design outlined by Vaswani et al. [6].

Figure 10. The internal structure of Encoders and Decoders comprises numerous smaller encoder
structures. These smaller encoders encompass attention calculations and various network layer
structures. The output of the last small encoder is then transmitted to each small decoder to engage
in attention calculations within the encoder. Ultimately, the final output is derived from the last
small decoder.
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Each small Encoder incorporates a Multi-Head Attention calculation, employed to
compute the similarity between the current state of the agent’s environment and the state in
the preceding sequence. Additionally, a Feed Forward component is included, facilitating a
linear transformation that maps the data to a high-dimensional space and subsequently to
a low-dimensional space, enabling the extraction of more profound features.

In Decoders, unlike in Encoders, two Multi-Head Attention computations take place.
In the second computation, the environment feature information from the agent, outputted
by the Encoders, serves as both Q and K in the Attention computation. This allows our
model to learn the action output based on the environment information.

Action Decoding: After obtaining the data output from the Decoders, we have com-
pleted the process of action prediction. The actions at this stage are high-dimensional
encoded actions that need to be decoded. In this experiment, we directly use a linear
layer to transform the corresponding high-dimensional actions into the dimensions of the
intelligent body’s actions in the current environment, representing the final output of the
predicted actions.

3.2.4. Training and Inference

The whole training process of ATT we can summarize as Algorithm 1.

Algorithm 1 ATT training, optimize network parameters based on offline trajectories

1: Input: Data set D = {(st, at, rt)}
2: R̂t ←− rt + rt+1 + rt+2 + · · ·+ rend
3: Initialize weight θ, training iterations I, step size η, batch size B, the state embedding

matrix Ws ∈ R(dR̂+ds)×B, the action embedding matrix Wa ∈ Rda×B

4: for i = 1 to I do
5: Stack (R̂, s)
6: Embedding: (R̂, s)emb ←−Ws × (R̂, s)
7: Embedding: aemb ←−Wa × a
8: Positional Encoding
9: Encoders←− (R̂, s)emb + P(t)

10: Decoders←− aemb + P(t)
11: Masked
12: Train
13: Output a′

14: loss←− L(a′, a)
15: θ ←− θ + η∇L(θ)
16: end for
17: return θ

At the beginning of training, for the offline dataset samples, firstly, r in the sample
data are calculated as R̂, and the samples are processed to a specific length. After encoding
and introducing the position information, they are processed by Mask and then entered
into the Transformer for training using the Teacher-forcing method. The prediction of the
action a′ is then compared with the original input action sequence a to calculate the loss for
optimizing the model. The complete pre-training process of ATT is outlined above. The
loss function used here is given by Equation (8).

The Inference process of ATT, we can summarize as Algorithm 2.
The Inference of the ATT model is mainly derived using self-regression, where for each

prediction, the model’s output is used as input for the next prediction. By initializing the
model with the necessary information, we continuously utilize the model to predict actions
and generate trajectories. Eventually, we obtain the target trajectory based on our initial
settings. During this process, the inputs to the model include the cumulative target rewards,
where we set the maximum possible reward value R̂ (as the ultimate goal of reinforcement
learning is to achieve the maximum reward in the current environment) based on prior
knowledge or environmental information. The initial state of the environment s is obtained
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directly by initializing the environment. We initialize the action a on the decoder side and
input all this information into the encoder and decoder sides according to the input mode
during the training process after padding operation. Specifically, R̂ and s are input into the
encoder side as global observable information and then passed to the decoder side after
going through the Mask and Encoders.

Algorithm 2 ATT inference, generate full trajectories based on target rewards

1: Initializeenv()
2: Initialize R̂, s, a, step = 0, length, G = 0
3: Padding
4: while s not equal to end or step<length do
5: Positional Encoding
6: Encoders←− (R̂, s) + P(t)
7: Decoders←− a + P(t)
8: Masked
9: Output anext

10: rnext, snext ←− env(anext)
11: R̂←− R̂− rnext
12: G ←− G + rnext
13: step ← step + 1
14: end while
15: return G

The next action is predicted at the decoder side based on the input historical action
information a and the global observable information from the encoder side. After the model
outputs the next action anext, we execute anext in the current environment. At this point,
our environment changes to snext due to the agent’s interaction behavior, and we obtain
the instant reward rnext. Based on this instant reward, we update the expected reward
sum R̂t and then add the newly obtained anext, R̂next, snext to the existing sequence as the
observable data for predicting the next action. This process continues, and eventually, based
on our artificially set expected reward sum R̂, we obtain a complete trajectory. Through the
accumulation of instant rewards r obtained during the process, we can calculate the total
reward sum of the trajectory, G, and evaluate the strengths and weaknesses of our model.

4. Experimental Validation

Because both our ATT and DT utilize sequence modeling to address offline reinforce-
ment learning tasks, we will compare them with DT and some classical offline reinforce-
ment learning algorithms in a specific experimental setting to analyze the strengths and
weaknesses of our models.

4.1. Experimental Environment

The experiment utilizes the Mujoco [21] simulation environment within the Gym envi-
ronment. This environment incorporates a comprehensive robot motion engine, providing
detailed motion information for each component of the intelligent agent. It encompasses
the state information of the agent, along with reward-related settings, making it suitable for
training in reinforcement learning tasks. The environment offers a variety of task scenarios,
and the experiment specifically involves conducting assessments in the Hopper, Walker2D,
and HalfCheetah environments. The experimental scenario is illustrated in Figure 11.
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Figure 11. The Hopper, Walker, and HalfCheetah environments represent versatile experimental
scenarios within a general-purpose physics engine. This engine is specifically designed to support
various domains, including robotics, biomechanics, graphics and animation, machine learning, and
other fields requiring precise simulation of articulated structures interacting with their environment.

Hopper: This environment features a single-legged robot with four main body parts:
torso, thighs, legs, and feet. The robot’s motion involves the control of three joints to
execute a jumping maneuver. The state observation encompasses angular velocity, joint
angles, and coordinates. The action space is defined by the control values for the three
joints, and rewards are provided based on the robot maintaining an upright posture and
successfully propelling forward.

Walker: In this environment, the robotic body features two complete legs and is
composed of four main components: torso, thighs, legs, and feet. Unlike Hopper, the
intelligent body in this scenario has two legs and two feet. The state observation space is
similar to that of Hopper, while the action space expands in spatial dimension due to the
increased number of joints in the intelligent body. Reward feedback is obtained when the
intelligent agent maintains an upright position and successfully propels forward.

HalfCheetah: This environment involves a two-legged robot that exhibits animal-like
movements and endeavors to progress within the plane defined by its legs. The state
observation space encompasses the angles, angular velocities, and coordinates of the joints.
Similarly, the action space includes control information for the joints. Reward feedback is
provided when the intelligent agent maintains an appropriate upright posture and moves
in the correct direction.

In the second segment of the experiment, we utilized the Maze2D game environment,
focusing on a navigation task. The objective of the test is to discover the shortest path to
the target point by integrating sub-optimal trajectories with the Offline RL algorithm. This
environment comprises three game scenarios: Umaze, Medium, and Large, each featuring a
maze structure illustrated in Figure 12. The primary evaluation of the model’s performance
revolves around its capacity to concatenate sub-optimal trajectories to efficiently find the
shortest path to the target point.

Figure 12. Umaze, Medium, and Large three maze environments, Maze2D is a navigation task. The
test goal is to find the shortest path to the target point by combining the sub-optimal trajectory with
the offline RL algorithm. In the illustration, the green dots represent the current position of the agent,
while the red dots indicate the target points that the agent needs to reach.

4.2. Dataset

The dataset utilized in this experiment is sourced from the Python data package
D4RL [22]. It encompasses the complete action trajectory of an agent in the Mujoco
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environment under Gym, incorporating the state information s of the agent at a specific
moment in time, the action information a taken by the agent, and the instantaneous rewards
r acquired by the agent. The dataset is structured as (st, at, rt). Within this package, various
trajectory data types are available for the same game environment, originating from diverse
data collection methods. For this experiment, the focus is primarily on three data types:

• Medium dataset: A strategy network is trained online using Soft Actor-Critic (SAC),
and the training is prematurely terminated to collect 1M samples from this partially
trained strategy.

• Medium-replay dataset: Comprising all samples recorded in the replay buffer during
training until the policy achieves a “medium” performance level.

• Medium-expert dataset: This dataset introduces a “medium-expert” dataset by blend-
ing an equal amount of expert demonstration and sub-optimal data. The latter is
generated either by partially trained strategies or by expanding a uniformly random-
ized strategy.

These three data types offer comprehensive coverage of the domains in which our
model is tested, allowing for a thorough evaluation of the model’s strengths and weaknesses.

Additionally, for the Maze2D environment, we trained the model using the tracks for
the three scenarios stored in the D4RL dataset. The performance is then compared with the
CQL and DT algorithms.

4.3. Experimental Results

We compare ATT with DT and several other key offline reinforcement learning algo-
rithms, including CQL [23], BEAR [24], BRAC [25], AWR [26], and BC [27]. Our ATT model
focuses on transformational tasks, DT is centered around generative tasks, and CQL is
recognized as a top-performing MDP-based RL algorithm. The experiments are conducted
in three Mujoco scenarios. For ATT, we configure both the stacked Encoder and Decoder
structures with six layers, set the learning rate to 1× 10−3, and establish the length of receiv-
able sequences (K) at the encoder and decoder sides to be 20. The sum of target rewards
(R̂) is determined based on historical trajectory data, with Hopper set to 3600, HalfCheetah
to 12,000, and Walker to 5000. After training for 100k steps under identical conditions, we
compare the effectiveness of various algorithms. To facilitate comparison, we normalize the
results using the training results of the SAC algorithm as the expert score and those of a
random strategy as the random score. The normalization formula used is as follows:

normalized = 100%× score− random
expert− random

(13)

The results of the experiment are shown in Table 2. The results of the DT are referenced
from [11], while the results of CQL, BEAR, BRAC-v, AWR, and BC are referenced from [22].

Table 2. Comparison of ATT with other offline reinforcement learning algorithms in Mujoco.

Dataset Environment ATT (Ours) DT CQL BEAR BRAC-v AWR BC

Medium-expert
Hopper 109.8 107.6 111.0 96.3 0.8 27.1 76.9
Walker 110.2 108.1 98.7 40.1 81.6 53.8 36.6

HalfCheetah 88.9 86.8 62.4 53.4 41.9 52.7 59.5

Medium
Hopper 68.4 67.6 58.0 52.1 31.1 35.9 63.9
Walker 82.0 74.0 79.2 59.1 81.1 17.4 77.4

HalfCheetah 40.3 42.6 44.4 41.7 46.3 37.4 43.1

Medium-replay
Hopper 79.3 82.7 48.6 33.7 0.6 28.4 27.6
Walker 68.7 66.6 26.7 19.2 0.9 15.5 36.9

HalfCheetah 36.3 36.6 46.2 38.6 47.7 40.3 4.3

The bold numbers in each row represent the best performance in the corresponding environment for that row.
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We compare ATT, DT, and CQL in three scenarios of Maze2D to investigate the model’s
ability to splicing sub-optimal trajectories. The results are shown in Table 3.

Table 3. Comparison of ATT with other offline reinforcement learning algorithms in Maze2D.

Environment ATT DT CQL

Maze2D-umaze 42.2 31.0 94.7
Maze2D-medium 13.7 8.2 41.8

Maze2D-large 10.2 2.3 49.6
The bold numbers in each row represent the best performance in the corresponding environment for that row.

4.4. Discussion

Based on the experimental results, we conclude that our ATT model exhibits com-
parable performance to DT, outperforming DT in most scenarios and settings. Moreover,
ATT surpasses many traditional offline reinforcement learning algorithms, demonstrat-
ing an ability to learn trajectories with superior reward payoff values. While CQL, an
offline reinforcement learning algorithm based on MDP, maintains a certain advantage, it
struggles with low data quality, unlike ATT and DT, which leverage sequence modeling to
enhance sample utilization in offline datasets. This allows them to learn effectively, even
from suboptimal offline data. These findings highlight the efficacy of using trajectory data
for decision-making in offline reinforcement learning. Our transformational modeling
approach in ATT yields better results compared to the generative model DT. Notably, ATT
places a greater emphasis on action output, separating the sequence of environmental infor-
mation from the sequence of actions. As a result, our model achieves superior performance
in the realization of suboptimal trajectory splicing compared to DT.

5. Conclusions

In our work, we explore a novel application of reinforcement learning in the domain
of Natural Language Processing (NLP), specifically focusing on the Text Translation Task.
Drawing inspiration from the original work on the Dual-Transformer (DT), we devise a
unique approach to data segmentation and encoding, tailoring it to meet the requirements
of bipartite training for the Transformer model in the context of offline reinforcement
learning. The designed ATT model structure incorporates a comprehensive set of Train and
Inference processes, ensuring consistent data distribution across different stages of the task
for effective training. By utilizing an input method that considers both the environment and
target rewards and predicts action values, our model aligns with the reinforcement learning
objective of identifying optimal actions and generally outperforms DT in various tasks.

Given that the combination of language modeling and reinforcement learning is still in
its early stages, and NLP is rapidly evolving with the emergence of more efficient models,
the potential for RL-NLP integration remains vast. In light of our model’s future research
direction, we identify key aspects for consideration:

• Target Reward Setting: In both ATT and DT, we adopt the supervised learning task
training approach, requiring the calculation of a target reward value as the trajectory
label for offline dataset training. Fluctuations in experimental results may be attributed
to the accurate setting of reward values. Future research should explore methods to
precisely set reward values or update them dynamically during training.

• Efficient Language Model Training: The language model, serving as the foundational
training architecture, demands a substantial amount of datasets for effective training.
While reinforcement learning can generate trajectory data through interaction, this
method is not applicable to online reinforcement learning due to efficiency concerns.
Investigating how to train the language model in an online interactive manner becomes
a focal point for future work, expanding the model’s usability.

• Exploration of Different NLP Models: The field of NLP boasts numerous powerful
models, each with distinct characteristics and adaptive capabilities. Future endeavors
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can involve experimenting with other high-performing NLP models, aligning them
with various reinforcement learning tasks, and further exploring the potential of
combining these technologies.
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Appendix A. Error Analysis of Reinforcement Learning Based on MDP

Take DQN, a classical deep reinforcement learning algorithm, as an example. In order
to adapt to the training scenario of higher dimensions of reinforcement learning, DQN is
an algorithm that introduces neural networks into reinforcement learning. It uses neural
networks to approximate fit the value function in reinforcement learning. TD algorithm
update goal is:

yt = rt + max
a

Q(st+1, a; W) (A1)

where rt is the immediate reward at time t, Q is the action value function, st+1 is the state
at the next time, and W is the neural network parameter. The Gradient Descent method is
used to update the weight of the neural network:

W ←−W − α · (Q(st, at; W)− yt) ·
∂Q(st, at; W)

∂W
(A2)

where α is the update step. The error in the updating process mainly comes from two
aspects: the use of maximization operators and the problems caused by bootstrap.

Appendix A.1. Maximization

For n real numbers: x1, x2, . . . , xn, we add noise with a mean of 0 to these n real
numbers to obtain: Q1, Q2, . . . , Qn. Because the mean value of noise is 0, it does not change
the mean value:

E[meani(Qi)] = E[meani(xi)] (A3)

In the above formula, mean represents the mean function, and meani(xi) signifies
taking the mean of the entire set of xi. Adding noise with a mean of 0 affects the maximum
value of the new real sequence:

E[maxi(Qi)] ≥ E[maxi(xi)] (A4)

In the above formula, max represents the maximum function, and maxi(xi) signi-
fies taking the maximum value over the entire set of xi. For the observed action value:
x(a1), x(a2), . . . , x(an), the motion value estimate with noise is obtained by DQN: Q(s1, a1; W),
Q(s2, a2; W), . . . , Q(sn, an; W). We assume that it is an unbiased estimate:

meanax(a) = meanaQ(s, a; W) (A5)

https://github.com/Farama-Foundation/D4RL
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the following overestimation problem will arise:

q = max
a

Q(s, a; W) ≥ max
a

x(a) (A6)

Therefore, the TD update method will cause overestimation of the target value and
introduce errors.

Appendix A.2. Bootstrapping

Suppose that the DQN algorithm has overestimated the action value, then the action
value of t + 1 moment is overestimated as:

Q(st+1, a; W) (A7)

then the optimal action value at time t + 1 is further overestimated:

qt+1 = max
a

Q(st+1, a; W) (A8)

When the optimal action value at time t + 1 is used to update the Q network, the
overestimation of DQN is further aggravated.
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