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Abstract: Bayesian neural networks (BNNs) are effective tools for a variety of tasks that allow for
the estimation of the uncertainty of the model. As BNNs use prior constraints on parameters, they
are better regularized and less prone to overfitting, which is a serious issue for brain–computer
interfaces (BCIs), where typically only small training datasets are available. Here, we tested, on the
BCI Competition IV 2a motor imagery dataset, if the performance of the widely used, effective neural
network classifiers EEGNet and Shallow ConvNet can be improved by turning them into BNNs.
Accuracy indeed was higher, at least for a BNN based on Shallow ConvNet with two of three tested
prior distributions. We also assessed if BNN-based uncertainty estimation could be used as a tool for
out-of-domain (OOD) data detection. The OOD detection worked well only in certain participants;
however, we expect that further development of the method may make it work sufficiently well for
practical applications.

Keywords: brain–computer interface; Bayesian neural network; out-of-domain detection; uncer-
tainty estimation

1. Introduction

In brain–computer interface (BCI) classification problems, only a small dataset is typi-
cally available for classifier training, which leads to suboptimal classifier performance [1].
Neural network classifiers, which in the last decade revolutionized many machine learning
applications, are especially prone to this problem. It is, therefore, highly desirable that the
classifiers used in BCIs could be well-trained on small datasets.

Moreover, due to the small train dataset size and also because the user’s or participant’s
brain state may significantly change between classifier calibration and application time
periods, the classifier may meet some patterns in the brain signal unseen during its training.
In such cases, the classifier has to choose from a limited number of classes it has been
trained on despite the fact that it has never seen such a pattern before. Obviously, this
leads to mistakes and a decrease in the classification quality. Other sources of patterns
unseen in training are brain signal variability and non-stationarity [2], which can be
especially strong due to the user’s/participant’s fatigue, distraction, or stress but also
due to normal variations in the brain state. To avoid such mistakes, BCI algorithms
should be able to recognize the unseen patterns as unseen and not try to report them as
belonging to one of the known classes. This can be achieved using the out-of-domain
(OOD) data detection approaches. One can define the out of domain input vector as a
vector that semantically differs from a training set but is present in the testing set. The
OOD data detection issue is relevant in many areas, especially in the sphere of the NLP.
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There were numerous methods addressing this issue [3,4], even quite sophisticated ones,
using generative adversarial networks [5]. The OOD detection was found relevant and
effective in the sphere of medicine [6] and robotics [7]; the OOD detection methods were
even applied to the problems of particle physics [8]. The amount of methods addressing
the OOD detection problem continues to flourish. Solid baselines regarding different
areas of science were established, such as stochastic weight averaging [9] or calibration of
softmax prediction probability values [10]. Given all the mentioned applications in other
areas, it is surprising that OOD detection has been so far very little explored for BCIs.
A related problem, uncertainty estimation, was addressed in two BCI studies regarding
the uncertainty reduction [11] and classification with rejection option [12] problems but
without application for the OOD detection.

Both the problem of enabling the training of the classifiers on small datasets and the
OOD problem can be addressed using Bayesian neural networks (BNN). BNNs encode
prior assumptions about the desired behavior of the classification model. They form a
well-known class of algorithms [13]. The key difference between Bayesian and deterministic
neural networks is that the weights are considered stochastic variables, with an arbitrarily
chosen prior distribution before the data is seen. The goal is to find a posterior distribution
after data observation. It can be found using the Bayes’ theorem [14]:

p(w|D) =
p(D|w)p(w)

p(D)
, (1)

where w and D represent the parameters of the BNN and the dataset, respectively; hence,
the learning problem, which equals the optimization problem for deterministic neural
networks, becomes a Bayesian inference problem in application to BNNs. The denominator
on the right side of (1) can be rewritten in this form:

p(D) =
∫
w′

p(D|w′)p(w′)dw′. (2)

As can be seen from (2), there is a need to integrate all the space of the parameters in the
model, which is a high-dimensional one. Thus, in a majority of cases, the exact inference is
intractable, so that the approximations, such as variational inference or sampling methods,
are used.

The main feature of the BNNs is prior constraints for the parameters, which leads
to better regularization of the loss function, i.e., stricter restrictions on weights. More
information on this matter was provided by Jospin et al. [13] and Wang and Yeung [15].
Hence, BNNs are less prone to overfitting, a great advantage for a neural network when
training datasets are small. Because of this improvement, the BNN may have better
generalization properties.

BNNs have been used in BCI for years, and in a few recent papers, they were success-
fully applied to enhance the performance of some existing deterministic neural networks for
various types of data and experimental paradigms, such as EEG under motor imagery [12],
the P300 potential [16], fNIRS data [17]. However, of special interest could be similar to the
“Bayesian” enhancement of the most widely used, effective, and well-studied architectures,
which we undertook in this study.

Because of the BNN’s ability to quantify the uncertainty of its predictions, we expect
that the BNN-based OOD detection methods can also address the issue of OOD data in BCIs.
The BNNs can be considered as an ensemble of an infinite number of neural networks [18].
Since the ensembles can provide one with an uncertainty metric [19], such as entropy [20]
or variance of predictions across all of its nets, there is a perspective to use this type of
algorithm for discovering OOD data. During BCI classifier application, including practical
real-time scenarios, the BCI can be made to refrain from issuing a command when OOD
is detected. The ability of BNNs to provide high-quality OOD detection was doubted by
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Henning et al. [21]. However, they studied data with fewer dimensions than is typical for
the EEG.

In this paper, we:

1. Assess performance enhancement in an EEG-based BCI task when two widely used
deterministic neural network classifiers, EEGNet [22] and Shallow ConvNet [23], were
turned into BNNs.

2. Assess the ability of these BNNs to enable OOD detection.

2. Materials and Methods
2.1. Dataset

The dataset used in this paper is an open dataset, BCI Competition IV 2a [24]. It is
an EEG motor imagery dataset consisting of 9 participants, with 576 trials per participant.
Each participant had two experimental sessions, T and E, 288 trials each. These two sessions
were used to form train and test sets, respectively. There are four classes of movements,
imaged by participants, marked with numbers from 0 to 3, with respect to the body parts of
motor imaging, namely: left hand, right hand, feet, and tongue. The EEG data was recorded
using 22 channels and with a 250 Hz frequency. Each trial was six seconds long. In the last
three seconds, the motor imagery was performed. The data was bandpass-filtered between
4 Hz and 38 Hz, followed by extraction of trials from the recording. Although informative
features could likely occupy a narrow frequency range, being related to mu- and beta-
rhythms, we opted for this frequency range in order to be consistent with Schirrmeister
et al. [23]. In our view, using their parameters makes sense because a narrower frequency
range is not always an optimal solution because the features of interest could have a wider
spectrum than the standard definition of a rhythm’s band; moreover, the network should
fit a filter for separating the informative components from the non-informative ones, and
they also can surpass the predefined bounds. Finally, features that are informative for OOD
data detection are not necessarily the same that are useful for movement imagery detection.
After preprocessing, each trial could be presented as a matrix sized 22 × 1125.

To model the presence of the out-of-domain data, the training set was modified as
follows. From the training set, we deleted two classes of trials, labeled as “feet” and
“tongue”, leaving another two classes, “left hand” and “right hand”. We decided to split
the dataset in this way, considering the similar nature of the EEG signals related to left
and right hands compared to the other types of motor imagination. Thus, the modified
training set consisted of two classes and 144 trials per participant, whereas the test dataset
has not undergone any changes. Therefore, we could treat the two classes used for training
as “in-domain” data and the two classes not used for training as “out-of-domain” data.

2.2. Architectures and Related Methods

In this study, the wide-spread deterministic architectures were used: EEGNetV4 [22]
and Shallow ConvNet [23], with hyperparameters, such as dropout, defined in the respec-
tive papers. These architectures were converted to Bayesian algorithms by imposing prior
distribution over the weights. In other words, we assumed that each weight of the network
is a stochastic variable. Its probability distribution a priori is defined explicitly. Our goal
was to obtain a posterior distribution of each parameter after observing the training data;
for neural networks, the posterior distribution is intractable. It is possible to obtain sam-
ples from the posterior distribution using various Markov Chain Monte Carlo (MCMC)
techniques. These methods construct a Markov chain of weight samples that converges
to a posterior distribution of model weights. Until recently, Markov Chain Monte Carlo
(MCMC) methods were widely used in Bayesian inference due to their ability to approxi-
mate complex posterior distributions. However, their drawback was the requirement for
a large number of iterations to achieve convergence, which made them computationally
expensive and time-consuming. Additionally, MCMC methods needed to evaluate the
likelihood function over the entire batch of data at each iteration, which further added to
the computational burden, especially for large datasets.
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To address these limitations, Variational Inference (VI) techniques gained popular-
ity within the Bayesian community. VI offered a faster alternative by approximating the
posterior distribution with a more tractable family of parameterized distributions. This
approach made it computationally efficient and enabled quicker convergence. Nonetheless,
a major concern with VI was that it only provided samples from an approximate posterior,
potentially leading to biased estimates compared to the true posterior distribution. Fur-
thermore, VI required selecting an appropriate approximation family, such as Gaussian
distributions, which might not capture the complexities of the true posterior distribution
accurately. This choice of approximation family often necessitated intensive tuning efforts
and expertise, making it less approachable for less experienced practitioners.

Fortunately, recent advancements in the field of Bayesian machine learning introduced
a new family of stochastic gradient MCMC techniques. These methods cleverly combine
the strengths of both MCMC and stochastic gradient optimization, allowing for efficient
sampling from the true posterior distribution at significantly reduced computational costs.

By leveraging the idea of stochastic gradients, these new techniques achieve faster
convergence by using mini-batches of data instead of evaluating the likelihood function
over the entire dataset. This results in a dramatic reduction in computational time while
still providing high-quality posterior samples.

Moreover, unlike Variational Inference, these stochastic gradient MCMC methods
generate samples directly from the true posterior distribution, thereby eliminating any
potential bias introduced by approximation. This crucial advantage has made them increas-
ingly popular for Bayesian inference tasks, as they can provide more accurate uncertainty
estimates and improved predictions.

Modern MCMC methods utilize the gradient of the log-likelihood function, equivalent
to the loss function of deterministic models. For users, the process is similar to standard
optimization of a neural network’s loss function, with a log-likelihood replacing the loss
function, a log-prior probability density replacing the weight’s regularization constraint,
and an MCMC sampler replacing the optimizer. The main difference is the need to collect
multiple weight samples after the Markov chain converges instead of a single set of weights
in standard optimization.

To obtain predictions of BNN, we used the Monte Carlo approach. For this purpose,
we collected 120 weight samples from the posterior distribution and used them to construct
an ensemble of 120 networks.

We used a set of prior distributions proposed by Fortuin et al. [25].
A standard isotropic Gaussian (IG) for all layers was considered as a basic approach.

In order to increase the accuracy of classification, we used a standard IQ for all layers except
the last, the fully connected one. For the latter, we opted for the Student-t distribution
with N-1 degrees of freedom (where N is the number of weights in the classification layer),
specifically with σ = 1.0 and mean µ = 0.0. Then we tried a combination of Correlated
Gaussian (CG) with Matern kernel, IG, and t-distribution: CG was used in layers with
spatial and temporal convolutions, t-distribution (σ = 1.0, µ = 0.0) was used in fully
connected layer, and IG was used in EEGNet architecture for separable and pointwise
convolutions. The CG was used in order to capture spatial and temporal correlations of the
EEG data. The entries of the spatial correlation matrix were proportional to the distance
between respective electrodes, whereas the entries of the temporal one were proportional
to the relative time distance.

For the inference of the posterior of BNNs, the modification of SGHMC, called Adap-
tiveSGHMC [26], is used as a sampling technique.

We used ensembles of deterministic models of each considered architecture with
120 instances as a baseline. For deterministic nets, we used the AdamW algorithm [27].

We evaluated the out-of-domain detection performance using the ROC-AUC metric of
the naive classifier. The predictor variable was the variance of pre-softmax activations of
the model, and the binary response variable was whether the sample belonged to the in-
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domain or out-of-domain category. For assessing the measure of generalization properties
of considered models BNNs, we use the classification accuracy metric.

The code of the numerical experiments was written in Python and PyTorch [28]. We
used the Braindecode [23,29] package to preprocess the EEG data. The graphs and charts
were plotted using Matplotlib [30] and Seaborn [31] libraries for Python. Statistical tests
were conducted using the scipy [32] package.

The experiments were conducted using the CPU Intel® Core™ i5-4460 and GPU
Gigabyte™ NVIDIA® GeForce RTX™ 3060.

2.3. Experiments

To evaluate the benefits of the Bayesian approach to the BCI problem, we performed
two sets of experiments. The first set was intended to check if BNNs can improve the
generalization properties of neural networks commonly used in BCIs. The second set of
experiments is intended to investigate the capability of BNNs to detect out-of-domain
input data.

For the experiments on the generalization properties of BNNs, we used the following
procedure. For BNNs, we sampled four chains of weight samples, 40 samples each. In
each chain, we discarded the first ten samples so that 120 weight samples in total were
obtained. The burn-in phase consisted of 200 steps. The sampler was run with step
length equal to 0.01 and momentum decay equal to 0.01. Each 200th sample was saved to
make predictions on a test set. These values were suggested by Tran [33] for experiments
on low-dimensional data.

Deterministic, i.e., non-Bayesian versions of the same models, were used as a baseline.
These models were trained on 350 epochs for EEGNet and 100 epochs for Shallow ConvNet.
For both deterministic nets and their ensembles, we used the learning rate of 0.000625 and
set the momentum decay value to zero, as recommended in Braindecode tutorials.

The batch size was 288 and 64 for Bayesian and deterministic networks, respec-
tively. The final prediction was an average across predictions of all samples or instances
of the ensemble.

The values of all hyperparameters are presented in Table 1.

Table 1. List of hyperparameters used for BNN and ensembles of deterministic neural networks. n/a
stands for “not applicable”.

Hyperparameter BNN Deterministic Ensembles

entry 1 data data
Number of chains 4 n/a

Weight samples in chain 40 n/a
Number of steps for burn-in phase 200 n/a

Step size 0.01 n/a
Sampling frequency 200 n/a

Number of first samples to be discarded 10 n/a
Number of epochs n/a 350 (EEGNetV4), 100 (Shallow ConvNet)

Batch size 288 64
Learning rate n/a 0.000625

Momentum decay 0.01 0.0
Number of samples/networks 120 120

Temporal convolution size 1 × 64 (EEGNetV4), 25 × 1 (Shallow ConvNet) 1 × 64 (EEGNetV4), 25 × 1 (Shallow ConvNet)
Spatial convolution size 22 × 1 (EEGNetV4), 1 × 22 (Shallow ConvNet) 22 × 1 (EEGNetV4), 1 × 22 (Shallow ConvNet)

This experiment was conducted using all four classes of data and the BNNs of the same
architectures with the settings specified above. The deterministic network architectures
used in this experiment were single EEGNet and Shallow ConvNet networks using the
settings mentioned above. These networks were fitted using the whole BCI competition IV
2a dataset without the exclusion of any classes.
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In the OOD detection experiments, we maintained consistency with the first series
of experiments by using the same inference and optimization procedures. This included
using the same hyperparameter values, number of training and Bayesian inference
epochs, and procedure of collecting weight samples from the posterior distribution. As
was mentioned above, we used only 2 classes in training data: left and right-hand imag-
inary movement. We used ensembles of considered model architectures as a baseline
in this experiment. Each ensemble contained 120 instances of deterministic models.
The out-of-domain detection method for EEG data presented here is as follows. As
the measure of uncertainty, the variance across the logits estimated by all samples or
ensemble elements was used. Because the logit vector had 2 dimensions, we calculated
its Euclidean norm to obtain a single value. The variance of BNN and ensemble pre-
dictions was collected on each data point in the test set. Then, the obtained variance
was compared with a threshold: if the variance was greater, then the data point under
consideration was labeled as “out of domain”, else it was marked as “in domain”. We
used a set of thresholds from −1.0 to 1.0 with step 0.005. The method was evaluated
on the test set, and for each threshold, the true-positive and false-positive rates were
obtained. These rates were utilized to plot the ROC curve.

Data division into train and test sets was described above in the Dataset section.
The flowcharts of the OOD detector and experiments are presented in Figures 1–3.
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3. Results
3.1. Accuracy of in-Domain Data Classification

The accuracy of BNNs under various prior constraints proved to be higher compared
to their deterministic ensemble counterparts for both architectures. This can be stated for
most of the participants (Figures 4 and 5) for both architectures. These differences proved
to be statistically insignificant for EEGNet architecture (Ensemble vs. IG: T = 10.5, p = 0.16,
IG vs. IG + t: T = 15.0, p = 0.67, IG vs. CG + t: T = 16.5, p = 0.57), though, which is shown
by Wilcoxon signed rank test. However, for Shallow ConvNet architecture, there are some
statistical differences, shown by the Wilcoxon signed rank test (Ensemble vs. IG: T = 5.5,
p = 0.04, IG vs. IG + t: T = 3.5, p = 0.07, IG vs. CG + t: T = 2.0, p = 0.01). Group average data
are shown for EEGNet and Shallow ConvNet in Figures 6 and 7, respectively; noticeably,
Shallow ConvNet accuracy seems to increase with prior complexity.
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3.2. Out-Of-Domain Data Detection

The bar chart, showing the distribution of ROC-AUCs of the OOD data detection
method discussed above, is presented in Figures 10 and 11. Unfortunately, the results of the
Wilcoxon signed rank test state the absence of statistically significant differences between
the ensemble and BNN under isotropic prior constraint (T = 15.0, p = 0.67) for EEGNet
architecture. The same picture is for different prior constraints (IG vs. IG + t: T = 17.0,
p = 0.88, IG vs. CG + t: T = 18.0, p = 0.65). Similar conclusions can be made for the Shallow
ConvNet architecture (IG vs. Ensemble: T = 12.5, p = 0.25, IG vs. IG + t: T = 11.0, p = 0.33,
IG vs. CG + t: T = 7.5, p = 0.07).
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for ‘Ensemble of 120 deterministic models’, IG stands for Isotropic Gaussian prior for all layers,
IG + t-Stud stands for IG for all layers and t-Student prior for the classification layer, CG + t-Stud
stands for Correlated Gaussian prior for temporal and spatial convolution layers, t-Student prior for
the classification layer and IG for all other layers. The cyan dashed line represents the ROC-AUC of a
random classifier, which is equal to 0.5.
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However, the average (Figures 12 and 13) results are unsatisfying, though the average
ROC-AUC of BNNs is slightly higher than that of the ensemble.
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Figure 12. ROC-AUC of OOD detection method, averaged across all participants, using logit vector
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tecture. The error bar presents the 95% confidence interval. The cyan dashed line represents the
ROC-AUC of a random classifier, which is equal to 0.5. See Figure 9 caption for other details.
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4. Discussion

The first observation in this study was the increase in accuracy for the BNNs compared
to baseline neural network classifiers. While this increase was not significant for the
architecture based on EEGNet, it was significant for Shallow ConvNet with two of three
tested priors and was especially strong for the most complex prior. This could likely happen
because the most complex prior was able to capture the temporal and spatial correlation in
data, providing better and smarter regularization. The higher generalization properties of
the BNNs compared to their deterministic analogs have been known and already applied
for BCI tasks [12,16]. Also, various Bayesian methods not involving deep learning, such
as sparse Bayesian classifiers, were successfully used for BCIs for different types of brain
activity, such as ERP [34] or motor imaging [35]. There were attempts to use Bayesian
classifiers for online BCI experiments [36,37]. However, here, the BNNs were used for the
first time, to our knowledge, for enhancing the neural network classifiers most widely
used in BCI research, EEGNet, and Shallow ConvNet. Our results should be considered
quite preliminary, and the results we obtained should be further verified on larger datasets
collected in a number of different BCI tasks. We expect, however, that further research
on the different informative prior constraints may enable additional improvement of the
classification quality. One of the main objectives of this study was to test Bayesian machine
learning methods on a type of data that is unconventional within the machine learning
academic community. It sparked curiosity to observe how these methods, which are known
for their excellent performance on benchmarks and presumed generality, would fare in a
real-world machine learning environment.

While the Bayesian framework succeeded in enhancing generalization, it fell short in
providing accurate uncertainty estimates, at least at the group level. This indicates that
the field of EEG classification requires further adaptation of the framework to render it
genuinely valuable for this specific domain. We think that the suggested method might
have performed inconsistently because of the inadequate prior. The priors we used are the
baseline priors in the field of image recognition. Specifically, to develop adequate priors
for EEG classification tasks, one should have some expertise in the frequency and spatial
distributions of the EEG signals.
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The inadequate uncertainty estimation of the predictions resulted in less promising
performance for out-of-distribution (OOD) detection. Our OOD detection methods failed
to perform consistently, although there were some participants on which it performed
well. Interestingly, the performance of the OOD detector dropped in the same participants,
whereas the performance of the classifier itself was less satisfactory. Thus, it is worth
assessing how the quality and non-stationarity of the input data are related to the poor
performance of the OOD detector. Also, this may happen due to the suboptimal training of
the classifier. This leads to the presence of the wrongly classified in-domain data on both
sides of every dividing hyperplane, together with the out-of-domain data. This mixing
can undermine the quality of the OOD data detector. Furthermore, we expect that the
performance of the detector can be improved by hyperparameter optimization of the prior
distributions’ parameters and varying the uncertainty metrics. For instance, the entropy or
the likelihood may be used as such metrics.

Note that the OOD detection problem was addressed only in our study. Concerning
the two other studies that dealt with uncertainty estimation, Milanes-Hermosilla et al. [12]
used a similar threshold method with entropy as the uncertainty measure. However, they
used that method for a different task, namely, classification with rejection. The purpose of
the classification task with rejection is to reject all data with high uncertainty, i.e., where
the classifier can make random predictions. It is quite closely related to the OOD data
detection problem, but there are some differences. In an OOD data detection problem,
one states if the sample is from a known data distribution or not, whereas in classification
with a rejection problem, one needs to assign a class label to a sample if it is from the
data distribution. Duan et al. [11] also studied uncertainty estimation, but they focused
on its reduction. Moreover, they used a dropout for making predictions on a test set as
a Bayesian feature of architecture, which is a very restricted case of the Bayesian deep
learning framework.

This may raise the question of the perspectives of BNN-based OOD detection methods
in BCIs, especially in online (real-time) experiments. With our hardware, it took a couple
of hours to train a BNN, whereas the training of the deterministic ensemble of the same
size requires less than an hour. The amounts of time consumed for the experiments’
conduction are presented in Table 2. One may refer to the variational inference methods as
the faster ones, but we expect that they provide a less accurate approximation. We state that
mainly relying on two arguments: firstly, the family of known distributions to approximate
the posterior is quite sparse; secondly, the obtained approximations of the posterior can
significantly differ from a real one [38].

Table 2. Time consumed by classifier training for different experiments.

Experiment Time (HH:MM:SS)

Training for OOD detection (Bayesian EEGNet) 01:19:52
Training for OOD detection (Bayesian Shallow ConvNet) 00:30:02

Training for OOD detection (Ensemble of EEGNets) 01:57:54
Training for OOD detection (Ensemble of Shallow ConvNets) 00:19:22

Training on 4 classes (Bayesian EEGNet) 02:31:02
Training on 4 classes (Bayesian Shallow ConvNet) 00:54:19

Training on 4 classes (Ensemble of EEGNets) 03:46:32
Training on 4 classes (Ensemble of Shallow ConvNets) 00:35:00

Interestingly, the Bayesian algorithms made from EEGNet were trained faster than
the deterministic ones. It happens because we had to start training each new instance of
the ensemble from randomly initialized weights, while for the Bayesian model, we just
continued the same Markov chain to collect new samples of the weights.

The intractability of the integrals in Bayes’ theorem, complex approximations, and
a bulky mathematical apparatus come as a hindrance to the possible successful usage of
these methods in online experiments, mainly because of higher time complexity, which
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comes as a consequence of the architectural drawbacks. The problem of time complexity
can be solved by using more modern GPUs. The complex math also may be the cause of the
higher entry-level, which can affect the spreading of the BNN-based methods negatively.
This might be overcome by a significant increase in the quality of classification or OOD
detection quality when few learning data are available.

Irrespective of the opportunities to improve the OOD detection method we suggested
here, we would like to emphasize that OOD detection methods are no less important for
BCIs than for other applications. Other ways to address the OOD challenge in BCIs could
develop more specific novel methods or adapt existing ones from other areas of science, for
example, distance-based [39] or density-based [40].

5. Conclusions

In this study, we explored the application of Bayesian methods to wide-spread convo-
lutional neural networks (CNNs) used for BCI (Brain–Computer Interface) classification
tasks. To achieve this, we employed advanced techniques from Bayesian machine learn-
ing, such as stochastic gradient MCMC samplers, and experimented with various prior
assumptions about the distribution of neural network weights. These techniques led to
some improvements in the generalization properties of the models. However, the detection
of out-of-distribution (OOD) input data was satisfactory only on some participants’ data.
One possible reason for this could be the use of prior distributions that proved effective
in uncertainty estimation for computer vision tasks but possibly are not well suited for
EEG data classification. This suggests that this domain demands more specific prior con-
straints on model weights. In further studies, such constraints could be derived from expert
knowledge in the field or by encoding functional constraints directly into the model output.

The usage of BNNs comes with increased computational complexity, which can hinder
their usage for real-time experiments, but we think that this challenge could be overcome
by using more modern hardware, particularly GPUs. However, we expect that real-time
OOD detection is possible if the algorithm was trained in advance of the experiment.
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