
Citation: Alhaj Hasan, A.; Kvasnikov,

A.A.; Klyukin, D.V.; Ivanov, A.A.;

Demakov, A.V.; Mochalov, D.M.;

Kuksenko, S.P. On Modeling

Antennas Using MoM-Based

Algorithms: Wire-Grid versus

Surface Triangulation. Algorithms

2023, 16, 200. https://doi.org/

10.3390/a16040200

Academic Editors: Dunhui Xiao

and Shuai Li

Received: 1 March 2023

Revised: 24 March 2023

Accepted: 31 March 2023

Published: 7 April 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

algorithms

Article

On Modeling Antennas Using MoM-Based Algorithms:
Wire-Grid versus Surface Triangulation
Adnan Alhaj Hasan , Aleksey A. Kvasnikov , Dmitriy V. Klyukin, Anton A. Ivanov , Alexander V. Demakov,
Dmitry M. Mochalov and Sergei P. Kuksenko *

Department of Television and Control, Tomsk State University of Control Systems and Radioelectronics,
634050 Tomsk, Russia
* Correspondence: ksergp@tu.tusur.ru

Abstract: This paper focuses on antenna modeling using wire-grid and surface triangulation as two
of the most commonly used MoM-based approaches in this field. A comprehensive overview is
provided for each of them, including their history, applications, and limitations. The mathematical
background of these approaches is briefly presented. Two working algorithms were developed and
described in detail, along with their implementations using acceleration techniques. The wire-grid-
based algorithm enables modeling of arbitrary antenna solid structures using their equivalent grid
of wires according to a specific modeling recommendation proposed in earlier work. On the other
hand, the surface triangulation-based algorithm enables calculation of antenna characteristics using a
novel excitation source model. Additionally, a new mesh generator based on the combined use of the
considered algorithms is developed. These algorithms were used to estimate the characteristics of
several antenna types with different levels of complexity. The algorithms computational complexities
were also obtained. The results obtained using these algorithms were compared with those obtained
using the finite difference time domain numerical method, as well as those calculated analytically
and measured. The analysis and comparisons were performed on the example of a rectangle spiral, a
spiral, rounded bow-tie planar antennas, biconical, and horn antennas. Furthermore, the validity of
the proposed algorithms is verified using the Monte Carlo methodology.

Keywords: method of moments; numerical methods; antennas; wire-grid; surface triangulation;
computer modeling

1. Introduction

Full-wave analysis based on numerical methods is widely used to design antenna
arrays and elements. For example, antennas can be analyzed using the finite-difference time-
domain method (FDTD) [1,2], the finite integration technique [3,4], or the finite element
method (FEM) [5,6]. Using such methods and others, numerous approaches were proposed
to model and discretize general structures [7,8]. However, the most common method
for antenna modeling is the method of moments (MoM) [9–12]. The popularity of the
MoM is probably associated with its relatively low computational costs, which are ensured
by the need to discretize only the surfaces of the modeled object, rather than the entire
solution domain.

In the process of antenna modeling by the MoM, usually the conductive structures
are replaced by equivalent surface currents, and then, using the reciprocity principle,
the radiation problem is solved on the basis of these currents. The most important
parts of this process are the discretization of the antenna model and the approxima-
tion of surface currents within each discrete section, which are usually performed using
two basic algorithms: wire-grid and surface triangulation. In the first widely used algo-
rithm, the conductive surfaces of the antenna are replaced by a grid of thin wires with a
radius much smaller than the wavelength of the excitation signal and the length of the
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wires themselves [13–15]. This approach enables using a scalar current density function
instead of a vector one, which reduces the computational cost of modeling. At the same
time, the wire-grid algorithm is relatively poor suited for approximating complex and
highly detailed antenna structures and for near-field problems [16]. In the second one, the
conductive antenna elements are discretized by triangular surface patches and the vector
Rao-Wilton-Glisson (RWG) basis functions are used to approximate the currents [17–19].
Triangles describe curvilinear surfaces with a high accuracy, allowing one to achieve accu-
rate results of the antenna analysis. However, the triangulation process and vector basis
functions significantly increase the computational costs.

Without losing the generality, rectangular plates share with wire-grid the same prob-
lem of the inability to model a general structure, but they differ in that the former uses
surface current densities, while the later uses a fine mesh or grid of crossing wires [20].
Many efforts were paid to develop a technique for modeling nonrectangular plates, since
the earlier studies in surface patch modeling were limited only to rectangular ones. Some
researchers proposed to expand currents on the problem model as an interconnection of
polygonal plates in terms of nonrectangular surface patch modes [21]. While the others
decided to deal with the whole problem model at once as a general curved surface, and
the nonrectangular surface patches make up a piecewise flat approximation to the surface
current density on the surface, which seems to be more general but a slightly more compli-
cated in implementation [22,23]. The researchers investigated their proposed approaches
using polygonal plates of different shapes (square, triangle, octagonal, quadrilateral, and
other plate shapes), but among all the nonrectangular patches, triangular patches seem to
be more universal in structure description and easier to implement. The researchers noticed
that the testing results are still reasonable even in cases where some of the quadrilaterals
degenerate to triangles [21,24]. Therefore, Gilsson and Rao concentrated their work, which
in fact started even earlier than 1978, on using triangular patches [25].

Based on the above, new software codes were developed not only on the wire-
grid base, like in the numerical electromagnetic code (NEC) [26], MMANA-GAL [27],
CONCEPT-II [28], GEMACS [29], and in AN-SOF [30], but also on the patch surface base
like in NEC [31], and in the electromagnetic surface patch code (ESP) [32], and others. Thus,
the question of which approach or software to use became important and unneglectable
due to the rush developments of the used methods and approaches used, as well as the
software based on them by virtue of a linear increase in advances in computer systems.
The researchers tried to investigate the efficiency of each approach and describe their limi-
tations, applications, and in some works even recommendations. For example, in [33,34],
the authors provided an analytical comparison of wire/surface modeling, while in [35–38],
the authors decided to discuss the differences numerically. But to the best of our knowl-
edge, there is no general work which provides comprehensive overview on the history
of each approach, its applications, limitations, and working algorithms. Nor is there any
work with analytical and numerical comparisons of their efficiency using own advanced
and accelerated implementations on the example of different antenna types, as well as a
mesh generator based on their hybridization. The aim of the article is to compare these
two MoM-based algorithms and analyze their capabilities in modeling different types
of antennas.

The rest of this article is organized as follows. Section 2 describes two algorithms under
study and the features of their software implementation. Section 3 presents the results
of analyzing several antennas using these algorithms. Section 4 discusses the obtained
results and formulates several practical recommendations for antenna modeling. Section 5
provides the conclusions.

2. Materials and Methods

This section presents a general mathematical formulation of the MoM solution of the
integral equations. Then, the wire- and triangle-grid surface modeling approaches are
overviewed. Based on them, two algorithms are developed and described together with
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their mathematical background and the codes (Wire-Grid and Triangle-Grid) built on their
base. It is noteworthy that the general mathematical background of these approaches is
covered and detailed in several literatures, for example in [10,39]. In this paper, only the
formulation required for the implementation of the algorithms are described.

2.1. General Mathematical Formulation

Analysis of antenna characteristics based on MoM is carried out by reducing the
surface integral equations to system of linear algebraic equations (SLAE). Thus, when an
electromagnetic wave incident on a conducting surface, surface electric currents are induced
on it, creating a scattered electromagnetic field. Considering that Maxwell’s equations are
linear, the total Etot and Htot fields can be represented as a superposition of incident (Einc,
Hinc) and scattered (Escat, Hscat) waves. Under the boundary conditions on the surface S
of a perfect electric conductor (PEC), the total tangential components of the electric and
magnetic fields are described by the expressions

n × Etot(r)|S = n × (Einc(r) + Escat(r))|S = 0,
n × Htot(r)|S = n × (Hinc(r) + Hscat(r))|S = J(r),

(1)

where n is the vector of the external normal from the observation point r.
Here, the decomposition into the components of the external incident (Einc, Hinc) and

scattered (Escat, Hscat) fields is used. The first two are the components that exist in the
absence of the object under consideration, and the latter are the components generated by
the induced current J(r) on the surface of this object.

Since the induced magnetic currents M(r) on the surface of perfect electric conductors
are zero, the scattered electric and magnetic fields can be expressed through the electric
vector A(r) and scalar Φ(r) potentials as

Escat(r) = −jωA(r)−∇Φ(r), (2)

Hscat(r) =
1
µ
∇×A(r). (3)

The Green’s function of free space (homogeneous isotropic medium) G(r, r′), which
determines the potential at point r generated by a unit point charge at source point r′, is
used to later calculate the vector and scalar potentials [40]

G
(
r, r′
)
=

e−jk|r−r′ |

4π|r− r′| , (4)

where k is the wave number.
The vector and scalar potentials can be calculated using the Green’s function G(r, r′),

which contains information about the medium in which the electric currents are defined as

A(r) = µ

∫
S′

G
(
r, r′
)
J
(
r′
)
dS′, (5)

Φ(r) = − 1
jωε

∫
S′

G
(
r, r′
)
∇′J
(
r′
)
dS′. (6)

Substituting Equations (5) and (6) into (2) and (3), we obtain

Escat(r) = −jωµ
∫
S′

G
(
r, r′
)
J
(
r′
)
dS′ − 1

jωε
∇
∫
S′

G
(
r, r′
)
∇′ · J

(
r′
)
dS′, (7)
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Hscat(r) =
∫
S′

∇G
(
r, r′
)
∇′ × J

(
r′
)
dS′. (8)

Further substitution of (7) into (1) leads to the Electric Field Integral Equation (EFIE)

1
jωz0

n× Einc(r) = n×
∫
S′

G
(
r, r′
)[

J
(
r′
)
+

1
k2∇

′(∇′ · J(r′))]dS′, (9)

where z0 is the free space characteristic impedance.
The EFIE relates the distribution of currents on the PEC surface to the distribution

of electric fields in the surrounding space. To solve the EFIE, MoM is widely applied [9],
which is based on approximating the current distributions in the modeled structure using
a set of basis functions. For this purpose, the equation to be solved is represented in the
following form

L f = g, (10)

where L is a linear integral operator, g is a known function (induced field), and f is the
unknown function (currents).

Then, the unknown function f is represented as a linear combination of N basis
functions fn in the domain of the integral operator

f =
N

∑
n=1

αn fn, (11)

where αn are unknown coefficients.
Substituting (10) into (9), we obtain an approximate solution to the integral equation

N

∑
n=1

αnL fn ≈ g. (12)

The difference between the exact and approximate solutions is determined as

R = g−
N

∑
n=1

αnL fn. (13)

The objective of the MoM is to reduce the difference between the exact solution and
the approximation, which can be achieved by using suitable functions wn for weighting or
testing. Once a suitable inner product is identified for the problem, the equation takes the
following form

N

∑
n=1

αn(wm, L fn) ≈ (wm, g). (14)

As a result, the linear integral equation is reduced to a linear algebraic equation. By
repeating this procedure for a set of the selected independent test functions, a SLAE of the
following form is obtained

ZI = V, (15)

where matrix elements zmn = (wm, Lfn) determine the impedance of the structure, and vector
vm = (wm, g) is the applied excitation.

The solution of the obtained SLAE allows finding an approximate solution for the
unknown coefficients of the unknown current functions, from which the antenna character-
istics are subsequently determined.
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2.2. Wire-Grid
2.2.1. Wire-Grid: Overview

A lot of work has been done on investigating the properties of wire-grid. To the best
of our knowledge, the first were the studies by Fraunhofer 1823, Hertz 1889, and Lamp
1898. Since then, the researchers have considered various aspects of wire-grid. In general,
they have studied their electromagnetic properties, like in [41–44]. In particular, they
have investigated for example, the influence of the gap between wires on the transmission
and reflection coefficients [45–47]. Moreover, they developed many ways to evaluate the
reflection and transmission coefficients of a dense grid like the second-order averaged
boundary conditions proposed by Kontorovich, and of a sparse grid like the higher order
impedance boundary conditions [48]. Another way has been based on the representation
of the grid of wires as an impedance shunted across an infinite transmission line [49,50].
The investigations also included the radiation from wire-grid [51], and even its use to
enhance the radiation efficiency of other antennas [52]. In addition, some studies confirm
the possibility of using a number of metallic wire grids in order to replace the metallic
plate. For example, they used wire-grid to build a multi-segments wire-grid bounded
wave simulator model [53], where they also investigated the effect of the grid parameters
(the wires and sections numbers) on the results accuracy. The influence of other wire-grid
parameters has also been investigated in many works. For example, the researchers in [54]
experimentally proved that the aperture of a grid reflector is not always a consistent quality
indicator of its performance.

The studies also cover some novel creative direction in using the concept of wire-
grid. For example, in designing planar meta-surface unit cell to obtain thin antenna
structure and simplify its manufacturing process [55]. Another example is a closely coupled
metallodielectric electromagnetic band-gaps design approach, which depends on using
a grid of wires to form compact electromagnetic band-gap structured materials, that can
be used as filters for both plane and surface wave propagation [56]. The researchers also
effectively used a grid of reactively loaded wires in building electromagnetic crystals that
can be successfully used as elements of polarization antenna reflectors and lenses [57,58].
The use of wire-grid also reached the development of complex artificial material that can be
used as wire mediums with specific propagation characteristics [59]. Moreover, wire-grid
was also implemented to improve the accuracy of the conventional methods of measuring
the harmonic output of high-power microwave transmitters at high frequencies, even the
more advanced one, as shown in [60]. Applying the wire-grid approach in the design
configuration for such purposes proved its effectiveness and turned out to be more stable
and reproducible [61].

Adding loaded wires in the wire-grid design has widely been used since they en-
able precise controlling of the structure characteristics [62], and in some cases improving
them [63]. The loaded wires are especially common in combination with the frequency-
selective surfaces (FSS) to design, for example, surfaces with tunable reflection and trans-
mission characteristics [64].

Furthermore, wire-grids showed that they are very suitable for designing lens an-
tennas [65]. Such antennas can be used in high frequency communication applications,
which has been proved experimentally in [66–68]. The wave propagation properties of high
frequency wire-grid lens antennas have been studied well. Many works were devoted to
enhancing their characteristics by receiving a signal on a pair of adjacent beams instead
of one [69] or by using the hexagonal mesh type after investigating these characteristics
with different mesh types (square, hexagonal or triangular mesh) [70]. Another approach
that evolved from the traditional wire-grid has been applied on reflector antennas that can
be used in many satellites and ground antenna systems. This approach depends on using
mesh surfaces with strip-apertures that can have different forms and lead to changes in
mesh configurations [71]. Similarly to lens and reflectors antennas, the researchers also
used the wire-grid to analyze impulse radiating antenna [72].



Algorithms 2023, 16, 200 6 of 60

Numerical methods revealed another important advantage in using the wire-grid
approach not only as a designing technique but also as a modeling one. Various methods
have been used to solve the problem of modeling the structure of wire-grid configuration.
Then, researchers proposed to use this approach in modeling solid surfaces, since this can
remarkably reduce the computational costs. Through their investigations, the researchers
noticed that these resulting equivalent structures can be used not only in modeling but
also in manufacturing. As an instance of such numerical methods, the conjugate gradient
method (CGM) proved the possibility of using iterative techniques to solve electrically
large arbitrarily oriented wire structures without storing any matrices as is conventionally
done in direct methods [73]. In addition, the fast Fourier transform (FFT) was used to solve
such problems especially with frequency selective aperture and patch periodic surfaces [74].
Moreover, in some works the researchers combined the previous two approaches (CGM-
FFT) and effectively applied them to solve electromagnetic scattering [75,76], radiation [77],
and reflection properties [78] from/of grid of wires.

On the other hand, the antenna or scattering problem from bodies of revolution
(BOR) [79] has been solved regarding wire structures attached to the BOR [80] or in their
presence [81], or a BOR of a wire-grid structure [82], and even rotational ones [83]. Further-
more, researchers have proposed many different numerical analyses of electromagnetic
radiation [84,85] and scattering [86,87] properties of conducting wire-based bodies of ar-
bitrary shapes. In particular, some models were used to analyze circular and square wire
loops, circular and square plates, spherical and hemispherical conducting structures [88–90]
and even dielectric structures [91,92]. Researchers have also investigated other characteris-
tics of such wire-grid structures like their radar cross section [93,94], and the distribution of
current and the driving-point impedance of a top-loaded antenna [95].

Numerical methods analysis of wire-grid structures has also enabled researchers
to consider a wide range of different antenna types and shapes, for example, wire-grid
microstrip antenna units [96,97] and arrays [98]. Besides, they studied thin screens of
periodical grids that may be used as an antenna radome [99], as well as the low-profile
aircraft [100] and helicopter [101] antenna itself and its coupling modes [102]. Other than
this, wire-grid approach was used in modeling vehicles with flush-mounted window
antennas [103], spacecraft reflector antennas [104], and antennas with solar cells for low
earth orbit satellite applications [105]. On the top of that, this approach was employed
and experimentally validated on wire-grid ship models of different complexity at high
frequencies [106,107], and even on the model of aircraft at low ones [108].

A considerable attention has been paid by researchers to the wire-grid arrays [109].
Wire-grid can be used in designing and modeling microstrip arrays, which was proved
numerically [110] and experimentally [111] even in the presence of dielectric [112]. In
addition, the dipole arrays have also been investigated. For example, researchers presented
what is called a super dense dipole array, which is a form of a sparse wire-grid [113]. They
also used dipole arrays with FSS to design reconfigurable antennas [114]. They even used
the wire-grid arrays in synthesizing tasks, for example, for forming the required radiation
pattern of an adaptive antenna array to scan the atmosphere using small-element antennas
in vertical sensing radars [115]. The use of equivalent wire-grid array instead of a solid
conducting object was also investigated and proved, for example in [116]. It was shown
that if a sufficiently big number of wires is used, the scattering pattern of a solid conducting
cylinder of the same cross-section shape is the same as the wire-grid array pattern. Similar
conclusions were made for plane, circular, semicircular, and square arrays.

In general, the wire-grid analysis was used mostly with MoM [117]. The ease of MoM
enables researchers to develop several approaches and solutions to analyze wire-grid,
like in [118–120] where MoM was hybridized with the geometrical theory of diffraction.
Also, in [121] where a banded matrix iterative solution method was applied for linear
simultaneous equations arising from thin wire moments problems. In addition, to speed
up the matrix fill process in wavelet-based MoM codes when solving the thin-wire EFIE
by the multiresolution wavelet expansion method, the researchers in [122], appropriately
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replaced the triangular scaling functions of a nonorthogonal piecewise liner wavelet at the
finest spatial resolution by sinusoidal dipoles for which mutual impedances are available in
closed-form analytical expressions. Then, they exploited the fast wavelet bases transform
to effectively transfer the resultant matrix equation to multiresolution wavelet domain.

All these studies form the base of a considerable number of wire-grid-MoM-based
applications and investigations. One example is the use of wire-grid structures as bistatic
calibration reference in the studies related to the bistatic polarimetric radars for synthetic-
aperture radar (SAR) applications [123]. In the area of backscattering, wire-grid MoM based
approach also was used to calculate the radar cross section (RCS) of PEC wire-grid canonical
models of objects in the resonance domain using the pulse basis functions and point
matching [124]. Optimization methods have been wildly used with this approach on several
problems like in designing a microstrip-patch antenna [125] and a trapezoidal-tooth log-
periodic antenna [126]. Moreover, several studies have been devoted to the development
of this approach in regards to the image theory [127], characteristic modes theory [128,129],
microwave theory [130], modeling dielectric bodies [131,132], using different types of
meshes [133], and even investigating its properties not only in the frequency domain but
also in the time domain [134–137].

The seeds of the question of validating the results of using wire-grid model of a
structure were sowed since the work of Kontorovich [138–141] and Castillo [142] that used
wire-grid codes. The researchers presented so many works devoted to the validation of
such codes. For example, the results of the MoM-based NEC code [143] were compared
with those obtained via other methods like the FDTD [144]. The results of other wire-
grid models have also been compared with those obtained via other programs like the
MESHES, FNDRAD and CHECK codes [145,146], and yet with other techniques like the
point matching one [147].

NEC itself has been used in modeling and solving electromagnetic problems [148] in
different applications and proved its capability [149,150]. Thus, it is still today in use for
designing and fabricating wire-grid antennas [151]. Alternatively, researchers have also
developed their own wire-grid codes with the same capabilities and applications [152–155].

Wire-grid is a promising approach, despite its limitations, which have been discussed
in several works. For example, the results of modeling a conducting closed surface were
compared with those of wire-grid model for the same surface using the direct, the formal,
and the circuit approaches [156]. The differences of the wire-grid model from these ap-
proaches were shown. However, the researcher proved that the wire-grid model can give
acceptable results despite the fact that there is no unique way to quantify the difference
of the self-capacitive term between the wire-grid model and the corresponding closed
structure, since this depends, for example, on the problem geometry. The sensitivity of the
wire-grid surface model results to the wire diameter was discussed in [157] on the example
of a special case of a canonical problem of scattering (or radiation) from an infinite circular
cylinder. This work showed that the best accuracy is obtained when the wire satisfies the
“same surface area” rule of thumb to calculate the radii of wire-grid models. Moreover, this
work discussed the effect of some other aspects, like the wire thickness, the wire spacing,
and the boundary value match between wires. By comparing the results of wire-grid with
the exact solutions of the true problem, the work indicated that five wires per wavelength
generally provide accurate results, although more wires are better and reduce the sensitivity
of the error to the wire size. All these results were also confirmed later in [158] on the same
problem. In addition, the researchers detailed the facts obtained earlier. Regarding the
same surface area rule, it is optimal for the far field, internal field, and the near field in
the immediate vicinity of the wire grid; with Ludwig’s uniform surface current model, the
largest errors appeared almost exactly between the wires; for plane wave illumination the
largest errors appeared somewhere inside the cylinder, hence, one should not associate
near field errors with being too close to the grid. Regarding the boundary value match
between the wires, they confirmed that it is not a good error check for the uniform current
and also for plane wave incidence, but for different reasons. The reason behind that is
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that the accuracy of the field between the wires is not a reliable error indicator because a
good match when the wire-grid cylinder and the true cylinder have an equal radii does
not guarantee an accurate field elsewhere in the case of plane wave incidence. Moreover,
they found that for plane wave incidence, the wire radius that gives the best internal field
also gives the best external field, and the field inside the cylinder is most sensitive to wire
radius, so it is the best error indicator.

The adequacy of the “same surface area” rule, also known as the “equal area rule”
(EAR), and in some cases as the “twice surface area”, was discussed in [159]. The authors
showed numerically and experimentally, that the EAR appears to be less accurate in repro-
ducing the electromagnetic field scattered by metallic bodies when using other polygons
(such as triangles) than a simple rectangular mesh in order to get a complex body-fitted
mesh. Moreover, they provided a general formula to calculate the parameters for arbitrary
grids and proved its efficiency. Furthermore, later, the authors of [160] provided a physical
interpretation of the EAR and proposed a new EAR to calculate the radii for an arbitrarily
meshed surface, the results of which were able to predict a smaller electric field inside a
closed metallic surface, which is known to be identical to zero, in the considered frequency
range. The EAR is relatively easy to apply as it depends only on segment lengths, but it fails
in reproducing the very fine details of the geometry, which has a negative impact on near
field results. The new EAR is more difficult to apply as it depends on the angle of source
polarization, and its results may not observe the rules of NEC’s general geometry construc-
tion guidelines, since the radius must be individually calculated for segment groups as a
function of several parameters, including the angle of polarization. Both the well-known
EAR and the new one were tested experimentally in [161] on the example of the electric
field distribution inside a transvers electro-magnetic cell. The compared results showed
reasonable agreement for models featuring rectangular meshes. The errors produced by
both methods were located near the surfaces being modeled, a consequence of the fact
that wire-grid is a simplified representation of a solid real object. All this supported the
necessity to use a finer mesh when modeling via wire-grid and EAR methods to improve
the results, but of course this will be at the expense of computational costs. More recently,
the authors of [162] presented a novel modeling approach that uses wire-grid that is not
sensitive to the choice of the wire radius or to the EAR rules. They established a theoretical
basis for partitioning the surface into thin flat strips that can be then replaced by wires
having an equivalent radius. These radii can be calculated from well-known formulas for
planar dipoles. They proved on the example of a cube, a cylinder and a spherical closed
surfaces that the wire-grid obtained using their way is equivalent to the original conducting
surface since they both have the same electromagnetic response. They also declared that
their equivalent wire-grid modeling frame can be extended to surfaces that are not in free
space, as in the case of planar antennas on dielectric substrates, due to its generality.

The researchers in [163] tried to summarize guidelines for the design of wire-grid
models of complex surfaces like an ellipsoid, a sphere, strips, cubes, plates, and aircraft.
They also demonstrated also one of the wire-grid limitations when modeling complex
objects, where wire grids of such objects tend to be irregular in segment length, cell size,
and mesh area, and “square” cells cannot be fitted in all regions. They proposed the use of
triangular cells in such regions to achieve “elegant transitions”. These guidelines helped
to identify wire-grid model limiting factors: individual long segments, individual large
meshes, match point errors, spacing errors, crossed wires errors, and so forth.

In addition, the work [34] summarized rules and guidelines to modeling using the
NEC and ESP moment method codes. On their base, an interface computer program
GEOM was developed to reduce the human effort and modeling errors by using these
modeling rules and the ability to discretize complex structures. It was also shown that
segmentation near a source in NEC has significant effect on numerical results since the
geometry modeling plays an important role in the applications of these different codes.
Moreover, this work demonstrated the fact that the scheme of length segmentations and the
resolution of ground meshes can noticeably change the predicted characteristics, such as
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antenna input impedances. The authors of this work also proved that due to the nature of
the NEC code, finer segmentation does not necessarily provide better results when segment
lengths become very small, on the contrary numerical errors are no longer negligible. On
the other hand, they confirmed the fact that the ESP code can get around some of NEC’s
problems, however, it has its own limitations like dealing with symmetric structures and
nonplanar surfaces.

The authors of [164] chose to theoretically analyze the relationship between the ran-
dom positioning errors upon grid of parallel infinitely long perfectly conducting thin wires
impedance and the reflection and transmission characteristics of the grid. They found
that increasing these errors increases the magnitude of the wire-grid impedance and the
transmission through it, and also reduces the reflection from it. On the other hand, when
the wires are not analyzed using the thin-wire theory, the problem of the circumferential
current distribution on closely spaced electrically thin wires may occur, and it can affect the
determination of the antenna efficiency. This problem was discussed in [165] and solved by
modifying the formulation of piecewise-sinusoidal reaction for thin-wire structures. The au-
thors showed that this problem can be faced even when the wire-to-wire separation exceeds
several wire diameters. However, if the thin wire theory was employed, the circumferential
variation of the surface-current density is neglected by the nature of the theory.

Among all limitations discussed in each work about wire-grid, the common one is
always the solution of electrically large problems [166]. Researchers have always tried
to develop new techniques for solving such problems with thousands [167,168], several
thousands [169], and millions [170] of unknowns. However, the dependence of the wire-
grid, in general, on MoM makes this approach easier to adapt with other methods to solve
its problems. An example is the use of banded matrix iterative solution methods like in
the work [171] where the results were compared to the Gaussian elimination. Another
approach is the use of LU-decomposition, and the sparse iterative method that provides a
faster solution to MoM matrix equations than does LU-decomposition with forward and
back substitution [172], and also than the banded Jacobi and CGM [173].

One of the other proposed solutions is the use of parallelization, for example, the
parallelization of LU-decomposition [174], and in particular the class of local memory mul-
tiple instructions and multiple data. The results obtained in this work were compared and
verified using a paralleled CGM. Another example is the parallelization made in NEC based
on a bidimensional block-cyclic distribution of matrices on a rectangular processor grid,
assuring a theoretically optimal load balance among the processors [175]. In this work, the
results were verified experimentally and also by comparing them with the results of other
numerical methods, like FDTD and transmission line model. Another NEC parallelization
attempt was presented in [176]. The researchers extensively modified the NEC program in
order to optimize its performance on a four-processor Cray X-MP computer. As a result, by
exploiting judicious use of vectorization and alternative parallelization techniques, they
achieved a reduction of run-time by factors of about five or more.

In additions, they rewrote the MININEC program into the Occam programming lan-
guage so that it could be executed directly by a transputer system. However in these efforts,
they achieved only a modest reduction in run-time. The result of an additional attempt
was the development of the Super-NEC, which is the object-oriented version of NEC that
has been modified to execute on a network of distributed memory processors [177]. In this
version, the matrix filling, solving and pattern computation routines could run in parallel.
The researchers here used the LU-decomposition and an iterative matrix solution scheme
to test the code implementation, and verified the obtained results experimentally. On the
other hand, one of the most promising approaches in MoM-based wire-grid modeling accel-
eration is the use of the CUDA-enabled graphics processing unit (GPU). Due to employing
the GPU, the researchers achieved a noticeable speedup (about 6 times) of the overall MoM
simulation with comparison to CPU results [178].
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2.2.2. Wire-Grid: Algorithm

In this section, the algorithm of the wire-grid approach on which the Wire-Grid code
is based is presented. Among the existing approaches to antenna modeling, the most
promising from our point of view is the one based on the thin-wire approximation of metal
component surfaces [92,179]. In this approach, the conductor is assumed to be ideal in the
form of a cylinder located along one of the coordinate axes (one-dimensional problem), with
a cross-sectional radius much smaller than the wavelength of the radiated signal and the
conductor physical length. This simplification allows one to use a scalar function instead
of the vector function of surface current density, which greatly simplifies the problem to
be solved [180,181]. This approach can be applied to represent continuous body surfaces
by a grid of wires (wire-grid or thin-wire-grid). The wire-grid approach in combination
with the formulations of the EFIE and MoM is widely used in the well-known program
NEC. Compared to the surface triangular approximation and the use of RWG functions,
this approach demonstrates its inherent weaknesses in modeling fields in the near zone,
but it has proved its efficiency on a large number of scattering and radiation problems in
the far zone, associated with conductive bodies of arbitrary shape [182–184]. Therefore,
wire-grid approximation is still widely used in computational electrodynamics [185]. The
advantage of the wire-grid over the triangle-grid is the necessity to calculate linear inte-
grals, and the disadvantage is the necessity to use a large number of wires to represent
curvilinear boundaries.

For three-dimensional electrodynamic problems, the use of MoM requires the follow-
ing solution steps. First, the conductive parts of a given structure are replaced by equivalent
surface electric currents, and then, the problem of the environment excitation by these
currents is solved. The corresponding boundary conditions are imposed on the obtained
solution, which are further used to calculate the equivalent currents. An important aspect
of this solution process is the discretization of conductive surfaces into elementary areas
and the approximation of the current within each of them. Therefore, in order to explain
the work of the algorithm used here, we chose a simple well-known example of the current
distribution on the surface of thin wire, usually used for these purposes.

Consider the distribution of current on the surface of an arbitrarily oriented thin wire
of length L and radius a (a << λ). Figure 1 shows an example of the orientation of a wire
along the x-axis. The surface area is denoted by S. The applied field is assumed to be
arbitrary, so the algorithm described below is applicable to both the antenna problem and
the scattering problem. The current and charge densities are considered to be approximated
by current and charge filaments on the conductor axis, and the current flows only in the
direction of the conductor axis and is zero at its ends. Condition (1) is applied only to the
axial component of the electric field strength [9].
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Figure 1. General view (a) and segmentation of a thin wire (b).
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The solution of the scattering problem is based on the following steps:

1. Excite the wire by an external electric field (Einc).
2. Assume that the tangential component of the electric field strength vector on the

surface of the wire is equal to zero. Then, for an arbitrarily oriented in space wire
you get

El = 0. (16)

3. Determine the relationship between the incident and scattered electromagnetic waves
using (1). At that time

Einc
l = −Escat

l . (17)

4. Write (2), (5), and (6) on the wire surface S taking into account (4) and (17). As a result,
the following is obtained

−Einc
l = −jωAl −

∂Φl
∂l

(18)

where

Al = µ

∫
along

the axis

e−jkR

4πR
I(l)dl, (19)

Φl =
1
ε

∫
along

the axis

σ(l)
e−jkR

4πR
dl, (20)

σ(l) = − 1
jω

dI(l)
dl

(21)

and l is the length varying along the axis of the wire.
5. Divide the wire into N segments (Figure 1b) and for (18)–(21) use the pulse functions

and the Dirac delta functions as test ones. In this case, the integrals in them are
approximated by the sum of N integrals over segments. The current and charge on
each segment are assumed constant, and the derivatives are approximated by finite
differences on the same segments. Then, these equations will take the form of

−Einc
l (m) ≈ −jωA(m)− Φ(m+)−Φ(m−)

∆lm
, (22)

A(m) ≈ µ
N

∑
n=1

I(n)
∫

∆ln

e−jkR

4πR
dl, (23)

Φ(m+) ≈ − 1
jωε

N

∑
n=1

(
I(n + 1)− I(n)

∆ln+

) ∫
∆ln+

e−jkR

4πR
dl, (24)

Φ(m−) ≈ − 1
jωε

N

∑
n=1

(
I(n)− I(n− 1)

∆ln−

) ∫
∆ln−

e−jkR

4πR
dl (25)

where m = 1, . . . , N, n− and n+ are the start and end points of segment n respectively,
∆ln is its length (the increment between n− and n+), and ∆ln− and ∆ln+ are the
increments “shifted” by ±1/2 segment n along l, i.e., additional segments to ensure
zero current at the wire ends.
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6. Apply (22)–(25) to two separate segments (n and m from Figure 2) and obtain their
impedance. In other words, for these segments, one should get the general notation
of the integrals from (23)–(25) as

ψ(n, m) =
1

∆ln

∫
∆ln

e−jkRmn

4πRmn
dln. (26)

This function can be solved using either the Maclaurin series, as Harrington did
in [9], or using any other numerical integration methods such as the Newton–Cotes
formulas. In this way, according to (23), the vector potential at point m, created by the
current I(n) flowing in segment n, is defined as

A(m) = µ∆ln I(n)ψ(n, m). (27)

7. Determine the scalar potentials. To do this, assume that segment n consists of a current
filament I(n) and two charge filaments are connected with the first one as

q(n+) =
1

jω
I(n), (28)

q(n−) = − 1
jω

I(n) (29)

where q = σ∆l. Then, the scalar potentials according to (24), (25), and Figure 2 are
defined as

Φ(m+) =
1

jωε
(

I(n)ψ(n+, m+)− I(n)ψ(n−, m+)
)
, (30)

Φ(m−) =
1

jωε
(

I(n)ψ(n+, m−)− I(n)ψ(n−, m−)
)
. (31)

8. Substitute (27), (30), and (31) into (22). Then

Einc
l (m) ≈ jωµ∆lnψ(n, m)I(n) +

ψ(n+, m+)−ψ(n−, m+)−ψ(n+, m−) +ψ(n−, m−)
jωε∆lm

I(n). (32)

9. Calculate the impedance of the two segments using the obtained expression

zmn =
Einc

l (m)∆lm
I(n)

(33)

or

zmn = jωµ∆ln∆lmψ(n, m) +
ψ(n+, m+)−ψ(n−, m+)−ψ(n+, m−) +ψ(n−, m−)

jωε
. (34)

10. Use (34) to calculate all matrix elements and form an SLAE of form (15), in which the
voltage matrix in the right part is defined by the applied field as

V =


Einc

l (1)∆l1
Einc

l (2)∆l2
. . .
. . .

Einc
l (N)∆lN

. (35)

11. Solve SLAE (15) or calculate the total conductance matrix which is the inverse of the
impedance matrix Z.

12. Determine the current distribution across the wire by multiplying the matrices of total
conductivity and applied voltage.
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13. Make adjustments regarding the wire excitation to solve the antenna problem. In this
way, an antenna radiator is obtained by exciting a wire at one or more points along its
length with a voltage source. Then, when the antenna in segment n is excited in the
gap with voltage Vin (Vin = 1 V), the matrix of applied voltage (35) will look like

V =


0

. . .
Vin
. . .
0

, (36)

i.e., all elements of the matrix are zero, except for element n, which is equal to the
source voltage. Then, the SLAE solution gives the current distribution over the surface
of the radiator.

14. Calculate the antenna input impedance as

Zin =
Vin
Iin

(37)

where Iin is the current in the antenna gap. The inverse of impedance is complex
conductance (admittance).

15. Consider the antenna as an array of N current elements and obtain its radiation pattern
(RP). Here, the vector potential in the far zone is calculated as

A =
µe−jkr0

4πr0

N

∑
n=1

I(n)∆lnejkrn cos ξn (38)

where r0 and rn are the lengths of the radius vectors of the points of the far field
and the source, respectively, and ξn are the angles between these vectors. The field
components in the far field using the spherical coordinate system are defined as

Eθ = −jωAθ, (39)

Eϕ = −jωAϕ. (40)

16. Calculate the antenna gain as

G(θ,ϕ) =
|Eϕ|2 + |Eθ|2

30|It|2Rt
r2

0 (41)

where Rt is the real part of the input impedance.
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The block diagram of the Wire-Grid working algorithm is presented in Figure 3.
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2.2.3. Wire-Grid: Code Implementation

Figure 4 presents a UML diagram of the Wire-Grid program components. The choice
of this diagram is based on the specific architecture of the program. The user interacts
with the system primarily through the use of language syntax, combining Python language
constructions (loops, functions, conditions, etc.) with domain-specific commands. The
Qt Client component aggregates several classes that implement the user interface of the
system and provide basic functionalities, including a basic text editor and a window for
displaying simulation results, such as the antenna pattern. This diagram helps to clearly
illustrate the interrelationships between different components of the Wire-Grid program.
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The Wire-Grid program architecture is designed to provide high-performance comput-
ing capabilities, while also providing ease-of-use through its integration with the Python
programming language. The UTIL, MATRIX, and MOMwire components are implemented
as separate C++ libraries, which are connected to the executable script to offer additional
functionality specifically to antenna modeling. These components, such as the MATRIX
component with its integration with the Eigen library, provide the capability of performing
complex matrix operations and solve SLAEs.

The WGcore component acts as an interface between the client-side user interface,
implemented in the Qt Client component, and the backend modules. It contains the Python
interpreter and provides the ability to interpret commands from the system’s plug-in
modules. The results of the code interpretation are then returned to the user through
variety of formats, including graphical, textual, and numerical ones, depending on the type
of the data being returned.

In conclusion, the Wire-Grid program provides a well-designed architecture that
balances the performance and the ease of use. The use of Python programming language
and the implementation of components as standalone C++ libraries allow for a flexible and
powerful solution for antenna modeling.

The Workflow diagram in Figure 5 outlines the sequence of antenna modeling steps in
the Wire-Grid program, as seen from the user’s perspective. To begin, the user selects a
language (either Python or the built-in scripting language) that will be used by the program
interpreter. This selection is made by activating the checkbox in the main menu of Wire-
Grid. Next, the user configures the settings for the model, such as frequency, wire radius,
and segmentation. Then, the structure of the antenna to be modeled is created by entering
the command sequence «BEGIN(x1, y1, z1); END(x2, y2, z2); CREATE_WIRE()», which sets
the beginning and end of the wire segment. The user also specifies the antenna excitation
source in this step.
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In the following step, the GET_STRUCTURE function retrieves the overall antenna
structure and stores it in a separate variable, which is then used to calculate the impedance
matrix and obtain the currents vector. Once all matrices are obtained, the CALCULATE_FA-
R_ZONE_DATA function must be called to calculate the data necessary for displaying the
antenna pattern.

In the postprocessing step, the user has the option to choose what to plot (antenna
structure, currents distribution in the structure, or the antenna radiation pattern) and can
set the number of points as well as the step of changing the θ and ϕ angles in which the
gain of the electrical field intensity, for example, will be calculated.

2.3. Triangle-Grid
2.3.1. Surface Patch Approach: Overview

By virtue of the thin-wire codes ability to model structures of arbitrary shapes, the
representation of any structure with its equivalent conducting wire-grid model became
not only possible but also efficient in solving radiation and scattering problems [51]. In
spite of all the advantages of this modeling approach, it is not always an optimal choice,
since for complex structures, direct calculations of their surface currents using the surface
patch approach [186] might be more accurate than calculating them in their wire-grid
model [187,188].

The surface patch approach is used with several methods, especially with MoM, and
it even forms the base of some of them. For example, the electric surface current model
(ESCM) [189] that uses prediction to determine the current density distribution on the
antenna upper surface by the same way the dipoles may be analyzed. Then, antenna char-
acteristics can be calculated using these currents and an appropriate Green’s function [190].
Unlike complicated methods based on calculating the true current distribution using inte-
gral equation like in [191], ESCM enables achieving a closed form solution, which reduces
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the analysis time even less than MoM. This approach can be used to analyze any microstrip
structure since it gives a clear physical picture of the microstrip radiation mechanism.
However, it is particularly used to analyze of microstrip antennas on cylindrical metallic
bodies [192], and with the presence of superstrate made of one [193] or different [194] lossy
dielectric materials.

However, both ESCM with rectangular-pulse bases [85] and MoM-based wire-grid
share similar limitations such as the restrictions on the maximum cell width (about λ/10)
and the conducting body total surface area (no more than λ2) except for symmetrical or
revolution bodies. Another method that uses the benefits of the surface patch approach
but not subject to such restrictions is the reaction technique. This technique is also an
EFIE-MoM-based and its concept has been discussed in [195–197]. It uses the zero-reaction
concept [198] with Galerkin’s method to reduce the formulated EFIE to a matrix equation. It
differs in that the surface-current distribution is expanded in overlapping sinusoidal bases
in the direction of current flow, and rectangular-pulse bases in the transverse direction,
which satisfies Kirchhoff’s current law without introducing line charges. The most famous
reaction formulation is the piecewise-sinusoidal reaction technique for scattering and
radiation from perfectly conducting bodies of an arbitrary shape [199], derived from
that for thin-wire antennas [200,201]. RWG and rooftop basis functions are examples
of low-order divergence-conforming sets, which enforce the normal continuity of the
current across the edges arising from the discretization. However, there are some other
numerical schemes of EFIE discretization that overcome this drawback, for example, the
point-based (collocation) Nystrom [202,203] and the patch-based monopolar-RWG [204,205].
One more method that depends on the surface patch approach is the patterning used to
generate highly anisotropic and smoothly varying impedance surfaces between square,
rectangular, hexagonal, and other shapes with a wide range of aspect ratios [206]. The
impedance surfaces can be assumed as a metasurface [207] that is fabricated with periodic
metallic patches on a grounded dielectric substrate [208]. The first impedance surfaces were
generated using rectangular cells in spite of the original shape of the unit cell, but with
the same size and impedance [209]. The extensive research on developing such surfaces
expanded the applications that may employ them to include the design of controlled-wave
electromagnetics devices [210,211], reduced scattering-wave ones [212], antennas with
novel properties such as radiation toward angles that would otherwise be shadowed [213],
and even waveguides [214,215]. As mentioned above, these surfaces used a wide range of
patch sizes and shapes. For example, to design an anisotropic impedance surface, slices in
a lattice of square patches were used in [216], and circular ones were used in [217].

Moreover, a considerable number of works have been devoted to investigating plane [218]
and curved [7,219] polygons in regular mesh and irregular computational grid generat-
ing [220]. One conclusion can be made from this works, that no matter which patch is used
to generate the mesh of arbitrarily shaped objects: triangular [221,222], rectangular [223,224],
triangular and rectangular [225], quadrilateral with roof-top vector basis functions and the
Galerkin’s method [226], polygonal [20,227], or even combinations of different patches [228],
or special ones developed for bodies with complete [229] or not complete [230] symmetry of
revolution or translation, the analysis is usually done by the MoM surface formulations. Fur-
thermore, the MoM volumetric formulations have also been used to analyze bodies meshed
by triangular [231], parallelepipeds [232,233], and tetrahedrons patches [234–236], and even
volumetric rooftop functions with parallelepiped ones [237]. Moreover, the researchers devel-
oped a new set of triangular patch basis functions capable of representing any linear current
distribution over each triangle in contrast to RWG basis functions, and they were much less
sensitive to the meshing scheme. In addition, these basic functions can represent the actual
current distribution better than RWG with the same computational complexity [238].

However, if the body to be analyzed has a large geometric, like the sea surface for
instance, the low order MoM with a lot of unknowns is not efficient. For this reason,
the higher order hierarchical basis functions were developed and the higher order MoM
(HO-MoM) was achieved [239–241]. HO-MoM used different types of patches, for ex-
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ample, the bilinear ones with higher order interpolation curvilinear quadrilaterals [242],
NURBS patches [243–245], Bezier patches [246,247], and combination of NURBS and Bezier
patches [248]. Modeling using such patches is simple, and requires few basic functions to
obtain a precise representation of complex bodies. In addition, it allows avoiding the errors
that might occur when meshing by simple elements. Nevertheless, it cannot accurately
approximate a high curvature surface with only one patch, and it is hard to be adopted in
most of CAD geometric design tools.

Among all patch types mentioned above, the triangular surface patch demonstrated
its merits in solving general three-dimensional electromagnetic problems [249] and even
the junction problem [250]. Triangular vector basis functions were proposed, for the first
time, by S. Rao, D. Wilton, and A. Glisson in their paper [251]. In original formulation, these
functions were developed to obtain solutions of field scattering problems involving complex
practical structures such as aircrafts, vehicles, ships, and other objects not amenable to
exact mathematical solution [252]. Subsequently, this type of basic functions came to
be called RWG-functions in honor of their creators and became widely used in various
electromagnetic problems.

The accuracy of the analysis that uses RWG functions was verified in several works.
The results obtained by RWG functions were compared for example in [253] with those by
the rooftops basic functions, which are piecewise linear functions defined on rectangular
subdomains. The researchers observed that the boundary-condition error (BCE) induced
by the RWG and rooftops basic functions are of the same order for the cases of compa-
rable numbers of basic functions and that the BCE induced by the RWG is certainly not
more than that of rooftops despite the nonzero values of the current normal to the patch
edges. The triangular discretized RWG simulation results of electromagnetic waves scat-
tering from two-dimensional perfectly conducting random and rough surfaces showed a
good agreement when compared with those obtained by the sparse-matrix/canonical-grid
approach [254] and the wavelets-based MoM and EFIE results [255].

RWG functions were used, for example, in solving the problem of attaching a thin
wire monopole to a ground plane [256]. FEM and MoM were used with the help of RWG to
analyze a waveguide radiator with a peripheral choke, a conical and a rectangular horn
antenna [257]. In order to analyze dielectric resonator antennas of arbitrary shapes, RWG
functions were used with MoM [258,259], with FDTD [260], and with E-PMCHW [261].
RWG basis functions were effectively used to simulate patch antennas of various kinds [262].
The examples are the double [263], the E-shaped [264], and the slot-loaded trapezoidal [265]
patch antennas, and the conformal array [266]. In addition, they were used in the anal-
ysis of substrate integrated waveguide slot-based antennas [267]. RWG functions even
proved their efficiency in the analysis of arbitrary [268] and densely packed [269] and
large-scale [270] microstrip interconnects due to their modeling flexibility. Moreover, RWG
functions and wavelet expansions were used to predict shielding effectiveness of electronic
equipment enclosures with multiple apertures [271]. They were also used in the analysis of
a realistic multilayer printed circuit boards [272,273]. Over the past decades, in addition
to classical electromagnetic problems, RWG functions were applied in other issues, for
example in modeling plasmonic nanostructures [274], analyzing transcranial magnetic stim-
ulation [275], human detection problems in forest environments [276], in electromagnetic
scattering by 3D buried objects [277,278], and others.

In addition, several modifications of the RWG basis functions have been proposed.
For instance, in [279], the authors proposed high order vector basis functions that improve
the convergence properties of the solution. Moreover, an explicit form of high order mixed
RWG functions based on a combination of triangular and quadrilateral elements was
presented in [280]. While in [281], the features of RWG implementation on curvilinear
elements were considered in detail, which made it possible to more accurately approximate
the surfaces of the simulated objects. In [282], an algorithm was proposed that adapts MoM
with RWG basis functions for parallel computing on GPU platforms. In spite of these and
other studies to this day, the classical form of RWG functions with flat triangular elements
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is still most widely used. Even more, they were extended to triangular-quadrilateral
(Mix-RWG) current basis function [283] and showed more simplicity and advantages than
RWG. They were further modernized in [280]. In [284], the researchers gave a correction
to a magnetic field (MFIE) factor to achieve accurate results comparing to EFIE for small
sharp-edged objects. They also proposed some improvements in the MFIE [285,286], and
the combined field (CFIE) [287,288], and in the combined source IE (CSIE) [289] with the
use of RWG functions through the analysis. Moreover, other modified RWG functions
were developed in [290] to enable their use in analyzing periodic structures where the
electric or magnetic surface current must be allowed to flow across unit cell boundaries.
In [291], the authors used the multibranch RWGs (MB-RWG) [292] with the electric and
magnetic current combined field integral equations (JMCFIE), to solve the problem of
electromagnetic scattering from dielectric objects. This combination increased the flexibility
of mesh generation, which is attractive for multiscale dielectric models with the same
iterative convergence comparing to the conventional JMCFIE. MB-RWG were also used in
developing a quasi-Helmholtz decomposition analysis with loop-star basis functions for
electromagnetic scattering problems on an object with multiple surfaces [293]. The use of
half RWG was also common in several works. For example, in [294] to an efficient radar
cross section computation technology by the analyze of electromagnetic scattering from
3-D medium-coated targets with varying geometrical shapes.

Several works have been devoted to the use of RWG functions with other methods
and approaches. For example, in [295,296], frequency-selective surfaces were analyzed
using RWG functions. In addition, they were used with the fast multipole method (FMM)
to solve EM radiation of electrically very large problems. This was achieved by the virtue of
FMM, since it enables the solution of such problems with existing computational resources
by reducing computational complexity and memory requirements for the solution iterative
scheme without sacrificing the accuracy [297]. RWGs were also used with the comp1ex
image method (CIM) to eliminate the modeling flexibility limits in describing the geometry
of the unit cell. These limits arise when enforcing a uniform discretization that allows FFTs
to be employed in constructing matrix elements efficiently. Such discretization is used
to alleviate the difficulties faced when analyzing planar periodic structures with MoM.
This analysis in turn requires summing tens of thousands of Floquet’s modes to achieve
convergence, which is very difficult [298]. Since the CG-FFT is an iterative solver for solving
the MOM matrix equation, and it is efficient only with uniform rectangular grids, to model
an arbitrary geometry accurately, one has to use triangular elements. However, they do
not allow the application of FFT to speed up matrix-vector multiplication. Therefore, the
adaptive integral method (AIM) was used to overcome this problem by discretizing arbi-
trarily shaped microstrips with RWGs at first and then translate them onto a rectangular
grid to enable the utilization of FFT to carry out matrix-vector multiplication. Then, the
required spatial Green’s functions are computed efficiently using the discrete (DCIM) [299].
In addition, the combined generalized scattering matrix (GSM) moment method was used
with the help of RWGs to design a waveguide component including structures of more
universal shape like a waffle-iron filter with round teeth [300]. RWGs have also been used
in the time domain analysis like in [301–303]. Moreover, the authors of [304] proved that
not only the spatial RWGs but also the transient RWG can be used in marching-on-in-time
based EFIE solvers to evaluate the time domain fields. Even more, they were also used with
marching-on-in-degree [305]. The RWGs and Schaubert–Wilton–Glisson convolutional inte-
grals were evaluated by a fast convergent quadrature method in [306], and then they were
used in [307,308] to efficiently analyze of lossy interconnect structures based on two-region
augmented volume-surface integral equations. Moreover, several solutions of volume-
surface integral equations were proposed with the help of RWGs like in [309]. RWGs were
also combined with other basic functions like the accurate subentire-domain [310] and
the simplified prism vector basis functions [311]. In addition, a surface integral equation
(SIE) method with RWG was developed to analyze electromagnetic scattering by objects
with generalized soft-and-hard (GSH) [312] and soft-and-hard/DB [313], as well as mixed
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impedance [314] boundary conditions. RWGs were also used by the equivalence principle
(EP) to solve EM scattering problems [315], by EP and the addition theorem [316], and by
the random auxiliary sources method to solve general EM problems [317].

However, there are a number of issues when solving electromagnetic problems using
the MoM and RWG basis functions. One of the primary issues is the specification of the
excitation source, particularly when modeling waveguide ports. In such cases, the source
and waveguide modes must be carefully matched to accurately represent the excitation.
This can be difficult in MoM, as it may require solving a system of equations to determine
the mode coefficients [318]. Another issue is the occurrence of singularities, which can
arise when the object has a highly curved or irregular shape. This can lead to diverging
surface integrals in MoM and result in an inaccurate or unstable solution [319]. There
have been many attempts to solve this problem [320,321]. While in [322,323], the technique
from the previous work was extended for the curvilinear RWG basis functions with the
multilevel fast multipole algorithm (MLFMA). The same was done in [324], but with the
use of a contemporary singularity-canceling integral transforms for highly efficient and
accurate quadrature. The size and shape of the mesh cells also play a crucial role in
determining the accuracy of simulation. If the cells are too small, the solution may be
computationally expensive, and if they are too large, it may be inaccurate or unstable.
To achieve a balance between accuracy and computational cost, it is important to choose
an appropriate discretization [325]. For example, a technique for accelerating free-space
MoM solutions for discrete BOR was demonstrated in [326] with a solution for overcoming
the difficulty that arises when employing the RWG basis functions in periodic structures.
Another solution is to use adaptive RWG basis functions [327]. Moreover, when modeling
using RWG, which is a faceted approach, the geometry modeling errors can occur. This
can be eliminated by using fully higher order curvilinear basis functions. They are used
for this purpose in the SWITCH code, which is a hybrid formulation that solves a coupled
system of equations involving FEM in interior dielectric regions along with the integral
MoM equation on the exterior boundary surface [328].

Based on all the above research, many codes have been developed for solving electro-
magnetic problems using surface patches like in [329,330]. Several programs have been built
using such codes, for example, the program of geometric design of bodies shapes [331,332],
the program of electromagnetic modeling of composite wire and plate structures (WIPL,
now WIPL-D) [333], the SWITCH code [328], and the fast Illinois solver code [334]. In
addition, a MLFMA code was modified to be an application-independent library similar to
ScaleME [322]. Moreover, with the help of the PDE toolbox to generate the mesh, a Matlab
implementation of MoM antenna simulation code is presented in [335].

2.3.2. Triangle-Grid: Algorithm

Depiction of the object geometry in the simulation using Triangle-Grid is executed by
representing it as a set of vertexes arranged in three-dimensional space, which are then
linked to form a surface triangular mesh. To construct such meshes, the Delaunay criterion
is frequently used. According to this criterion, the circumcircle of every triangle in the mesh
should not contain any other vertex [336]. This maximizes the minimum angle within each
triangle of the mesh, making it closer to uniform, which can increase the accuracy of the
solution [11].

Each RWG function is defined over each pair of triangles Tn
+ and Tn

− that shares an
edge with length ln

fn(r) = ±
ln

2A(±)
n

ρ
(±)
n , r ∈ T(±)

n (42)

where A±n and ρ±n are the area and the vector of source point in the local triangle T±n ,
respectively. Approximately, the basis function of the common edge n corresponds to a
small finite electric dipole characterized by length dn = |rn

c− − rn
c+| (Figure 6).



Algorithms 2023, 16, 200 21 of 60

Algorithms 2023, 16, x FOR PEER REVIEW 21 of 60 
 

within each triangle of the mesh, making it closer to uniform, which can increase the ac-

curacy of the solution [11]. 

Each RWG function is defined over each pair of triangles Tn+ and Tn− that shares an 

edge with length ln 

( )
( )

( ) ( )n
n n n

n

l
T

A
,

2

 


=  f r ρ r  (42)  

where 


nA  and 


nρ  are the area and the vector of source point in the local triangle 


nT , 

respectively. Approximately, the basis function of the common edge n corresponds to a 

small finite electric dipole characterized by length dn = |rnc− − rnc+| (Figure 6). 

 

Figure 6. RWG basis function defined for a pair of adjacent triangles. 

The current density J over the entire surface of the modeling structure, which consists 

of M common edges of the surface mesh, can be represented as a superposition of basic 

functions as follows 

( )
1

M

m m
m

I
=

=J f r  (43)  

where Im are the normal components of the current densities. 

The elements of the impedance matrix (15) when using the RWG functions are re-

written as follows 

( )( )2 2c c
mn m mn m mn m mn mnz l j + + − − − +=   +  + −A ρ A ρ , (44)  

( ) ( ) ( ) ( )
4 2 2

n n

n n
mn n m n m

n nT T

l l
G dS G dS

A A+ +

 +  − 

+ −

 
      = +

  
 

 A ρ r r ρ r r , (45)  

( ) ( )
1

4
n n

n n
mn m m

n nT T

l l
G dS G dS

j A A+ −

  

+ −

 
     = − −

   
 

 r r  (46)  

O 

 

 

l 

d 

 

 

 

 

r 

Figure 6. RWG basis function defined for a pair of adjacent triangles.

The current density J over the entire surface of the modeling structure, which consists
of M common edges of the surface mesh, can be represented as a superposition of basic
functions as follows

J =
M

∑
m=1

Imfm(r) (43)

where Im are the normal components of the current densities.
The elements of the impedance matrix (15) when using the RWG functions are rewrit-

ten as follows

zmn = lm
(

jω
(
A+

mn · ρc+
m /2 + A−mn · ρc−

m /2
)
+ Φ−mn −Φ+

mn
)
, (44)

A±mn =
µ

4π

 ln
2A+

n

∫
T+

n

ρ+
n
(
r′
)
G±m
(
r′
)
dS′ +

ln
2A−n

∫
T+

n

ρ−n
(
r′
)
G±m
(
r′
)
dS′

, (45)

Φ±mn = − 1
4π jωε

 ln
A+

n

∫
T+

n

G±m
(
r′
)
dS′ − ln

A−n

∫
T−n

G±m
(
r′
)
dS′

 (46)

where

G±m
(
r′
)
=

e−jk|rc±
m −r′ |∣∣rc±

m − r′
∣∣ . (47)

At the stage of calculating the diagonal elements of the impedance matrix, singularity
arises. This singularity is eliminated by dividing the original triangles of mesh into 9
equal small sub-triangles by the use of the “one-third” rule [337,338]. Assuming that the
integrand is constant within each of the sub-triangles, the original integral of the Green’s
function is replaced by a sum of the following form

∫
Tm

G(r)dS′ =
Am

9

9

∑
i=1

G(rc
i ) (48)
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where ri
c, i = 1, . . . , 9 are the midpoints of nine sub-triangles and Am is the area of the

primary triangle.
To inject the excitation, the voltage Vin is set in an infinitesimal gap ∆ between two

adjacent triangles with a common edge n (Figure 7).
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The electric field strength in the gap is defined as

E = −∇ϕ =
Vin
∆

ny (49)

where V is the electric potential and ny is the unit normal to the adjacent edge of the triangles.
At ∆ = 0, the field strength in the gap can be approximated by the delta function

E = Vinδ(y)ny. (50)

As a result, the elements of the excitation vector V are defined as

vm=n =
∫

T+
n −T−n

EfndS = Vin

∫
T+

n −T−n

δ(y)nyfndS = lnVin, (51)

vm 6=n = 0. (52)

Then, based on the given impedance matrix Z and excitation vector V, the surface
current is calculated, from which the antenna characteristics are determined. The input
impedance Zin of the antenna is defined as the ratio of the given voltage to the total current
In perpendicular to the selected feeding edge. Since the component of the basis function fn,
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normal to the considered edge, is always equal to one, the expression for calculating Zin
can be written as [251]

Zin =
Vin
ln In

. (53)

Since all RWG edges are infinitesimal dipoles that have an equivalent dipole moment,
the total radiated field is then obtained as a sum of all these contributions of dipoles. The
dipole moment m of edge m is calculated by integrating the surface current over the area
of adjacent triangles, which corresponds to the product of the effective dipole current and
its length

m =
∫

T+
m +T−m

Imfm(r)dS = Im

∫
T+

m +T−m

fm(r)dS = lm Im
(
rc−

m − rc+
m
)
. (54)

The magnetic and electric field strengths at the observation point r, induced by a single
dipole, are calculated as follows [339]

Hm(r) =
jk

4π
(m× r)Ce−jkr, C =

1
r2

[
1 +

1
jkr

]
, (55)

Em(r) =
z0

4π

(
(M−m)

[
jk
r
+ C

]
+ 2MC

)
e−jkr, M =

(r ·m)r
r2 (56)

where r = |r|.
The resulting electric E and magnetic H fields radiated by the structure of M dipoles

are defined by a superposition

E(r) =
M

∑
m=1

Em

(
r− 1

2
(
rc+

m + rc−
m
))

, (57)

H(r) =
M

∑
m=1

Hm

(
r− 1

2
(
rc+

m + rc−
m
))

. (58)

The next step is to construct a sphere around the antenna, the radius of which deter-
mines the distance to the far-field (Fraunhofer zone)

R f ≈
2D2

max
λ

, (59)

where Dmax is the maximum linear antenna size and λ is the wavelength.
The sphere around the antenna is approximated by a mesh of triangular elements, in

the center of which the cross product of E and H* is calculated to determine the time-average
Poynting vector

W(r) =
1
2

Re[E(r)×H ∗ (r)]. (60)

In the far-field zone, the radiation density has the only one radial component W

W(r) = W
r
r

, (61)

The total radiated power Prad is calculated as the sum of the products of the energy
flux density W at the centers of the sphere’s triangles and their area. Then, for the given
points in the spherical coordinate system pi (Rf, θi, ϕi), the power density of the radiated
field is calculated as U = r2W. The antenna directivity is computed through the normalized
power density

D = 10lg(U/U0), (62)

where U0 = Prad/4π.
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Antenna gain is defined as

G = 10lg(max(U)/U0). (63)

By the above mathematical expressions, an algorithm was developed that explains
all the necessary steps for calculating antenna characteristics using EFIE and RWG basis
functions (Figure 8).
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Figure 8. Antenna simulation algorithm based on triangular surface approximation and RWG
basis functions.
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2.3.3. Triangle-Grid: Code Implementation

The class-diagram in Figure 9 displays the main components of the Triangle-Grid
software module. The most critical classes, their attributes, and methods are depicted. The
TGmain class serves as the main class of the program and inherits publicly from the Qt
framework library class, QMainWindow. The TGview class, on the other hand, displays the
geometric model of the analyzed antenna by leveraging the capabilities of the open-source
Open Cascade platform [340]. This platform comprises a comprehensive suite of libraries
and software development tools designed specifically for 3D modeling, with a strong
emphasis on computer-aided design systems.
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The class-diagram demonstrates a clear separation of concerns between the two classes.
In this diagram, the TGmain class is responsible for managing the program’s overall func-
tionality, while the TGview class focuses specifically on the visual representation of the
antenna model. Furthermore, the versatility of the Open Cascade platform allows for
future enhancements and modifications to be made to the Triangle-Grid software with ease,
ensuring its longevity and continued usefulness in the field of antenna analysis. The pro-
jectModel class serves as the storage container for the loaded project model and its settings.
The creation and modification of project models are handled by the newProjectForm class,
which is derived from the standard QWidget class of the Qt framework. The clippingForm
class is responsible for providing a cutting plane for the antenna model, allowing for easy
selection of source edges for simulations, particularly for complex antenna structures. The
cutting plane can be manipulated along the x, y, and z axes, adding extra functionality
to the Triangle-Grid software. The portSettingForm class is instantiated and its form is
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displayed upon the selection of edges for input source placement. The form includes
graphical elements that display the coordinates for the beginning and end of the selected
edges. The CGALmesher class serves as a linking class between the main program and the
CGAL library [341], providing an interface for utilizing the surface triangulation methods
implemented in the CGAL. This auxiliary class is instrumental in generating the mesh
required for effective antenna analysis.

The calculation of antenna patterns is accomplished through separate functions within
the main class, utilizing the use of the Eigen library [342]. The library is used to fill the SLAE
matrix and solve it. The fieldDisplayForm class allows generating of a three-dimensional
graph of the antenna pattern providing a clear and intuitive representation of the simulation
results by using the VTK library [343]. Figure 10 describes the steps involved in the antenna
modeling process using the Triangle-Grid module. The UML sequence-diagram highlights
the interactions between the various classes involved, starting from the creation and loading
of the antenna project model to the final display of the antenna pattern.
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The first step in the process is initiated by the user starting the program, which results
in the creation of instances of classes TGmain and TGview. These classes correspond to
the main window of the program, and the Qt widget is responsible for displaying the
geometry of the antenna model. In the next step of the antenna modeling process, the user
can create a new project by selecting the appropriate menu item. The program opens the
NewProjectForm window, where the user can specify the project name, working directory,
and import the antenna model in «.step» format. Additionally, the frequency range of the
input source can also be set by the user. Once all necessary project details are entered,
the program creates all required project files and processes the antenna model using the
OpenCascade library to obtain the initial triangulation. The result is displayed in the
TGView object, allowing the user to switch to source selection mode and choose the edges
of the model where the input source will be placed.

The PortSettingsForm class allows for precise adjustments to the input source location
through a graphical user interface. Since the excitation source according to (51) must be
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located inside the area covered by the mesh and edge elements, which may be absent in
the original antenna geometry, the PortSettingsForm class implements the functionality
for modifying the geometry of the simulated object. By interacting with the antenna
model, the user specifies the coordinates of points a1 and a2, which determine the height
of the conductive plate (Figure 11a). The plate width is automatically calculated based on
the specified mesh discretization step ∆. Subsequently, the procedure of combining the
computational meshes of the antenna and the port is performed, followed by the selection
of an edge to specify voltage Vin (red dashed line in Figure 11b). The refined source location
is then used to modify the antenna model, resulting in an updated display of the antenna
structure in the TGview widget.
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Figure 11. Setting the length (a) and width (b) of the conductive plate used as an excitation source.

The next step is to generate a mesh representation of the model. This is accomplished
by the CGALmesher class, which utilizes powerful triangulation algorithms provided by the
CGAL library. The user can specify mesh generation settings through the MeshSettingsForm
window, including elements such as the maximum edge length and the meshing angle.
The CGALmesher class integrates seamlessly with the main program, providing a smooth
workflow for generating high-quality meshes. Additionally, the CGAL library offers
robust error handling and adaptivity features, ensuring that the generated mesh accurately
represents the antenna model. The user has the option to refine the mesh, using the
provided settings, to achieve the desired level of accuracy for the simulation results.
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The pre-computation of computer resources required to calculate of the antenna
pattern is an important aspect of Triangle-Grid. The module provides this information to
the user through a separate window of the standard Qt QMessageBox class. This feature
allows users to plan and manage their computing resources effectively, ensuring that they
have enough resources to perform their calculations efficiently. In the final step of the
antenna modeling process, the user has the option to select the type of a diagram they
want to plot, such as gain or field strength, using the PostForm class. This choice is then
reflected in the plotted diagram, which is displayed in the FieldDisplayForm object using
the powerful visualization capabilities of the VTK classes.

2.4. Algorithm of Combining Wire- and Triangle-Grid

Many attempts were made to build an automated mesh generator. For example, in
NEC, the complex-body structure interpolation and meshing program was embedded [344].
But to the best of our knowledge, there is no such generator that can build a wire-grid using
a triangular cell form. Therefore, an additional module with this feature was developed
and added to the Wire-Grid code. This module can build a wire-grid model of any structure
automatically based on the structure mesh generated by Triangle-Grid.

Now, we will discuss the auxiliary module that facilitates communication between
the codes described above. This module acts as an interface between the two codes and
enables the transfer of the mesh data between them. The user can now easily create an
antenna mesh in Triangle-Grid and import it into Wire-Grid for further processing. This
integration eliminates the manual effort of entering wire segment lines, saves time, and
reduces the possibility of errors in the antenna structure.

The Triangle-Grid code stores the antenna model mesh data as two vectors: p, which
contains objects of the gp_Pnt class, which defines a three-dimensional Cartesian point, and
t, which stores tuples of indices of three points in vector p that form a triangle. Directly
transferring all triangle segments into the Wire-Grid program code could lead to duplicate
segments, resulting in errors when calculating the antenna pattern. To mitigate this issue,
a unique vector of index pairs that form the edges of triangles must be generated before
importing the mesh from Triangle-Grid into Wire-Grid. Additionally, care must be taken to
properly set the antenna excitation source in Wire-Grid, which is represented as a separate
wire and must coincide with the ends of other segments in the mesh.

The Triangle-Grid user interface has a feature called “Export to Wire-Grid” located
in the “Mesh settings” section. This feature generates a special text file with the grid
coordinates of the antenna model. The first two lines of the file contain the coordinates
of the start and end of the antenna source segment, and the rest of the lines contain the
coordinates of the wire segments. This file is then processed by the mesh import module
on the Wire-Grid side. The mesh import module is a separate program written in Python,
using the tkinter library to create the user interface [345].

Figure 12 presents a block diagram of the mesh export/import function used by
Triangle-Grid. This function converts the CGAL mesh into a text file without any duplicate
edges. The process starts by creating a data structure, known as an associative container.
This container links keys (pairs of indexes) to values (boolean flags indicating the presence
of an edge in the mesh). The algorithm then goes through each triangle in the mesh, creating
pairs of indexes for the edges of each triangle. If the container does not already have this
edge or its inverse, it adds the edge to the container. Finally, the algorithm generates a text
document with all the information stored in the container, including the coordinates of
each unique grid segment. Figure 13 shows an example of employing the proposed here
algorithm on the example of a four waveguide-fed horn antenna.
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Figure 13. Structure of a four waveguide-fed horn antenna (a) and its mesh using Triangle-Grid (b)
and import function (c).
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3. Results

In this section, the developed above codes were employed on the example of calculat-
ing the characteristics of typical antennas. The obtained results were compared with those
achieved using other numerical methods and codes, analytically, and even experimentally,
to verify and validate their accuracy and the efficiency of using these codes. All results
were calculated using an AMD Ryzen 9 5900X 12-core processor 3.70 GHz, with RAM 64
GB and windows 10 based 64-bit operating system, ×64-based processor.

3.1. Planar Rectangle Spiral Antenna

The characteristics of a traditional planar rectangular spiral antenna were calcu-
lated using the developed Wire-Grid and Triangle-Grid codes. Here, the obtained results
were compared with the results of EMPro software system that uses FDTD method [346].
The geometrical parameters of the antenna structure were as follows: the turns number
t = 1 . . . 4, the metalized part width W = 3.19 mm, the outer square side length L = 104.9 mm,
and the inner gap length Li = 1.59 mm (Figure 14a). The antenna was modeled using
Triangle-Grid and EMPro with λ/40 cells per wavelength (Figure 14b), as well as using
Wire-Grid (Figure 14c) but with adaptive segmentation and wires with radius of W/2.
Every Wire-Grid model turn was divided into m parts, where m:1 . . . 4, and each part
was segmented using m × n × t segments, where n = 5, 4, 3 at frequencies of 1, 3, 5 GHz,
respectively (Figure 14d). The antenna was excited using different port types located in
the antenna gap with a potential difference of 1 V. The discrete port was used in EMPro,
while in Triangle-Grid, we used the port presented in Figure 11. In Wire-Grid, a piece of
wire was used to fill in the gap. The antenna gain was calculated in the E and H planes.
The antenna RPs obtained using all codes were compared at the frequencies of 1, 3, 5 GHz
in Figures 15–17, respectively. As can be seen, Wire-Grid illustrates closer RPs (antenna
gain) to EMPro ones than Triangle-Grid. However, both codes showed a good agreement.
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Figure 14. Top view of the planar rectangular spiral antenna (a), its constructed meshed model in
Triangle-Grid (b), the model in Wire-Grid (the red wire is the excitation source) (c), and its adaptive
segmentation model (d).
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Table 1 summarizes the maximum gain values for the planar rectangle spiral antenna
calculated in Wire-Grid and Triangle-Grid and their relative difference (RD) percentage from
EMPro. As can be seen, the maximum difference does not exceed 6%. Table 2 summarizes
the antenna input impedance calculated values, the required memory, the simulation time
spent, the total number of basic functions (N), and the conditioning number (cond) of the
SLAE matrix Z. Table 3 contains the relative difference percentage of the considered values
in Table 2. It can be seen that Triangle-Grid gives more accurate results than Wire-grid
comparing to EMPro regarding to the calculations of input impedance with maximum
difference of 24%. However, regarding to the resource consumption, Wire-Grid surpasses it,
especially at high frequencies since it can give acceptable results (with a difference of about
7%) with less memory by more than 500% and time by more than 100% and less memory
by 40% and time by 99% than EMPro.

Table 1. The maximum gain values of the planar rectangle spiral antenna and the percentage of their
relative difference from EMPro.

Code Value 1 GHz 3 GHz 5 GHz

Wire-Grid Maximum gain 2.2 3.53 3.2

Triangle-Grid Maximum gain 2.28 3.57 3.47

EMPro Maximum gain 2.15 3.74 3.37

Wire-Grid RD * −2% 6% 5%

Triangle-Grid RD −6% 5% −3%
* (−) indicates by what percent the value is bigger than the reference one (here EMPro).

Table 2. The input impedance values of the planar rectangle spiral antenna, obtained using different
codes with the corresponding computational costs.

Code Frequency (GHz) Impedance (Ohm) Memory (GB) Time (ms) N Cond (Z)

Wire-Grid
1 113.0 − j37.2 * ≈0.21 254 861 9.48 × 104

3 87.6 − j60.5 ≈0.18 154 689 1.16 × 104

5 154.8 − j21.0 ≈0.16 95 517 4.40 × 103

Triangle-Grid
1 175.8 − j38.2 ≈0.15 388 577 1.96 × 104

3 153.5 − j7.7 ≈0.45 12,187 3579 8.17 × 103

5 209.5 + j19.4 ≈1.71 97,043 10,145 5.09 × 104

EMPro
1 170.9 − j30.1 ≈0.04 6000 38,808 - **
3 154.1 − j43.7 ≈0.13 29,000 164,604 -
5 143.6 + j88.1 ≈0.27 91,000 322,080 -

* (≈) denotes that the value is approximately equal to these numbers. ** (-) denotes that the data are not available.

Table 3. The percentage of the relative difference between the considered input impedance values of
the planar rectangle spiral antenna in Table 2 and EMPro.

Code Frequency (GHz) RD Impedance (%) RD Memory (%) RD Time (%)

Wire-Grid
1 31.44 * −425 95.77
3 33.53 −38.46 99.47
5 7.27 40.74 99.90

Triangle-Grid
1 −3.67 −275 93.53
3 4.05 −246.15 57.98
5 −24.89 −533.33 −6.64

* (−) indicates by what percent the value is bigger than the reference one (here EMPro).

3.2. Planar Spiral Antenna

The characteristics of a two-arm spiral antenna were also calculated using the devel-
oped Wire-Grid and Triangle-Grid codes. Here, the obtained results were also compared
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with the results of EMPro with FDTD. The geometrical parameters of the antenna structure
were as follows: the turns number t = 3.5, the metalized part width Wa = 5.735 mm, the
distance between them Sa = 5.745 mm, the outer diameter Do = 214.7 mm, and the inner
diameter Di = 13.63 mm (Figure 18a).
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Figure 18. Top view of the spiral antenna (a), and its constructed grid in Triangle-Grid (b) and in
Wire-Grid (the red wire is the excitation source) (c), and its adaptive segmentation model (d).

The antenna was modeled using Triangle-Grid and EMPro with λ/40 cells per wave-
length (Figure 18b), as well as using Wire-Grid (Figure 18c) but with adaptive segmen-
tation and wires with radius of Wa/2. Each spiral arm was divided into B parts, where
B = 1 . . . 360 × t − A, where A is the smoothness factor which can affect the number of the
wires in the structure and the length of each of them (here its values was assumed to be
equal to 14.8), and each part was segmented using n segments, where n = 1 . . . B which
corresponding its part (Figure 18d). The antenna was excited using different port types
located in the antenna gap with a potential difference of 1 V. The discrete port was used
in EMPro, while in Triangle-Grid, we used the port presented in Figure 11. In Wire-Grid,
a piece of wire was used to fill in the gap. The antenna gain was calculated in the E and
H planes. The antenna RPs obtained using all codes were compared at the frequencies of
1, 1.5, and 2 GHz in Figures 19–21, respectively. As can be observed, the results for both
codes illustrated a good agreement with EMPro ones.
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Table 4 summarizes the maximum gain values of the planar spiral antenna calculated
in Wire-Grid and Triangle-Grid, as well as the percentage of their relative difference from
EMPro. As can be seen, the maximum difference also does not exceed 6%. Table 5 summa-
rizes the antenna input impedance calculated values, the required memory, the simulation
time spent, N and the cond of the SLAE matrix Z. Table 6 contains the percentage of the
relative difference of the considered values in Table 5. It can be seen that both Wire-Grid
and Triangle-Grid give an acceptable antenna input impedance result comparing to EMPro
with maximum differences of 16.5%. The basic functions used in this wire-grid model
are increased on average by 55 times from the number used in the previous model This
is due to the method of adaptive model segmentation applied here, which in turns leads
to a remarkable increase in the consumed resources. Moreover, the conditioning number
of the SLAE matrix Z was increased indicating an inefficient adaptive method applied in
segmentation. It is worth noting, however, that the authors could easily change the adap-
tive method and achieve more accurate results with less computational costs. However,
they preferred to keep these results in order to demonstrate the sensitivity of the wire-grid
model to segmentation, and to show its dynamic nature as well.

Table 4. The maximum gain values of the planar spiral antenna and the percentage of their relative
difference from EMPro.

Code Value 1 GHz 1.5 GHz 2 GHz

Wire-Grid Maximum gain 3.07 3.72 4.09

Triangle-Grid Maximum gain 2.88 3.6 3.98

EMPro Maximum gain 2.89 3.66 4.03

Wire-Grid RD * −6% −2% −1%

Triangle-Grid RD 0% 2% 1%
* (−) indicates by what percent the value is bigger than the reference one (here EMPro).

Table 5. The input impedance values of the planar spiral antenna, obtained using different codes
with the corresponding computational costs.

Code Frequency (GHz) Impedance (Ohm) Memory (GB) Time (ms) N Cond (Z)

Wire-Grid
1 156.0 + j15.4 * ≈3.15 28,372 8015 3.02 × 1012

1.5 194.3 − j8.6 ≈3.15 26,972 8015 3.03 × 1012

2 203.3 − j63.4 ≈3.15 34,313 8015 3.06 × 1012

Triangle-
Grid

1 207.1 − j1.4 ≈0.15 1920 1279 1.79 × 104

1.5 214.4 + j6.6 ≈0.27 10,502 3145 9.36 × 103

2 201.6 − j6.4 ≈0.54 28,401 5171 1.85 × 104

EMPro
1 183.3 + j6.2 ≈1.21 71,000 325,584 - **

1.5 182.7 + j21.8 ≈1.21 96,000 543,864 -
2 184.4 + j24.7 ≈1.21 112,000 825,440 -

* (≈) denotes that the value is approximately equal to these numbers. ** (-) denotes that the data are not available.

Table 6. The percentage of the relative difference between the considered input impedance values of
the planar spiral antenna in Table 5 and EMPro.

Code Frequency (GHz) RD Impedance (%) RD Memory (%) RD Time (%)

Wire-Grid
1 14.53 * −160.33 60.04

1.5 −5.70 −160.33 71.90
2 −14.46 −160.33 69.36

Triangle-Grid
1 −12.92 87.60 97.30

1.5 −16.58 77.69 89.06
2 −8.41 55.37 74.64

* (−) indicates by what percent the value is bigger than the reference one (here EMPro).
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3.3. Planar Rounded Bow-Tie Antenna

The characteristics of a planar rounded bow-tie antenna were also calculated using
the developed Wire-Grid and Triangle-Grid codes. Here, the obtained results were also
compared with the results of EMPro with FDTD. The geometrical parameters of the antenna
structure were as follows: the arm length l = 146.2 mm, the feed gap width S = 4.997 mm,
the feed line width w = 4.997 mm, and the flare angle f = 87◦ (Figure 22a). The antenna was
modeled using Triangle-Grid and EMPro with λ/40 cells per wave-length (Figure 22b), as
well as using Wire-Grid (Figure 22c). Each triangle edge in the achieved wire-grid model at
the maximum frequency using the import function was considered to be as a wire with
a radius of 1 mm and one segment. The antenna was excited using different port types
located in the antenna gap with a potential difference of 1 V. The discrete port was used
in EMPro, while in Triangle-Grid, we used the port presented in Figure 11. In Wire-Grid,
a piece of wire with a radius of 0.5 mm was used to fill in the gap. The antenna gain
was calculated in the E and H planes. The antenna RPs obtained using all codes were
compared at the frequencies of 0.5, 1, and 1.5 GHz in Figures 23–25, respectively. As it can
be seen, Wire-Grid illustrates closer RPs to EMPro ones than Triangle-Grid. However, the
Triangle-Grid results are still acceptable.
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Figure 22. Top view of the bow-tie antenna (a), and its constructed grid in Triangle-Grid (b) and in
Wire-Grid using the import function for meshing (c).
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Figure 23. RPs of the planar bow-tie antenna at a frequency of 0.5 GHz in the E (a) and H (b) planes:
Triangle-grid (- - -), Wire-grid (- - -) and EMPro (—).
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Table 7 summarizes the maximum gain values of the planar bow-tie antenna calculated
in Wire-Grid and Triangle-Grid, as well as the percentage of their relative difference from
EMPro. As can be seen, the maximum difference achieved 8% in Wire-Grid while in
Triangle-Grid it reached 15%. Table 8 summarizes the antenna input impedance calculated
values, the required memory, the simulation time spent, as well as N and the cond of the
SLAE matrix Z. Table 9 contains the percentage of the relative difference between the values
considered in Table 8 using the Wire-Grid and Triangle-Grid codes and those obtained using
EMPro. It can be seen that, comparing to EMPro, Wire-Grid gives more accurate impedance
results than Triangle-Grid. Even though, Triangle-Grid results are also acceptable with a
maximum difference of 7%. Both codes consumed less time than EMPro to calculate the
antenna characteristics, however, they required more memory than EMPro to store the
necessary matrixes, especially in Wire-Grid. These results confirm that using the developed
import function in Wire-Grid is very helpful and timesaving when modeling complex
structures, since it does not require manual code construction of the antenna structure, but
at the expense of increasing the unnecessary grid wire number. These results also prove
that the wire-grid model, as an approximated model of the original structure, can efficiently
replace it in the modeling process with a relatively small number of basic functions.
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Table 7. The maximum gain values of the planar bow-tie antenna and the percentage of their relative
difference from EMPro.

Code Value 0.5 GHz 1 GHz 1.5 GHz

Wire-Grid Maximum gain 1.72 2.47
E H

1.56 1.5

Triangle-Grid Maximum gain 1.7 2.15 1.71 1.49

EMPro Maximum gain 1.76 2.53 1.65 1.39

Wire-Grid RD 2% 2% 5% * −8%

Triangle-Grid RD 3% 15% −4% −7%
* (−) indicates by what percent the value is bigger than the reference one (here EMPro).

Table 8. The input impedance values of the planar bow-tie antenna, obtained using different codes
with the corresponding computational costs.

Code Frequency (GHz) Impedance (Ohm) Memory (GB) Time (ms) N Cond (Z)

Wire-Grid
0.5 127.4 + j120.1 * ≈1.47 10,723 5427 1.21 × 109

1 228.5 − j52.5 ≈1.47 10,824 5427 2.43 × 108

1.5 158.1 + j54.8 ≈1.47 10,970 5427 8.37 × 107

Triangle-Grid
0.5 131.3 + j120.8 ≈0.12 473 671 2.56 × 105

1 229.0 − j71.4 ≈0.21 5699 2489 2.08 × 105

1.5 173.5 + j38.8 ≈0.54 24,039 5197 3.97 × 106

EMPro
0.5 127.5 + j122.1 ≈0.08 12,000 94,068 - **
1 214.7 − j71.9 ≈0.21 34,000 224,640 -

1.5 160.4 + j43.6 ≈0.30 53,000 366,336 -

* (≈) denotes that the value is approximately equal to these numbers. ** (-) denotes that the data are not available.

Table 9. The percentage of the relative difference between the considered input impedance values of
the planar bow-tie antenna in Table 8 and EMPro.

Code Frequency (GHz) RD Impedance (%) RD Memory (%) RD Time (%)

Wire-Grid
1 0.82 * −1738 10.64

1.5 −3.55 −600 68.20
2 −0.67 −390 79.30

Triangle-Grid
1 −1.07 −50 96.06

1.5 −5.94 0 83.23
2 −6.96 −80 54.64

* (−) indicates by what percent the value is bigger than the reference one (here EMPro).

3.4. Biconical Antenna

The characteristics of a biconical antenna from [347] were also calculated using the de-
veloped Wire-Grid and Triangle-Grid codes. Here, the obtained results were also compared
with the results obtained analytically from [348,349].

The geometrical parameters of the antenna structure were as follows: g = 20 mm,
a = 508 mm, and Θ1 = Θ2 = 53.1 (Figure 26a). The antenna was modeled using Triangle-
Grid with λ/20 cells per wave-length (Figure 26b). In Wire-Grid, the segment length was
considered to be as λ/20 and then λ/40 (Figure 26c). Only the radial grid elements were
used in the wire-grid model. The concentric grid elements were not used here because the
amplitudes of the distributed currents among them are very small and their contribution to
the radiated electric field is negligible. The values of the segment length Sl and the radius of
the structure wires as were determined as Sl = λ/20 and as = Sl/10, respectively [347]. The
antenna was excited using different port types located in the antenna gap with a potential
difference of 1 V. In Triangle-Grid, we used the port presented in Figure 11. In Wire-Grid a
piece of wire was used to fill in the gap with a radius of agap = Sl/5. The normalized electric
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field intensity was calculated in the E plane. The obtained antenna RPs were compared at
the frequencies of 0.1, 0.5, and 1 GHz in Figures 27–29, respectively. As can be observed,
the results for both codes illustrated a good agreement with those obtained analytically by
Papas [348] and Samaddar [349].
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Table 10 summarizes the antenna input impedance calculated values, the required
memory, the simulation time spent, as well as N and the cond of the SLAE matrix Z. Table 11
contains the percentage of the relative difference between the input impedance absolute
values from Table 10 using the Wire-Grid and Triangle-Grid codes and those obtained
analytically. It can be seen that Wire-Grid gives more accurate impedance results than
Triangle-Grid with less computational costs. Even though, Triangle-Grid results are also
acceptable with a maximum difference of 34%. Despite that, these results validate the
accuracy of the codes used.

Table 10. The input impedance values of the biconical antenna, obtained using different codes with
the corresponding computational costs and analytically.

Code Frequency (GHz) Impedance (Ohm) Memory (GB) Time (ms) N Cond (Z)

Wire-Grid
(λ/20)

0.1 192.31 − j58.89 * ≈0.18 91 513 2.17 × 106

0.5 102.02 + j33.36 ≈0.59 1579 2177 5.74 × 105

1 88.28 + 56.82j ≈1.19 7002 4353 1.60 × 105

Wire-Grid
(λ/40)

0.1 28.01 + j25.59 ≈0.22 317 897 3.15 × 105

0.5 90.44 + j48.18 ≈1.89 8004 4353 9.56 × 106

1 84.62 + j71.55 ≈3.91 36,214 8705 6.43 × 105

Triangle-Grid
0.1 23.72 + j22.09 ≈0.11 133 341 5.26 × 1019

0.5 93.44 − j1.58 ≈0.36 13,531 3897 2.32 × 1021

1 91.50 + j16.46 ≈2.77 171,449 13,199 1.28 × 1018

Analytically
0.1 40.40 + j28.32 - ** - - -
0.5 101.80 − j9.38 - - - -
1 88.64 + j16.68 - - - -

* (≈) denotes that the value is approximately equal to these numbers. ** (-) denotes that the data are not available.

Table 11. The percentage of the relative difference between the input impedance absolute values of
the biconical antenna calculated numerically and those calculated analytically.

Code Frequency (GHz) RD Impedance (%)

Wire-Grid (λ/20)
0.1 * −308
0.5 * −5
1 −16.4

Wire-Grid (λ/40)
0.1 23.10
0.5 * −0.24
1 −22.85

Triangle-Grid
0.1 34.31
0.5 8.59
1 −3.07

* (−) indicates by what percent the value is bigger than the reference one (here analytical values).

3.5. Horn Antenna

The characteristics of a horn antenna from [347] were also calculated using the devel-
oped Wire-Grid and Triangle-Grid codes. Here, the obtained results were compared with
the measured results of the prototype from the same reference. The geometrical parameters
of the antenna structure were as follows: ap = 80 mm, bp = 60 mm, a = 23 mm, b = 10 mm,
ar = 23 mm, br = 10 mm, l = 150 mm, and lr = 10 mm (Figure 30a). The antenna was modeled
using Triangle-Grid with λ/15 cells per wave-length (Figure 30b). In Wire-Grid, the initial
segment length was considered to be as λ/40 (Figure 30c).
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Figure 30. Isometric view of the horn antenna (a), and its constructed grid in Triangle-Grid (b) and in
Wire-Grid (the red wire is the excitation source) (c).

When modeling using Wire-Grid, the wide walls of the regular part (the index r is
used to denote it) were divided into SZr parts along the z axis and SXr parts along the x
axis, the narrow sides were SZr and SYr, and the shortened back wall was divided into
SXr and SYr, respectively. Here, we used the values of SZr = SXr = 16 and SYr = 8. To
approximate the extended part of the horn (index e is used to denote it), its wide walls were
divided into SZe parts on the z axis and SXe parts along the x axis, and the narrow ones into
SYe, parts along the y axis. It is assumed that SYe = SXe/2 and the values SZe = SXe = 32
and SYe = 16 were used. The values of the segment length Sl and the radius of the structure
wires as were determined as Sl = λ/40 and as = Sl/10, respectively [347].

The antenna was excited using different port types located in the antenna gap with a
potential difference of 1 V. In Triangle-Grid, the port presented in Figure 11 was used. In
Wire-Grid a piece of wire was installed at the junction of the regular and irregular parts
of the horn between its wide walls with a length of b and a radius of aex = Sl/5. The
normalized electric field intensity was calculated in the E plane. The obtained antenna
RPs were compared at the frequencies of 8 GHz in Figure 31. Then, they were compared
at the same frequency but using λ/15 as a segment length in Wire-Grid (Figure 32). As
can be observed, the results for both codes results illustrated a good agreement with the
measured ones.
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Table 12 summarizes the characteristics of the horn antenna models and their compu-
tational costs like the required memory, the simulation time spent, N and the cond of the
SLAE matrix Z, and the percentage of the relative difference between those obtained using
Wire-Grid and those obtained using Triangle-Grid code. In general, Wire-Grid surpasses
Triangle-Grid in the computational costs consumed.

Table 12. The characteristics of the horn antenna models and their computational costs.

Code Memory (GB) Time (ms) N Cond (Z)

Wire-Grid (λ/40) * ≈29.90 466,309 25,760 1.44 × 106

Wire-Grid (λ/15) ≈6.13 68,233 11,483 3.30 × 105

Triangle-Grid (λ/15) ≈3.63 232,867 15,148 2.03 × 1017

RD (%) −69 71 24
* (≈) denotes that the value is approximately equal to these numbers. (−) indicates by what percent the value is
bigger than the reference one (here Triangle-Grid values).
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In order to verify the proposed algorithms validity, the horn antenna was simulated
using the Monte Carlo methodology as in [350]. Table 13 contains the nominal values
and the acceptable variation ranges of the geometrical parameters of the antenna internal
dimensions. These ranges were determined by the manufacturer of the antenna prototype.
On its base, a sample set of 11 different geometrical parameter values were generated and
summarized in Table 14.

Table 13. Nominal values and tolerances of the horn antenna internal dimensions.

Geometric Parameter ap bp a b ar br l lr

Nominal value (mm) 80.00 60.00 23.00 10.00 23.00 10.00 150.00 10.00

Tolerance (mm) ±0.30 ±0.30 ±0.05 ±0.05 – – ±0.50 –

Table 14. Sample elements of the antenna geometrical parameter values.

Sample ap bp a b l

1 80.00 60.00 23.00 10.00 150.00

2 79.70 60.00 23.00 10.00 150.00

3 80.30 60.00 23.00 10.00 150.00

4 80.00 59.70 23.00 10.00 150.00

5 80.00 60.30 23.00 10.00 150.00

6 80.00 60.00 22.95 10.00 150.00

7 80.00 60.00 23.05 10.00 150.00

8 80.00 60.00 23.00 9.95 150.00

9 80.00 60.00 23.00 10.05 150.00

10 80.00 60.00 23.00 10.00 149.50

11 80.00 60.00 23.00 10.00 150.50

Then, these samples were used to create 11 different geometrical models of the horn
antenna. For each one of them, we calculated the RP and performed a statistical analysis
of the obtained data. Tables 15 and 16 present the statistical characteristics (mathematical
expectation (ME), dispersion, standard deviation, and confidence interval) for the maximum
side-lobe level (SLLmax) and beamwidth (BW) for both Wire-Grid and Triangle-Grid codes.
The results showed that variations in the input parameters did not affect the BW in either
code. However, the side-lobe level varied and the its standard deviation for Wire-Grid was
0.65%, while for Triangle-Grid it was 2.01%. One can say that the sensitivity of wire-grid to
the input parameters variations is lower than its level for Triangle-Grid.

Table 15. Statistical characteristics of horn antenna parameters in Wire-Grid.

Parameter ME Dispersion Standard Deviation Standard Deviation, % Confidence Interval

BW (◦), E plane 25 0.0 0.0 0.0 0.0

BW (◦), H plane 35 0.0 0.0 0.0 0.0

SLLmax (dB) −12.64 0.0078 0.0082 0.65 0.049

Table 16. Statistical characteristics of horn antenna parameters in Triangle-Grid.

Parameter ME Dispersion Standard Deviation Standard Deviation, % Confidence Interval

BW (◦), E plane 26 0.0 0.0 0.0 0.0

BW (◦), H plane 28 0.0 0.0 0.0 0.0

SLLmax (dB) −11.63 0.0062 0.23 2.01 0.137
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4. Discussion

The high level and the considerable amount of the research carried out on the wire-
grid and surface triangulation (triangle-grid) approaches from past to present prove their
importance in the field of modeling antennas and the relevance of the conducted and
planned investigations. In addition, the development of new software based on these
approaches is no less important from developing them, even with the existence of more
reliable software systems in the industry. This is explained by the fact that there is no such
numerical method that can be the optimal choice for solving all electromagnetic problems
and consequently there is no optimal system that can be the only system of choice, even if
we are discussing different codes for the same numerical method.

Therefore, evaluating which method or code is better, will be limited to the feature of
interest regarding to the comparison made. It is worth noting that the algorithms in this
work use meshing techniques that differ from other edge based adaptive ones from existing
literature. Thus, we can say that in general, both wire-grid and triangle-grid approaches are
good enough to be used for modeling antennas, and each of them has the opportunity and
possibilities to be improved. Our code implementations of these approaches also demonstrated
this idea. They proved their accuracy by giving acceptable results comparing to other codes
with other numerical method, as well as comparing to the results calculated analytically and
measured experimentally. They also proved their efficiency regarding to the computational
costs consumed comparing to other codes, even at their current level of development. This
in turn gives an idea about the unique capabilities that may be achieved in future after
further efforts in developing and investigating the codes. And since we tried to evaluate their
efficiency on the example of various structures with different complexity, in order to generalize
our estimates and to expand the sectors they covered, we can highlight the following points.

In general, Wire-Grid surpasses Triangle-Grid in the consumed computational costs,
but it is more sensitive to the quality of the mesh (segmentation). This means that it has
more limitations on the segment length, and it is difficult to determine the dependencies of
its results on the meshing method used, even with adaptive one. On the other hand, this
also means that Wire-Grid is more dynamic and it enables the user to be more dominant
on the model design which can be very helpful in any investigation process. As for
Triangle-Grid, it tends to be more accurate in calculations and easier to use since it does not
require extra efforts that users spend in Wire-Grid on coding while building the antenna
structure. However, the developed automatic mesh generator module increases the Wire-
Grid capabilities and simplifies its use. But this was on the expense of increasing the
consumed memory, due to the necessity of dealing with a bigger number of wires, which
in fact are useless and have no effect on the antenna characteristics. Hence, this is a very
good point to start with in further studies.

For clarity, we tried to summarize all above points in Table 17, and compare them with
those for FDTD. This evaluation is based on the authors experience and [10,12,39].

Table 17. Qualitative comparison of FDTD and MoM-based approaches used in this work.
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MoM
Wire-Grid Easy Fast Very low Current and

charge density * 1 −1 1 0 0 1 0 0 −1 −1

Triangle-Grid Medium Medium Medium Current and
charge density 0 1 1 1 1 1 1 1 0 1

FDTD Medium Fast Low Electrical and
magnetic fields 0 1 0 0 −1 1 1 0 0 0

* (1) denotes that the method is very appropriate, (0) is suitable, (−1) is not suitable for modeling such antenna
types modeling.
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Moreover, we believe that embedding other acceleration algorithms in our codes can
raise their efficiency and expand their features. An example can be enhancing the Wire-Grid
and Triangle-Grid graphical user interfaces and their ability to model dielectric bodies.
This in it is turn, can enable us to investigate the characteristics of an arbitrary antenna
structures using our own software system, saving our resources, and concentrating more
on the scientific aspects of the numerical methods used.

5. Conclusions

This article has reviewed the wire-grid and surface triangulation approaches as two
of the most used MoM-based ones in the field of antenna modeling. The review included
their history, applications, and limitations. It also provided a brief presentation on the
mathematical background for each approach besides two developed working algorithms
on their base. In addition, there is a detailed description of two advanced computer codes
with accelerated working principle developed on the base of these algorithms. These codes
were used to evaluate the efficiency of these approaches on the example of different antenna
types including a rectangle spiral, a spiral, a rounded bow-tie planar antennas, a biconical,
and horn antennas. The results of these codes were compared with those obtained using
other numerical methods and calculated analytically, and even with the measured ones.
The code results showed a good agreement with the results obtained analytically and
measured experimentally. They also validated their accuracy comparing to other codes
with other numerical methods and proved their efficiency regarding to the computational
costs consumed and the same accuracy achieved. The comparison proved the promising
capabilities of the wire-grid approach since it can give acceptable results with less resources
comparing to surface triangulation approach.
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Abbreviations

AIM Adaptive integral method
BCE Boundary-condition error
BOR Bodies of revolution
CFIE Combined field integral equations
CGM Conjugate gradient method
CIM Complex image method
CSIE Combined source IE
DCIM Discrete CIM
EAR Equal area rule
EFIE Integral electric field equations
EP Equivalence principle
ESCM Electric surface current model
ESP Electromagnetic surface patch
FDTD Finite-difference time-domain
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FEM Finite element method
FFT Fast Fourier transform
FMM Fast multipole method
FSS Frequency-selective surfaces
GPU Graphics processing unit
HO-MoM Higher order MoM
JMCFIE Electric and magnetic current CFIE
MB-RWG Multibranch RWGs
MFIE Magnetic field integral equations
MLFMA Multilevel fast multipole algorithm
MoM Method of moment
NEC Numerical electromagnetic
PEC Perfectly electric conductor
RWG Rao-Wilton-Glisson
SLAE System of linear algebraic equations
SIE Surface integral equation
WIPL Wire and plate structures
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