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Abstract: Skeleton-based action recognition depends on skeleton sequences to detect categories of
human actions. In skeleton-based action recognition, the recognition of action scenes with more than
one subject is named as interaction recognition. Different from the single-subject action recognition
methods, interaction recognition requires an explicit representation of the interaction information
between subjects. Recalling the success of skeletal graph representation and graph convolution in
modeling the spatial structural information of skeletal data, we consider whether we can embed the
inter-subject interaction information into the skeletal graph and use graph convolution for a unified
feature representation. In this paper, we propose the interaction information embedding skeleton
graph representation (IE-Graph) and use the graph convolution operation to represent the intra-
subject spatial structure information and inter-subject interaction information in a uniform manner.
Inspired by recent pre-training methods in 2D vision, we propose unsupervised pre-training methods
for skeletal data as well as contrast loss. In SBU datasets, JointContrast achieves 98.2% recognition
accuracy. in NTU60 datasets, JointContrast respectively achieves 94.1% and 96.8% recognition
accuracy under Cross-Subject and Cross-View evaluation metrics.

Keywords: interaction recognition; graph representation; contrastive learning; pre-training

1. Introduction

Action recognition detects a number of predefined human action categories and has a
wide range of applications, including video surveillance, human-computer interaction and
sports health. Various kinds of data are available for action recognition, such as RGB video,
depth map sequences, and skeleton data. Compared to other kinds of data, skeletal data
is insensitive to changes in appearance, background, and perspective, which records the
motion trajectory of certain joints [1–3]. In skeleton-based action recognition, the recognition
of action scenes with multi-subjects is named as interaction recognition, and it is observed
that many scenes in the study are mutual actions, such as handshakes, hugs, etc. While
there are a large number of generic methods available for skeleton-based action recognition,
it is not the case for interaction recognition, where there are considerably fewer methods
and studies. Additionally, recent research [4–9] has revealed that generic action recognition
methods are not always effective for interaction recognition tasks. These generic recognition
methods for interaction recognition can be categorized into two groups: (1) using only the
primary subject of the skeleton data for spatial information representation, and (2) utilizing
all subjects of the skeleton data for feature representation, with feature fusion performed at
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a certain stage. However, these methods cannot produce accurate feature representations
for interaction recognition because: (1) mutual action involves more than one key subject,
and the interaction information between the key subjects must be explicitly represented,
and (2) the spatial structure of intra-subject joints is influenced by inter-subject interaction,
hence the spatial structure and interaction information should be represented in a unified
manner. Previous studies defined the spatial structure information in skeletal data as
dependencies between joints, but in a multi-subject scenario, dependencies between inter-
subject joints should be defined as interaction information. Recalling the success of skeletal
graph representation and graph convolution in modeling the spatial structural information
of skeletal data, we propose the interaction information embedding graph representation
(IE-Graph) and use the graph convolution to represent the intra-subject spatial structure
information and inter-subject interaction information in a uniform manner. In contrast to
the skeleton graph where only joint-adjacent edges exist, we incorporate subject-adjacent
edges in the proposed IE-Graph to represent the interaction information between subjects.

In addition, inspired by recent pre-training methods in 2D vision, we propose unsuper-
vised pre-training methods for skeletal data. As we all known, the representation learning
is one of the main driving forces of deep learning research. Pre-trained on a rich source
dataset, the model is able to learn generalized and useful weight parameters for down-
stream tasks. After fine-tuning on the target dataset, the model can obtain performance
gains on specific tasks. The success of pre-training in natural language processing [10,11]
and computer vision [12–15] has proven its effectiveness and advancement. Especially
when the pre-training phase is unsupervised, it is possible to utilize a practically infinite
train set size in pre-training. However, training from scratch on the target dataset is still
the dominant approach in skeleton-based tasks. The aim of this work is to advance the
representation of skeletal data through the study of unsupervised pre-training. To this
end, we propose an unsupervised pre-training framework for skeletal data, as well as a
contrastive loss for the pre-training pretext task. The proposed contrastive loss uses the
features of corresponding joints from different viewpoints as contrast elements to learn
more generalized weight parameters by backward propagation.

We validate our method on the SBU and NTU RGB-D datasets and the experimental
results demonstrate the effectiveness of the method. In addition, we demonstrate whether
the proposed IE-Graph and pre-training framework enhance the performance of the model
and whether they can be applied to other methods through ablation experiments. Our
contributions can be summarized as follows:

• We propose an innovative interaction information embedding graph representation
(IE-Graph), which represents interaction information as subject-adjacent edges and
helps in the representation of interaction and better feature fusion;

• With the help of IE-Graph, the model can use graph convolution to represent the
intra-subject spatial information and inter-subject interaction information in a uniform
manner, which allows us to generalize the single-subject action recognition methods
to interaction recognition easily;

• We propose a contrastive loss as well as an unsupervised pre-training framework for
skeletal data;

• We perform experiments on three popular benchmarks, including SUB, NTU60,
and NTU120, and the results show that JointContrast achieves competitive results in
comparison with several popular baseline methods.

2. Related Works
2.1. Skeleton-Based Action Recognition

Different from the grid structure data, e.g., RGB iamge and video, the skeleton data
has an irregular structure. Generally, the 3D skeletal data is converted to pseudo-images in
order to meet the needs of CNN based methods [2,16]. It is necessary to carefully design the
joint traversal so that the CNN model can learn the dependencies between joints, however,
this is not easy. As an extension of convolution on graph structure, graph convolution
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networks (GCN) have been successfully applied to skeletal data. The GCN-based method
extracts the human body as a skeleton graph, where the joints are the nodes, and the
bones are the edges. During the graph convolution operation, each node first constructs
the set of neighboring nodes by joint-adjacent edges, and then updates its own feature
representation by learning the dependencies with the joints in the neighboring set. With the
stacking of GCNs, each node has a larger receptive field and learns the dependencies with
more nodes. ST-GCN [17] proposes a spatial-temporal graph to represent the skeleton
data. Intra-subject and inter-frame edges respectively link body joints and the same joints
between consecutive frames, which model the spatial and temporal information. then the
model based on GCN learn spatial-temporal features and co-occurrence between them.
Previous approaches relied on hand-crafted traversal rules to reflect the dependencies
between joints, which is limited in terms of performance and generality. Li, M. et al. [18]
identify inconsistencies between latent dependencies and physical connections between
joints, for which this work proposes a data-driven approach to construct skeleton maps
to represent action-specific latent dependencies. Recently, The success of Transformer in
natural language processing and vision tasks has led to widespread interest in self-attentive
mechanisms. Attention-based methods have been successfully applied to skeletal data tasks
and learn latent dependencies between joints more efficiently. DEST-Net [19] introduces a
attention block for adaptive modeling spatial and temporal dependencies between joints,
which does not require manual design of joint traversal rules. KA-AGTN [20] models the
spatial dependencies between joints by the multi-head self-attention, and the proposed
Temporal Kernel Attention (TKA) block generates a channel-level attention score using
temporal features to enhance temporal motion correlation. However, self-attentive-based
models are difficult to train because it takes a long time for attention to move from the
global to a specific few points.

2.2. Interaction Recognition

Early works [21–25] on interaction recognition is based on hand-crafted features.
Yun, K. et al. [22] utilize joints relation of inter-subject, intra-subject, inter-frames and intra-
frames as feature representation, and then feed them to SVM for recognition. Li, M. et al. [26]
propose a novel graph model to encode class-specific person–person interaction patterns in
each single-view case and then combine the features of each single-view case for interaction
recognition. Recent works [6,9,27–31] focus on deep learning. M. et al. [4] introduce
Relational Network (RN) for interaction recognition, which utilize pair-wise joints as input
to learn the relationship information of joint pairs. Yang. et al. [5] enhances the action
recognition mothod ST-GCN so that it can represent the interaction information between
multiple subjects to solve the interaction recognition problem.

2.3. Contrastive Learning

Because of its great unsupervised potential, Contrastive learning [15,32,33] has at-
tracted the attention of many researchers. The essence of contrastive learning is to maximize
the similarity of representations between positive samples while encouraging the discrimi-
nation of negative samples [34]. Recent works [35,36] have also utilized contrastive learning
for unsupervised representation learning and pre-training. However, in skeleton-based
tasks, scratch training over the target dataset is still the dominant approach .

3. Methods
3.1. Preliminaries

Deep learning methods have been used to model and represent graph data. Traditional
neural networks are limited to processing Euclidean data. By using representational
learning, graph neural networks have generalized deep learning models to show good
performance on structured graph data [37]. Graph neural network (GNN) models have
been shown to be a powerful family of networks that learn representations by aggregating
features of entities and neighbors [38], The extension of neural networks to data with graph
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structures is a new topic in deep learning research, and the application of convolutional and
recurrent neural networks to graph is widely mentioned. Graph Convolutional Network
(GCN), as an extension of convolutional neural networks to graph structures, is a general
and effective framework for learning graph-structured data representations. In skeletal data
action recognition, the human body is considered as a hinge system consisting of joints and
bones and is represented as a skeletal graph. We use Gt = (Vt, At) to denote the skeleton
data at t frame, where Vt = {Vi

t }N
i=1 represents the set of all N joints and At represents the

joint-adjacency edges set. Define the neighboring set of Vi
t asN (Vi

t ) = {V
j
t |d(Vi

t , V j
t ) ≤ D},

where d(Vi
t , V j

t ) is the shortest path distance from Vi
t to V j

t . In addition, A predefined
labelling function l : Vt → {1, 2, . . . , k} sets the label {1, 2, . . . , K} for each node Vi

t ∈ Vt
in the graph, which divides the neighboring set N (Vi

t ) into a fixed number of K subsets.
The graph convolution is calculated in the form of

Y(Vi
t ) = ∑

Vi
t∈N (Vi

t )

1
Zi

t(V
i
t )

X(V j
t )W(l(V j

t )) (1)

where X(V j
t ) denotes the feature representation of node V j

t , W(·) is the weight parameters
assigned by the weight function according to the label of each node. Zi

t(V
i
t ) is the number

of elements in the subset where the node is located, which is used to normalize the feature
representation. The representation of Vi

t after the graph convolution is denoted as Y(Vi
t ).

Using the adjacency matrix, the Equation (1) can be expressed as:

Y(Vi
t ) =

K

∑
k=1

Λ−
1
2

k AkΛ−
1
2

k XWk (2)

where Ak is the adjacency matrix formed by the nodes labeled k ∈ {1, 2, . . . , K} in the
spatial configuration and λii

k = ∑j Aij
k is the degree matrix of the adjacency matrix.

In our work, we partition the neighboring sets of nodes based on the shortest path
distance between them, which is similar to the relative distance used in convolutional
neural networks. The partition function can be expressed as li

t(V
j
t ) = d(Vi

t , V j
t ). When the

neighbouring set is defined as the shortest path less than 2, it is possible to give a matrix
representation of each subset after partitioning in a simpler way, such as [17]. In this paper,
we give how to generate the adjacency matrix representation of the partitioned subsets
under arbitrary distance settings. We define the polynomial of the adjacency matrix At as
φk(At), where k is the number of highest terms. When k = 0, we have φk(At) = I for the
unit matrix, indicating that the neighboring nodes of each joint are only itself; when k = 1,
we have φk(At) = At indicating that the neighboring nodes of each joint are constructed
according to the body structure At. It is important to note that in a single-subject action
scene, At is represented by the adjacency matrix of the skeletal graph constructed by
only one subject, but in our work, we focus on scenes with multi-subjects actions, so At
represents the adjacency edges of multiple independent skeletal graphs constructed by
multiple subjects in one frame. When the highest number of polynomials k > 2, according
to the definition of the distance partitioning strategy we have

[Φk(A)]i,j =

{
1 i f dist(Vi

t , V j
t ) = k

0 else
(3)

Equation (3) shows that we have [Φk(A)]i,j = 1 only if the shortest path distance

between Vi
t and V j

t is equal to k, where i, j denote the row and column coordinates of the
matrix, respectively. When k > 2, we can compute the value of each position in the matrix
Φk(A) by traversing all nodes, but the time complexity of doing so is quadratic. Recall the
meaning of multiplying adjacency matrices, i.e., each element in Ak

t represents the number



Algorithms 2023, 16, 190 5 of 19

of paths from i to j that pass through exactly k edges. To this end, we can obtain Φk(At) by
Ak

t and Φj(At), j < k:

Φk(At) =


I, i f k = 0
At, i f k = 1
I(Ak

t − I(∑k−1
i=0 φi(At))), else

(4)

where I(x) is a function whose output is zero or one:

I(x) =

{
0, i f x = 0
1, else

(5)

The partitioning strategy based on distance can avoid dividing the same points into
different subsets, while the partitioning strategy has a hierarchical structure that can learn
finer-grained local features and learn the dependencies between nodes at longer distances
as the network deepens, which is consistent with the idea and practice of convolutional
neural networks.

3.2. Interaction Embedding Graph

Because graph convolution is used for spatial domain feature extraction, a predefined
graph structure for the graph convolution is required, and the traditional graph structure
cannot meet the requirements of accurate interaction recognition for modeling interaction
information. Since only the coordinates of joints are used as known data in the skeletal
data, the interaction between subjects can be understood as a feature representation of
the implicit relationship between different subject joints. While graph convolution can
model the relationship between joints within a single subject, it can also model interaction
information. The problem is that multiple subjects form multiple independently connected
graphs, but information cannot be propagated between them, which is why single-subject
action recognition methods cannot achieve superior performance in interaction recognition.

First we need to construct a graph representation of each subject, which is the same
as the traditional skeleton graph representation, except that there are multiple subjects
in the scene, and secondly, we introduce another kind of edge to model the interaction
information. To distinguish between these two kinds of edges, we call the naturally
connected edge within a subject a joint edge—which connects neighboring joints within
the same subject—and call the other kind of edge that connects the same joints between
different subjects a subject edge. As shown in Figure 1, we use blue and black nodes
to represent the joints of the different subjects, and the corresponding colored edges to
represent the joint edges within the different subjects. In addition, we use subject edges
to connect the skeleton graphs of different subject constructions. For brevity, we do not
label all subject edges in the figure. Intuitively, the subject edge converts the independent
skeletal graphs composed of multiple subjects into a unified connected graph, which
enables modeling of interaction information and feature fusion between multiple subjects
after graph convolution; Objectively, the addition of subject edges increases the number of
neighbors of each joint, and as mentioned above, the increase of neighbors in the graph
convolution means the increase of the receptive field, which means that each joint can
not only learn the feature representation within the same subject, but also obtain useful
information from other subjects.
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Figure 1. IE-Graph Representation: The joint edge (black) links the joints within the same subject,
and the subject edge (red) links the joints of the same kind between different subjects, which models
the interactive information. For brevity, we show only a portion of the subject edges in the figure.

Because joint edges and subject edges are discriminatively constructed for modeling
spatial structure features and interaction features, we use two different adjacency matrices
for separate representations. We also use At ∈ R

MN to denote the adjacency matrix
composed of joint edges, where M and N are the number of subjects and the number of
joints per subject, respectively. In general, the joints of each target labeled by the dataset
are the same, so At is a diagonal matrix consisting of the joint adjacency matrix of each
subject. In addition, we use the adjacency matrix Bt ∈ RMN to store our predefined subject
edges. Another reason we use two matrices for separate representations is that we use two
different matrices of learnable parameters in the network to model joint and subject edges
separately, one for learning spatial information and the other for interaction information.
However, pre-defined subject edges are not sufficient, as they are less helpful for modeling
relationships between joints at longer distances. Inspired by the edge-learnable weight
matrix in graph convolution, we propose the subject edge-learnable matrix B′, which has the
same dimension size as Bt. Any graph convolution operation performed with a predefined
subject edge BT is accompanied by a B′ to learn the relational representation between
distant joints. With the addition of predefined target edges and dynamic subject edges,
the graph convolution operation also needs to be changed accordingly to complete the
representation of the interaction information features, and the improved graph convolution
can be expressed as:

Y(Vi
t ) =

1
K1

k1−1

∑
k=0

D−1
k φk(At)XtWk+

1
K2

K2−1

∑
k′=1

D′k′φ
′
k′(Bt)XtWk′

(6)

Equation (6) adds a new term to the Equation (2), which completes the modeling
of the interaction information. K2 is similar to K1 as a hyperparameter controlling the
neighbouring set of each node defined by the subject edge. D′k is the degree matrix of
Φ′k(Bt, At), which serves to perform normalization of the features by eliminating the
influence of the number of neighboring joints on the output, which can be calculated by
[D′k]ij = ∑j([Φ′k(Bt, At)]ij). W′k ∈ RC×C′ is a matrix of learnable parameters formed by
superimposing the weight vectors of multiple output channels, where C and C′ represent
the input and output feature dimensions, respectively. Similar to the definition of Φk(At),
we define φ′k′(Bt, At) as a polynomial of the adjacency matrix Bt and At.

φ′ [k
′](Bt, At) =

{
Bt, i f k′ = 1
I(Bt Ak′−1

t − I(∑k′−1
i=1 φi(Bt, At)))

(7)

The definition of I(x) is the same as its definition in Φk(At). In the neighborhood
defined by the joint edges, we use a distance partitioning strategy to partition the neighbor-
ing joints into K1 subsets, and use the learnable weights Wk in each subset to model the
influence of the joints in each subset on the central joint to update the features so that it
aggregates structural information from the other joints. We also partition the neighboring
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joints defined by the subject edges into K2 subsets according to the distance partitioning
strategy, and model the influence of the joints in each subset on the centroid using the
learnable weights W′k, but in this case the graph convolution operation models the interac-
tion information between the subjects. While it is possible to simply increase K2 to make
distant joints also neighbors of the central node, there are several drawbacks to such an
approach: (1) increased receptive fields increase the model memory and inference time
cost; (2) excessively large K2 can result in loops that make the model represent redundant
joint dependencies. Therefore, we introduce a data-driven dynamic subject edge. In the
implementation, we represent it as a learnable matrix B′ with the same dimensions as Bt,
accompanied by B′t at each occurrence of φ′ [k

′](Bt, At) and denoted as φ′ [k
′](Bt, At) + B′.

Note that B′ is shared in each graph convolution operation and is initialized to an all-
zero matrix.

3.3. Joint Attention Module

Most graph convolution methods use graph representations to represent skeletal
data and model the relationships between joints using learnable weights in the networks.
However, there is no network or operation that can be used to enhance key joint features
throughout the process. We thus introduce an attention mechanism. Unlike previous
work [39] that introduced attention weights in graph convolutional networks, our JAM
has three distinct advantages: (1) the module is designed independently of the backbone
network, so it can be used by other backbone networks; (2) the independently designed
JAM utilizes both temporal and spatial domain information, and these spatio-temporal
features can help it learn more robust attention weights; (3) with the feature map of the
whole skeletal sequence as input, the module can learn the importance of each joint in a
global view.

The JAM learns from the spatio-temporal information feature map output from the
previous layer and arranges different attention weights for different joints. As shown
in Figure 2, for a given input feature map with dimensions (C, N, T), the entire feature
map first undergoes a pooling operation, which generates a joint description feature map
by aggregating the feature maps in the temporal dimension. The role of joint description
feature map is to generate embeddings corresponding to the global distribution of each joint
feature, allowing the global information from the network to be used by later network layers.
Following the feature aggregation is the excitation, which takes the global distribution
embedding as input to generate modulation weights for each joint. These weights are then
applied to the original input feature map to produce the output of the entire JAM.

Figure 2. The Joint Attention Module first pools the spatial-temporal feature map, and then uses
the linear layer and Softmax to obtain the attention weight, which is used to perform element
multiplication with the original feature map. Finally, each joint receives different attention in the
feature map.

Specifically, the JAM is a computational unit that maps the input X ∈ RC×N×T to
the feature map X ∈ RC×N×T . We define X = {x1, . . . , xN}, where xi ∈ RC×T is the
feature representation corresponding to the joint i. The signal in each output feature map
is obtained by a locality operation, so that each cell of the transformed output feature
map cannot make use of information from the context outside that region. Therefore, we
use a pooling operation to convert the input features associated with the global temporal
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domain into a joint description feature map, which is achieved by performing a global
average pooling. Formally, the joint description feature map Z = z1, . . . , z2 is generated by
collapsing the temporal dimension T. For example, the description feature zi ∈ RC of the i
joint is computed as follows

zi =
1
T

T

∑
t=1

xi[:, j] (8)

To take advantage of the information aggregated in the pooling operation, we follow
the activation operation with the aim of obtaining joint attention weights. To achieve this
target, the activation operation must satisfy two requirements: (1) it must be flexible enough
to learn nonlinear interactions between joints, and (2) it needs to learn non-reciprocal
relationships, since we want to allow the existence of multiple key joints, rather than
emphasizing only one of them. Therefore, we select to use a gated network with a Sigmoid
activation function.

s = σ(W2δ(W1z)) (9)

where σ and δ are the Sigmoid and ReLU activation functions, respectively, W1 ∈ R
C
a ×C,

W2 ∈ R2× C
a . To limit the size and complexity of the JAM, we implement the gate mech-

anism through a bottleneck structure that consists of two fully connected strata and two
nonlinear activation functions. The number of channels of the middle-state feature map
in the bottleneck structure is determined by the scaling factor a, and then the feature
dimension is reduced to 1 by the ReLU activation function and the fully-connected layer.
The final output of JAM is the modulated feature map.

X̂ = sX (10)

where the dimension of X̂ is the same as X. The JAM can be integrated into our back-
bone network. In addition, the flexibility of the block means that it can be applied to
other networks.

3.4. Pre-Training and Contrastive Loss

A well-designed pretext task for pre-training aims to learn network weights that are
universally applicable and useful to multiple downstream tasks. In terms of architecture,
speed of inference is a major consideration in some tasks where the network used is a
lightweight network. In contrast, the success of pre-training relies on networks with an
excess of parameters. In terms of data, a sufficiently large amount of data is one of the
keys to successful pre-training, so a dataset like NTU60 or NTU120 is needed. Finally,
in terms of loss design, a contrast loss function needs to be designed according to the
pretext task. In Figure 3, we conclude the pre-training framework we explore in this paper,
and call the pre-training framework JointContrast. Specifically, given a skeletal sample
S, we first generate two new samples S1 and S2 aligned in the same world coordinate
system by common data augmentation, including random flips, rotations, translations,
and scaling. We then feed the samples S1 and S2 to the shared backbone network to
extract spatio-temporal feature representations F1 and F2. Finally, a contrast loss applied to
these two spatio-temporal features is defined: we minimize the feature distance between
corresponding joints and maximize the feature distance between non-corresponding joints.
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Figure 3. Our framework consists of two parts: pre-training and fine-tuning. In pre-training, two
training samples are generated from each raw data by common data augmentation. With the help of
IE-Graph, we feed the samples to the network to extract joint features and update the parameters using
the proposed contrastive loss. In fine-tuning, the pre-trained weights are used as the initialization
and are further refined on the target downstream task. In addition, we add a prediction head to
complete the recognition.

InfoNCE, proposed in [40], is used by most of the unsupervised representational
learning methods applied to scene understanding. By treating contrast learning as a
dictionary query process, InfoNCE views contrast learning as a classification problem of
classifying positive sample pairs into the same class and negative sample pairs into different
classes, with a concrete implementation using So f tMax loss. Our proposed contrast loss
function based on corresponding joints is an improvement on the original InfoNCE.

L = − ∑
(i,j)∈P

log
exp(fI

1 · F
j
2/γ)

∑(·,k)∈P exp(Fi
1 · Fk

2/γ)
(11)

where P is the set of all positive joint pairs. In this form, we only consider joints that have
at least one corresponding joint and do not use additional non-corresponding joints as
negative. For a positive joint pair (i, j) ∈ P , the joint feature Fi

1 will be used as the query

and Fj
2 will be used as the positive key. In addition, we use all joint features Fk

2 where
∃(·, k) ∈ P and k 6= j as the set of negative keys. We summarize the above pre-training
process as Algorithm 1.

Algorithm 1 Joint contrast learning algorithm.

Require: Backbone NN
Require: Skeleton dataset X = {xi}
Require: Channels for feature maps D
Ensure: Pre-training parameters of the backbone network

for Each skeletal sample in the dataset x do
Generate two views from x, x1 and x2
Sampling two transformations T1, T2
Compute the features of the skeletal data f1, f2 ∈ RN×D by f1 = NN(T1(x1))

and f2 = NN(T2(x2))
Compute the loss and update the parameters of the network NN by back propa-

gation using the contrast loss function L(f1, f2) on the corresponding joints
end for

3.5. Backbone and Fine-Tuning

In this paper, we use the Graph Convolutional embedding LSTM (GC-LSTM) network
as the backbone, which is originally designed in [39] that achieved significant improvement
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over prior methods. Specifically, we utilize one LSTM layer as joint encoder to model joint
representation, and then three GC-LSTM blocks with proposed JAM model discriminative
spatialtemporal features. Finally, temporal average pooling is the implementation of
average pooling in the temporal domain, and we use the global feature of all joints to
predict the class of human action. The graph convolution operation embedded in GC-
LSTM enables memory cells to process graph-structured data. By combining our proposed
interaction information embedding graph representation, it is capable of representing the
joint dependencies between different subjects.

In the previous section we use the correspondence between joints and complete unsu-
pervised pre-training using contrast learning to obtain the pre-trained network parameters.
The effects are (1) to make the features corresponding to each joint more dispersed in the
feature space and to highlight the unique role played by each joint in the action; (2) to
close the feature distance between samples of the same category, making the model more
robust. After unsupervised pre-training of the model using data from the source dataset,
we initialize the network using the pre-trained parameters and then fine-tune it on the
target training set. Unsupervised pre-training work requires a large amount of data, even if
that data is unlabeled. We chose NTU120 as the pre-training dataset, which is the largest
dataset related to skeletal data with a rich sample of action classes and inter-class diversity.

4. Experiments
4.1. Datasets and Metrics
4.1.1. SBU Dataset

SBU dataset [22] contains the RGB-D sequences of mutual actions, which is constructed
by Kinect. There are 282 samples divided into eight categories, which is completed by
7 participants in an experimental environment. Each skeleton sequence contains three-
dimensional coordinate information of 15 body joints.

4.1.2. NTU RGB-D Dataset

NTU60 [41] contains a sample of 56,880 actions classified into 60 classes, and the
60 classes are divided into three categories: everyday actions, mutual actions, and health-
related actions. Eleven of the classes are interaction actions. All action samples are com-
pleted by 40 different experimental participants, which ensures the diversity of each action.
Each sample in this dataset is captured simultaneously by three Kinect cameras at different
viewing perspectives. In addition to the skeletal data, the dataset also provides RGB video,
depth map sequence data. The strengths of this dataset are the richness of the action classes,
the sufficiently large number of samples and the diversity of camera views. Recently,
the researchers have released an extended version of NTU60, NTU120 [42]. This dataset
adds an additional 60 action classes and 57,600 skeletal samples to the original dataset,
i.e., NTU120 contains 120 action classes, 26 of which are interactive actions, which makes
NTU120 the largest skeletal dataset, and one of the most challenging.

4.1.3. Performance Metrics

The performance of the model is mainly measured using recognition accuracy in the
SBU dataset. In NTU60 and NTU120 datasets, there are two ways to evaluate the recogni-
tion accuracy: (1) Cross-Subject (CS) accuracy evaluation, the action samples performed
by different subjects are divided into the training set and test set; (2) Cross-View (CV)
evaluation, the action samples collected by different cameras are divided into the training
set and test set.

4.2. Experimental Setup

In each skeleton data, we fix the number of subjects in each scene to 2. For scenes in
which only a single person appears, we perform zero padding. For scenes with more than
two SUBJECTS, we first calculate the motion distance of all joints of each subject and rank
them, and then select the top two subjects with the longest motion distance. Depending
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on the dataset, we first graphically represent the skeletal data using the proposed IE-
Graph to construct joint connection matrices At and Bt to represent the natural connections
between joints and our predefined connections between subjects, respectively. To fix the
length of the temporal dimension of the skeletal data, we split each skeletal sequence
into T subsequences of fixed length and sample a random frame from each subsequence,
after sampling, the length of each skeletal sequence is fixed to T. For skeletal samples with
original sequence length less than T, we use zero vectors for padding. In addition, we
convert the joint coordinates from the camera coordinate system to the human coordinate
system according to the parameters inside and outside the camera provided in the dataset,
and the purpose of this operation is to eliminate the influence of the camera viewpoint
on the data modeling. Specifically, we use the midpoint of the spine as the origin of the
human coordinate system, and the new X-axis is the unit vector from the left shoulder to
the right shoulder; the new Y-axis is the unit vector from the midpoint of the spine to the
vertex of the spine; and the new Z-axis is the direction of increasing depth of field. We
use the proposed GC-LSTM which is originally designed in [39] and our JAM to construct
the backbone network. We first pre-train this backbone network by the proposed pre-
training procedure and contrast loss function to obtain the corresponding parameters.
Then the training is performed on the corresponding target training set regarding the
action recognition task. In Table 1, we summarily show the hyperparameter settings in
this experiment. In addition, the temperature hyperparameter γ for the contrast loss used
in pretraining is set to 0.1. The feature mapping layer is composed of two linear layers,
which serve to compare the joint features output from the backbone network. The learnable
parameters obtained in the pre-training phase are used to initialize the network in the
fine-tuning phase, and the feature mapping layer is discarded in the fine-tuning phase and
replaced by a new untrained category prediction head. In the pre-training and training
pipeline, we used the AdamW optimizer and set the learning rate to 1× 10−4 and 1× 10−3.

Table 1. The hyperparameter settings in this experiment.

Dataset T M N K1 K2

SBU 40 2 15 2 1
NTU60 & NTU120 300 2 25 2 1

4.3. Results and Discussion
4.3.1. SBU Dataset

Due to the limited data in the SBU dataset, we implemented data augmentation on
this dataset where we introduced Gaussian noise in all joint coordinates to enhance the
realism of the data and to provide more training samples than the number of the original
dataset. In addition, the coordinates of the joints in each skeletal data are performed to be
normalized and then fed to the joint feature extraction network. In this dataset, we used
three layers of GC-LSTM and a PROPOSED JAM as the backbone network. The feature
dimensions of the GC-LSTM are 16, 32, and 32, respectively, and the JAM is set as the last
layer of the backbone network. The backbone network is followed by a classification head
with full connectivity and an activation function

The results are presented in Table 2. We compare ours with several existing major
methods, including LSTM-IRN, VA-LSTM, and GCA-LSTM. Our method achieves similar
accuracy as LSTM-IRM. Our method achieves the best performance similar to LSTM-
IRM under the accuracy evaluation of SBU dataset. LSTM-IRN introduces Relational
Network (RN) in action recognition, which can accomplish feature representation and
class prediction by fetching dependencies between joint pairs. Unlike graph convolutional
networks, which represent skeletal data as graph structures, this network takes all inter-
and intra-target joint pairs as input. the advantage of the representation adopted by LSTM-
IRN is that it takes into account the dependencies between all joints. However, such a
data representation method introduces redundant information to some extent, because the
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information complexity of the input features is proportional to the quadratic. Especially in
multi-person scenarios, the redundancy of information is further increased. Our proposed
method does not introduce redundant information and is equivalent to achieving the same
performance as LSTM-IRN based on simplified input features.

Table 2. The interaction recognition accuracy on the SBU dataset, accmeans recognition accuracy.

Methods acc

CFDM [21] 89.4%
ST-LSTM [1] 93.3%

Co-occurrence LSTM [43] 90.4%
VA-LSTM [44] 97.2%

2sGCA-LSTM [45] 94.9%
SGCConv [46] 94.0%

LSTM-IRN [4] 98.2%
JointContrast (ours) 98.2%

4.3.2. NTU60 and NTU120 Datasets

Despite the large number of samples in this dataset, we performed the data aug-
mentation due to the satisfactory performance we achieved with this on the SBU dataset.
Reproducing the compared works on our machine, we find that the recognition accuracy
of interaction actions is similar to the average accuracy of all actions. This phenomenon
indicates that most methods do not fully use the interaction information in the interac-
tion actions.

We report the interaction recognition accuracy on NTU60 and NTU120 in Table 3,
where we classify the baseline methods into LSTM-based, CNN-based, GCN-based, and
attention-based methods. From the table, we can see that the proposed method achieves
the best performance of 94.1% and 96.8% under the two evaluation metrics of NTU60,
respectively. Most recent work is based on graph convolution or attention network, where
they rely not only on manual data representation methods, but also explore implicit
dependencies between joints through a data-driven approach. Unlike these approaches,
which explore the rich dependency information between joints within a target, we take the
understanding of the whole scene and the interaction information between targets as the
key information to explore. This is because it is the lack of representation of interaction
information that makes it difficult for single-subject action recognition methods to perform
well in multi-subjects action settings. However, in addition to predefining some edges in
the graph representation, we also share with these methods the learning of dynamic joint
dependencies through a data-driven approach. This also brings our approach one step
closer and shows better performance. For the 11 interaction action classes in this dataset,
our JointContrast respectively achieves 94.1% and 96.8% recognition accuracy under Cross-
Subject and Cross-View evaluation metrics, which is the best among the baseline methods.
In addition to our method itself taking into account the discriminative features required
for interaction recognition (including: intra-subject spatial structure information, temporal
information, and inter-subjects interaction information), our pre-training with fine-tuning
strategy also plays a great help. We will focus on this in our ablation experiments.
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Table 3. The interaction recognition accuracy under Cross-Subject (CS) and Cross-View (CV) accuracy
evaluation on NTU60 and NTU120.

NTU60 NTU120

Methods CS acc (%) CV acc (%) CS acc (%) CV acc (%)

ST-LSTM [1] 83.0 87.3 63.0 66.6
LSTM-IRN [4] 90.5 93.5 77.7 79.6

AGC-LSTM [39] 89.2 95.0 73.0 73.3

SAN [47] 88.2 93.5 - -
VACNN [48] 88.9 94.7 - -

ST-GCN [17] 83.3 88.7 - -
AS-GCN [18] 87.6 95.2 82.9 83.7

ST-TR [49] 90.8 96.5 85.7 87.1
2sshift-GCN [50] 90.3 96.0 86.1 86.7

MS-G3D [51] 91.7 96.1 - -
2sKA-AGTN [20] 90.4 96.1 86.7 88.2

JointContrast (ours) 94.1 96.8 88.2 88.9

As an extended version of the NTU60 dataset, the skeletal data in NTU120 are similar
to NTU60 in terms of data form and distribution, but with the increase in the number
of classes of actions and samples, the inter-class similarity and intra-class diversity have
changed, making the dataset more challenging and posing a greater challenge to the
accurate prediction of the models. From the recognition accuracy results presented in
Table 3, we can see that the recognition accuracy of all methods decreases under different
evaluation metrics, which is in line with expectations. However, again, we can see that the
proposed method is the best performing among the compared methods in terms of both
Cross-Subject and Cross-View evaluation metrics, achieving 88.2% and 88.9%, respectively.

In Figure 4, we show the comparison of the recognition accuracy of our method with
ST-TR and MS-G3D methods under the Cross-Subject evaluation accuracy on the NTU60
dataset. We are able to see that the recognition accuracy of our method is better than both
ST-TR and MF-F3D in 11 interaction action classes, due to the modeling of spatial, temporal
and interaction information and the exploration of the co-occurrence between these features
in our method.

Figure 4. The interaction recognition accuracy on the NTU60 dataset: ST-TR, MS-G3D and our Joint-
Contrast.

4.3.3. Hyper-Parameters Analysis

The performance comparison of hyperparameters K1, K2 is shown in Table 4. K1, K2 do
not affect the number of parameters of the model, but have a certain impact on the inference
speed of the model. Models (a) and (b) illustrate that performance can be improved by
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increasing K2 when K1 is in a certain region; Comparing models (a) and (c), we improve
the performance of the model by increasing the receptive field controlled by K1. However,
K1 and K2 are coupled, and the redundant features increase as K1 and K2 increase, which
leads to no performance improvement of model (d).

Table 4. Comparison in terms of interaction recognition accuracy of K1, K2.

Methods K1 K2 CS acc (%)

(a) 2 1 93.3
(a) 2 2 93.8
(b) 3 1 94.1
(c) 3 2 94.1

4.4. Ablation Study
4.4.1. Pre-Traning with Contrastive Learning

The finding that pre-training a network on a rich source set can help boost perfor-
mance once fine-tuned on the target set has been key to the success of many applications.
To evaluate the impact of pre-training process on model performance, we select ST-GCN
and ST-GCN as the baseline for further ablation study. As shown in Figure 5, for all
baselines, the performance of the scratch-trained model lags behind that of pre-trained.
From the table, we can see that pre-trained models require more training to achieve optimal
performance than models trained from scratch. A recent study suggests the gap between
pre-trained and scratch-trained can be closed simply by training more epochs. To this end,
We perform additional experiments, training the network with 2× and 3× epochs. We no-
tice that the recognition accuracy does not improve with more extended training, probably
because both baselines suffer from over-fitting. The results illustrate the effectiveness of
pre-training and the advantages over scratch training.

Figure 5. Comparison in terms of interaction recognition accuracy of models w/ and w/o pre-training
on the NTU60 dataset. schedules means the training epochs.

We pre-train the model with the joint level contrastive loss, bringing corresponding
joint features closer and pushing the non-corresponding features farther apart, and Figure 6
shows affinity matrices between joints after pre-training. Most of the previous work uses
an attention mechanism to distinguish the specificity of the joint. However, we focus on the
uniqueness of the joint and embed it in the features of the joint itself. Joint features more
dispersed in the feature space help predict heads to obtain more distinguishable high-order
representations for classification.
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Figure 6. The affinity matrices between joints after pre-training, where the numbers represent the
different joints.

4.4.2. Interaction Embedding Graph

The proposed IE-Graph models both intra- and inter-subjects relationships within
a unified graph structure. To illustrate the broad applicability and validity of proposed
IE-Graph, we select two GCN-based methods, GCN-LSTM and ST-GCN, as the baselines
which trained from scratch for ablation study. As shown in Table 5, the accuracy of ST-
GCN w/ IE-Graph improves by 5.2% compared to one w/o IE-Graph, and GC-LSTM
w/ IE-Graph improved by 5.5%. Although the number of corresponding parameters has
increased by 10%, we believe the performance improvement is more impressive. This result
shows that the proposed IE-Graph adequately extracts the interaction information between
subjects and enables the interaction recognition accuracy of the model to be improved.
In addition, IE-Graph has wide applicability to most GCN-based methods.

Table 5. Comparison in terms of interaction recognition accuracy of the models w/ and w/o IE-Graph
on the NTU60 dataset.

Methods CS acc (%) CV acc (%) IE-Graph Parameters (107)

ST-GCN 83.3 88.7 w/o 1.2
ST-GCN 88.5 92.1 w/ 1.3

GC-LSTM 89.2 95.0 w/o 1.17
GC-LSTM 93.7 96.1 w/ 1.28

Another interesting phenomenon is that when the baseline uses IG, the recognition
accuracy of all actions lags behind mutual actions. We believe that since mutual actions have
richer information, the design of IG is more conducive to information embedding. For non-
mutual actions, the IG is more like adding a new feature space. Therefore, although the
accuracy of all-category action has been improved, the proportion of improvement lags
behind mutual action.

4.4.3. Joint Attention

To illustrate the impact of joint attention modules, we compare the performance of
models with different numbers of joint attention modules. We fix the position of the joint
attention module at the last block of each stage of the model and remove joint attention
module from the first to the last stage step-by-step. As shown in Table 6, the baseline
GLIA(3A) achieves the highest accuracy. Meanwhile, We found that the joint attention
module which is closer to the prediction head is more likely to affect the performance
of recognition. Qualitative, the early attention weight will be gradually forgotten by the
network, only by constantly reminding the network of the importance of different joints
can the network learn a stable attention weights, which is also the reason why GLIA(3A)
is the best. Quantitative, We visualize the heatmap of joint attention at different positions
as shown in Figure 7. We find that the early attention module is less effective than the
deeper ones. From the perspective of the skeleton graph, GCN assigns different weights to
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edges, and the Joint attention module assigns different weights to vertices, which makes
the model stronger and more robust

Table 6. Comparison in terms of interaaction recognition accuracy of Joint Attention Module.

Methods CS acc (%) Decrease (%)

GLIA(3-A) 93.7 -
GLIA(2-A) 93.1 0.6
GLIA(1-A) 91.7 1.4
GLI(non-A) 89.0 2.7

Figure 7. Attention visualization for the handshake action, where the top ones corresponds to the
shallow layer of the network. The attention weights are normalized.

4.4.4. Bones Information

Numerous experiments show that prior knowledge can improve the performance
of the model. For action recognition, bones information is widely used to build 2-stream
models. As shown in Table 7, the performance of JointContrast(both) outperforms the
joint-stream and bones-stream ones. This phenomenon shows that bones information
is beneficial to our JointContrast, because 2-stream contains position information and
orientation information. Therefore, our JointContrast is a 2-stream model.

Table 7. Comparison in terms of interaction recognition accuracy of joint-, bone- and both-stream.

Methods Joint Bone CS acc (%)

JointContrast (joints) yes - 93.3
JointContrast (bones) - yes 92.8
JointContrast (both) yes yes 94.7

5. Conclusions

Considering the key limitations of the previous works in representation learning and
interaction information modeling for interaction recognition, we propose a new repre-
sentation for skeleton data, named Interactive information Embedding Graph (IE-Graph).
With the help of IE-Graph, the model can use graph convolution to represent the intra-
subject spatial information and inter-subject interaction information in a uniform manner,
which allows us to generalize the single-subject action recognition methods to interaction
recognition easily. In addition, we propose a contrastive loss as well as an unsupervised
pre-training framework for skeletal-based tasks. Our proposed IE-Graph and pre-training
pretext tasks achieve impressive experimental results, but there are still some limitations:
(1) compared to data-driven representations, IE-Graph may ignore a few joint dependencies;
(2) Limited improvement in model performance from pre-training. Our future works will
focus on (1) more flexible and efficient representation of skeleton data and (2) more effective
pre-training pretext tasks.
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