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Abstract: The time-dependent diffusion equation is studied, where the diffusion coefficient itself
depends simultaneously on space and time. First, a family of novel, nontrivial analytical solutions
is constructed in one space dimension with the classical self-similar Ansatz. Then, the analytical
solution for two different sets of parameters is reproduced by 18 explicit numerical methods. Fourteen
of these time integrators are recent unconditionally stable algorithms, which are often much more
efficient than the mainstream explicit methods. Finally, the adaptive time-step version of some of
these algorithms are created and tested versus widespread algorithms, such as the Runge–Kutta–
Fehlberg solver.
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1. Introduction

Regular diffusion or regular heat conduction in solid media are among the simplest
transport processes, which can be described by a single linear partial differential equation
(PDE) of space and time. Diffusion means the transport of particles, while heat conduction
means the transport of energy. If x, t ∈ R, and the unknown function (temperature in
the case of heat conduction and concentration in the case of particle diffusion) is denoted
by u: R×R 7→ R; (x, t) 7→ u(x, t) , then the simplest regular diffusion PDE in one space
dimension is

∂u(x, t)
∂t

= D
∂2u(x, t)

∂x2 , u(x, t = 0) = u0(x) (1)

where u0 is usually a given function and D ∈ R is the constant diffusion coefficient. In
the case of heat conduction, D = k/(cρ) is the thermal diffusivity, while c, ρ, and k are
the specific heat, the density, and the heat conductivity of the material, respectively. The
boundary conditions will be discussed in the concrete analytical and numerical examples.

It is clear that for the regular diffusion equation, some analytical solutions exist [1,2],
which can be found in basic textbooks. These solutions have crucial relevance to under-
standing the diffusion process itself. As a second point, these solutions help to test the
properties and performance of old and new numerical methods. Unfortunately, in numer-
ous engineering problems, the properties of the materials, such as the density, diffusivity,
heat conductivity, or specific heat, can widely vary in the system [3] due to natural or
artificial inhomogeneities; therefore, the diffusion coefficients should also have some kind
of spatial and/or temporal dependence.

The Fick–Jacobs equation [2] (p. 68)—which is the most general space-dependent
diffusion equation—can be directly derived based on the Fokker–Planck equation. The
proper derivations were performed by Reguera and Rubi [4] and by Zwanzig [5]. Using
these equations, one can describe single-particle diffusion processes in systems which have
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spatial inhomogeneities, such as narrow ribbon channels [6]. Such systems are created when
molecules diffuse through carbon nanotubes [7], systems of channels like in zeolites [8], or
even in cell membranes [9]. Diffusion equations with space-dependent and time-dependent
coefficients were also used to model the movement of molecular species in water by Amiri
at al. [10] and Hefny and Tawfik [11], respectively.

Previously, we investigated the regular and irregular diffusion equations [12,13]. For
the regular diffusion equation (such as Equation (1)) with the traveling wave, self-similar,
traveling profile, or with some generalized self-similar trial functions, numerous new types
of analytic solutions were found. These solutions have a much more complicated structure
than the well-known Gaussian (plus an error function in the most general case). Our new
formulas contain Kummer’s or Whittaker functions with quadratic arguments with a new
free parameter which results in a larger variety of solutions. These solutions can have a
drastically different rate of decay than the fundamental Gaussians. We found solutions
which have some oscillatory behavior with a rapid power-law decay both in space and time.

In this work, we modify the PDE (1) to have a diffusion coefficient which is non-
constant in two senses. We introduce a new variable, which is a combination of the
space and time variable: η = x

tβ ∈ R. The diffusion coefficient has the simplest power-

law dependence on this variable:
−
D(η) = Dηm, where D is a constant, whose physical

dimension depends on the concrete value of β and m. Inserting it into the diffusion equation,
we obtain

∂u(x, t)
∂t

= D
∂

∂x

(
ηm ∂u(x, t)

∂x

)
= D

(
mηm−1 ∂η

∂x
∂u(x, t)

∂x
+ ηm ∂2u(x, t)

∂x2

)
(2)

Equations (1) and (2), and similar kinds of equations, are most frequently solved
numerically [14], and several methods are proposed for this purpose. Most of them can be
classified as either explicit or implicit schemes. Both kinds have a major advantage and
a disadvantage compared to one another. The widely used explicit methods, such as the
FTCS (forward time central space), require a fairly short time to execute a time step and
they are easily parallelizable. However, they are unstable, and the solution is expected to
blow up if the time-step size exceeds the so-called CFL (Courant–Friedrichs–Lewy) limit. In
other words, their stability region is limited [15]. In our case, due to the space dependence
of the diffusion coefficient, this limit is rather small, and the stiffness ratio is high. On the
other hand, due to the time dependence of the coefficient, it is changing in time, so using
the traditional explicit methods is very risky.

The stability of the implicit methods is fundamentally better; therefore, they are
considered superior and commonly used by many scientists to solve these and similar
equations [16–18]. However, in each time step, it is required to solve a system of algebraic
equations for which the process is not easily parallelizable. Calculations can be very slow
with large amounts of memory. This is common in multiple dimensions of space when the
matrix has a huge size and is non-tridiagonal. Moreover, with implicit methods, it is much
harder to follow the trend toward increasing parallelization. So, it is shown that explicit
methods can be more efficient even if a small time-step size has to be applied [19]. It is
worth noting that many clever combinations of the explicit and the implicit approaches,
e.g., semi-explicit or semi-implicit methods, are also proposed [20–23]. Nevertheless, they
do not resolve the above-mentioned dilemma of the explicit and implicit methods.

Regarding the above information, it is not baseless to believe that explicit methods,
especially if they have enhanced stability properties (see [24–31] for examples), have an
increasing comparative advantage over the long term. A couple of years ago, we initiated
the development of new explicit methods, which are unconditionally stable, at least for the
linear diffusion or diffusion–reaction equation. Our original publications (see, e.g., [32–34])
investigated the new methods theoretically and tested them with simple analytical as well
as with numerical reference solutions. We have shown that they can provide quite accurate
results significantly faster than the widely used methods, including MATLAB ODE solvers.
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In [35], we tested 14 methods in the case of a space-dependent diffusion coefficient. Most of
these algorithms had been proposed by us previously as explicit and stable schemes, but we
also included Dufort–Frankel and other known methods. However, as far as we know, until
now no one tested any of these algorithms when the diffusion coefficient was both space
and time dependent. Moreover, we do not know any work in which unconditionally stable
explicit methods with an order larger than one are used to construct adaptive time-step
size solvers.

The rest of this work is organized as follows. In Section 2, we analytically solve
the investigated equations and present the results. Section 3 describes the discretization
procedure and the numerical schemes used. In Section 4, the tests are performed for two sets
of parameters to see how the methods perform in different situations. Then, in Section 5,
the LNe-type methods are organized into adaptive time-step size solvers and tested against
popular Runge–Kutta solvers. Finally, in Section 6, we summarize our conclusions and
mention future research directions.

2. Analytical Solution

To solve the PDE (2), we use the well-known reduction technique, where we define
a new variable η = x

tβ ∈ R, which is a combination of the spatial and temporal vari-
able. Then, we try to find the solution u(x, t) with the self-similar Ansatz in the form of
u(x, t) = t−α f

(
x/tβ

)
, where α and β are arbitrary real constants, and f (η) is the shape

function with existing first and second continuous derivatives with respect to η. Evaluating
the first temporal and second spatial derivative of this Ansatz and substituting these back
to the PDE (2) yields

−αt−α−1 f (η)− βηt−α−1 f ′(η) = D
(

mηm−1t−βt−α−β f ′(η) + ηmt−α−2β f ′′
)

(3)

where prime means derivation in respect to the reduced variable η. To complete the
reduction mechanism, the explicit presence of the time variable has to be eliminated. From
this requirement, we arrive at the following constraints for the parameters, α = arbitrary
real number, β = 1/2, while m remains an arbitrary real parameter. Now, we have the
ordinary differential equation (ODE) for f (η)

f (η) = e
η−m+2

4D(m−2)

[
c1√

η
·M 4α−1

2m−4 , m−1
2m−4

(
η2−m

2D(m− 2)

)
+

c2√
η
·W 4α−1

2m−4 , m−1
2m−4

(
η2−m

2D(m− 2)

)]
(4)

where M and W are the Whittaker functions [36,37]. There is a connection to the former
results, which can be seen if one checks the following formulas which express the Whittaker
functions [36] in terms of the Kummer functions M and U:

Mκ,µ(z) = e−
z
2 zµ+ 1

2 M
(

µ− κ +
1
2

, 1 + 2µ; z
)

, Wκ,µ(z) = e−
z
2 zµ+ 1

2 U
(

µ− κ +
1
2

, 1 + 2µ; z
)

(5)

Due to the exponential factor in Equation (5), the Whittaker functions have a quicker
decay than the Kummer functions. The shape functions for some parameter values are
presented in Figure 1. The time development of the function u for two given parameter sets
are shown in Figures 2 and 3. It can be shown with a careful parameter analysis that for
negative values of α, the solutions have an exponential growth at large time and spatial
coordinates which may be considered non-physical; thus, we exclude them from further
numerical investigations. Diffusion processes where the concentration or the number of
particles explodes violate energy and matter conservation laws. On the other hand, for
some values of the parameters and variables, the values of u can be complex, which may
be considered non-physical. We also note that because our analytical solution is valid on
the whole real axis, the boundary conditions need to be specified only when the analytical
solution is going to be reproduced by numerical methods.



Algorithms 2023, 16, 184 4 of 22

Algorithms 2023, 16, x FOR PEER REVIEW 4 of 23 
 

some values of the parameters and variables, the values of u can be complex, which may 
be considered non-physical. We also note that because our analytical solution is valid on 
the whole real axis, the boundary conditions need to be specified only when the analytical 
solution is going to be reproduced by numerical methods. 

 
Figure 1. The solution of Equation (3) with D = 1; 𝛼 = 1/2; c1 = 1; c2 = 0: the black, red, blue, and 
green lines are for (m = 0; 1/2; 1; 5/2). 

 
Figure 2. The solution 𝑢(𝑥,   𝑡) of Equation (2) with the shape function Equation (4) for 𝐷 = 1 ,  𝑚 =2.4 ,  𝛼 = 3.1 ,  𝑐 = 0 ,  𝑐 = 5.96 ⋅ 10  , 𝑥 ∈ 0.055 ,  0.355  ,   𝑡 ∈ 0.5 ,  1.5  . 

Figure 1. The solution of Equation (3) with D = 1; α = 1/2; c1 = 1; c2 = 0: the black, red, blue, and
green lines are for (m = 0; 1/2; 1; 5/2).

Algorithms 2023, 16, x FOR PEER REVIEW 4 of 23 
 

some values of the parameters and variables, the values of u can be complex, which may 
be considered non-physical. We also note that because our analytical solution is valid on 
the whole real axis, the boundary conditions need to be specified only when the analytical 
solution is going to be reproduced by numerical methods. 

 
Figure 1. The solution of Equation (3) with D = 1; 𝛼 = 1/2; c1 = 1; c2 = 0: the black, red, blue, and 
green lines are for (m = 0; 1/2; 1; 5/2). 

 
Figure 2. The solution 𝑢(𝑥,   𝑡) of Equation (2) with the shape function Equation (4) for 𝐷 = 1 ,  𝑚 =2.4 ,  𝛼 = 3.1 ,  𝑐 = 0 ,  𝑐 = 5.96 ⋅ 10  , 𝑥 ∈ 0.055 ,  0.355  ,   𝑡 ∈ 0.5 ,  1.5  . Figure 2. The solution u(x, t) of Equation (2) with the shape function Equation (4) for
D = 1 , m = 2.4 , α = 3.1 , c1 = 0, c2 = 5.96× 10−13, x ∈ [0.055, 0.355], t ∈ [0.5, 1.5].



Algorithms 2023, 16, 184 5 of 22Algorithms 2023, 16, x FOR PEER REVIEW 5 of 23 
 

 
Figure 3. The solution 𝑢(𝑥,   𝑡) of Equation (2) with the shape function Equation (4) for 𝐷 = 1 ,  𝑚 =7.2 ,  𝛼 = 11.4 ,  𝑐 = 0 ,  𝑐 = 0.0042 , 𝑥 ∈ 0.48 ,  0.73  ,   𝑡 ∈ 0.9 ,  1.5  . 

In our numerical experiments, we always choose 𝐷 = 1,  𝑐 = 0 and set the value of 𝑐  to be a normalization constant. It means that we are going to numerically reproduce 
the following reference solution: 𝑢(𝑥, 𝑡) = 𝑡 𝑓    =   𝑐 ⋅ e 

√⁄( ) ⋅ 𝑊 ,  √⁄( ) . (6)

In Figures 2 and 3, we present 3D plots of this u function for those two cases, which 
will be reproduced numerically in the latter sections. Note that in the second case, the u 
function on the left boundary is first decreasing from positive to negative values and then 
increasing to reach positive values again; the numerical methods should follow this non-
trivial behavior. 

3. The Procedure of the Numerical Solution 
3.1. The Spatial and Temporal Discretization 

We consider the case of heat conduction because the concepts of the following dis-
cretization process are better established in this case. Let us discretize the time variable 
uniformly, which means 𝑡 ∈ 𝑡 ,  𝑡fin , and 𝑡 = 𝑡 + 𝑛ℎ ,  𝑛 = 1, . . . ,  𝑇 ,  ℎ𝑇 = 𝑡fin − 𝑡 . 

On the interval 𝑥 ∈ 𝑥  ,  𝑥 = 𝑥 + 𝐿 ⊂ ℝ, we construct an equidistant spatial grid: 𝑥 = 𝑥 + 𝑗𝛥𝑥 ,  𝑗 = 0, . . . ,  𝑁 ,  𝑁𝛥𝑥 = 𝐿. 

The parameters 𝑡 , 𝑥 , etc., will be given when the concrete examples are presented. 
If the physical properties of the heat-conducting media depend on space, the follow-

ing PDE is used: 

Figure 3. The solution u(x, t) of Equation (2) with the shape function Equation (4) for
D = 1, m = 7.2, α = 11.4, c1 = 0, c2 = 0.0042, x ∈ [0.48, 0.73], t ∈ [0.9, 1.5].

In our numerical experiments, we always choose D = 1, c1 = 0 and set the value of
c2 to be a normalization constant. It means that we are going to numerically reproduce the
following reference solution:

u(x, t) = t−α f
(

x
tβ

)
= c2

√
t

1
2−2α

x
·e

(x/
√

t)2−m

4(m−2) ·W 4α−1
2m−4 , m−1

2m−4


(

x/
√

t
)2−m

2(m− 2)

 (6)

In Figures 2 and 3, we present 3D plots of this u function for those two cases, which
will be reproduced numerically in the latter sections. Note that in the second case, the
u function on the left boundary is first decreasing from positive to negative values and
then increasing to reach positive values again; the numerical methods should follow this
nontrivial behavior.

3. The Procedure of the Numerical Solution
3.1. The Spatial and Temporal Discretization

We consider the case of heat conduction because the concepts of the following dis-
cretization process are better established in this case. Let us discretize the time variable
uniformly, which means t ∈

[
t0, tfin], and

tn = t0 + nh , n = 1, ..., T , hT = tfin − t0

On the interval x ∈ [x0 , xN = x0 + L] ⊂ R, we construct an equidistant spatial grid:

xj = x0 + j∆x , j = 0, ..., N , N∆x = L

The parameters t0, x0, etc., will be given when the concrete examples are presented.
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If the physical properties of the heat-conducting media depend on space, the following
PDE is used:

c(x)ρ(x)
∂u
∂t

=
∂

∂x

(
k(x)

∂u
∂x

)
(7)

For simplicity, we consider c(x, t) ≡ 1 and ρ(x, t) ≡ 1 in this work, and all the space
and time dependence of the diffusivity will be incorporated into the conductivity k(x, t).
When the outer differentiation with respect to x is executed at the right-hand side of (7),
the term k(x) must also be differentiated, which implies that an extra drift term with
∂u/∂x appears, such as in Equation (2). We avoid this by discretizing the function k and
simultaneously ∂u/∂x in Equation (7). The usual central difference formula is employed
to obtain

∂u
∂t

∣∣∣∣
xi ,tn

=
1

∆x

[
k
(

xi +
∆x
2

, tn
)

u(xi + ∆x)− u(xi)

∆x
+ k
(

xi −
∆x
2

, tn
)

u(xi − ∆x)− u(xi)

∆x

]
We now move from node variables to cell variables. It means that ui is the approxima-

tion of the average temperature of cell i, by its value at the cell center. Furthermore, ki,i+1 is
the heat conductivity between cell i and its (right) neighbor, estimated by its value at the
border of the cells. Now, the previous formula will have the form

dui
dt

=
1

∆x

(
kn

i,i+1
ui+1 − ui

∆x
+ kn

i,i−1
ui−1 − ui

∆x

)
Because we are in one spatial dimension, we consider the cross-section area of the

system as unity. Now, the heat capacity of the cell is the same as the volume and can
be given as Ci = Vi = ∆x. The thermal resistances at the n-th time level are calculated
as follows:

Rn
i, i+1 =

∆x
kn

i,i+1
=

∆x

D
(

xi,i+1/
√

tn
)m , i = 1, . . . , N − 1

Now, we have the equation for the time derivative of each cell variable:

dui
dt

=
ui−1 − ui
Rn

i, i−1Ci
+

ui+1 − ui
Rn

i, i+1Ci
(8)

which can be written into a matrix form

d
→
u

dt
= M

→
u (9)

where the system matrix M is N × N dimensional and depends on the time variable. More
details about this way of discretization (for the case of the time-independent case but more
space dimensions) can be found, e.g., in [33].

The numerical methods examined in this work can be used in the case of different types
of boundary conditions, e.g., Dirichlet, Neumann, and periodic. Because we reproduce the
above given analytical solutions, we always use Dirichlet boundary conditions, but the
concrete details will be given later.

3.2. The Applied 18 Numerical Algorithms

All the 18 numerical algorithms are already known. However, all of them (except
perhaps the RK4) are generalized to the case of a space- and time-dependent diffusion
coefficient for the first time here. Let us present immediately the formulas which are applied
for Equation (8) or (9), as well as the references where the readers can find more details
about them. We note that 14 of the used formulas are collected and applied in our previous
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paper [35] for the case when D depends only on space but not on time. The following
two quantities will be extensively used:

rn
i =

h
Ci

(
1

Rn
i, i−1

+
1

Rn
i, i+1

)
and An

i =
h
Ci

(
un

i−1
Rn

i, i−1
+

un
i+1

Rn
i, i+1

)
, i = 1, . . . , N, n = 0, . . . , T

The quantity rn
i is similar to the mesh ratio r = Dh

∆x2 , which is usually used in the case
of Equation (1). The quantity An

i will convey information to the cell i from its neighbors.
We will frequently employ the modified theta-formula:

un+1
i =

(1− ri θ)un
i + Ai

1 + ri (1− θ)
, θ ∈ [0, 1] (10)

which is thoroughly introduced and described in [38].
1. The so-called unconditionally positive finite difference (UPFD) method is developed

by Chen-Charpentier and Kojouharov [39] for the linear diffusion–advection–reaction
equation. In our case, the new values of the cell variables can be obtained from Equation (10)
by the θ = 0 substitution:

un+1
i =

un
i + An

i
1 + rn

i
(11)

2. The simplest among our methods is the constant neighbor (CNe) algorithm [32].
The following formula is used:

un+1
i = un

i ·e− rn
i +

An
i

rn
i

(
1− e− rn

i

)
(12)

3. The two-stage CpC method [40] uses the CNe formula twice. The first stage is a
fractional time step with length h/2, where the new predictor values of u are calculated
as follows:

upred
i = un

i e− rn
i /2 +

An
i

rn
i

(
1− e− rn

i /2
)

Note that in the second term on the r. h. s., the factor 1
2 cancels out from the fraction.

The new values of the A quantities are calculated using these predictor values

Anew
i =

h
Ci

 upred
i−1

Rn
i, i−1

+
upred

i+1
Rn

i, i+1

 (13)

and then, at the second stage, these are used in the full-length corrector step. The function
values at the end of the time step are

un+1
i = un

i ·e−rn
i +

Anew
i
rn

i

(
1− e− rn

i

)
Note that the resistances are taken into account only at the beginning of the time step,

and they are updated only when a new time step begins. This tactic will be used in the case
of the next methods, which are based on the so-called linear-neighbor approximation.

4. The linear-neighbor (LNe or LNe2) algorithm [32] consists of two stages. The first
stage is actually a full predictor time step with the CNe scheme to calculate the upred

i values.
Using them, we can calculate new Anew

i values:

Anew
i =

h
Ci

 upred
i−1

Rn
i, i−1

+
upred

i+1
Rn

i, i+1

 (14)
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Now, the corrector step uses the following formula:

un+1
i = un

i e− rn
i +

(
An

i −
Anew

i − An
i

rn
i

)
1− e− rn

i

rn
i

+
Anew

i − An
i

rn
i

(15)

5–6. Based on the corrector values in Equation (15), one can first recalculate Anew
i

again, and then repeat (15) to obtain new corrector values. This three-stage scheme is called
the LNe3 method [32], which is still second order, but it is usually more accurate than the
LNe2. If one repeats the corrector step again based on the LNe3 values to further improve
the accuracy, a four-stage formula arises, which is abbreviated as LNe4.

7. The CLL algorithm [41] is a modification of the LNe3 algorithm in order to achieve
third-order temporal convergence. For this purpose, it uses fractional time steps during the
first and second stages. Generally, the length at the first stage is h1 = ph, 2

3 ≤ p < 2, but at
the second stage it is always h2 = 2h/3. In the first stage, the CNe formula is employed to
calculate new predictor values:

uC
i = un

i e− prn
i +

An
i

rn
i

(
1− e− prn

i

)
(16)

In the second stage, we use formulas similar to (15) but with an h2 = 2h/3 time-
step size to obtain the first corrector values. The new Anew

i values are calculated as in

Equation (14), i.e., AC
i = h

Ci

(
uC

i−1
Rn

i, i−1
+

uC
i+1

Rn
i, i+1

)
. Using these the corrector step is as follows:

un+1
i = un

i e− 2rn
i /3 +

(
An

i −
AC

i − An
i

prn
i

)
1− e− 2rn

i /3

rn
i

+
AC

i − An
i

rn
i

(17)

In the third stage, a full time step is taken with the LNe formula:

un+1
i = un

i e− rn
i +

(
An

i −
ACL

i − An
i

2rn
i /3

)
1− e− rn

i

rn
i

+
ACL

i − An
i

2rn
i /3

(18)

where ACL
i = h

Ci

(
uCL

i−1
Rn

i, i−1
+

uCL
i+1

Rn
i, i+1

)
. In Section 4, we take p = 2

3 , but in Section 5 we try p = 1

as well.
8. The CCL algorithm [42] is very similar to the CLL, but at the second stage the

CNe formula is used. So, the first stage is the same as in (16), where, for stability reasons,
1
3 ≤ p ≤ 0.949 and p 6= 2

3 should hold. We set p = 1
3 and obtain the first- and second-

stage formulas:

uC
i = un

i e− rn
i /3 +

An
i

rn
i

(
1− e− rn

i /3
)

and uCC
i = un

i e− 2rn
i /3 +

AC
i

rn
i

(
1− e− 2rn

i /3
)

Then, after the calculation of ACC
i = h

Ci

(
uCC

i−1
Rn

i, i−1
+

uCC
i+1

Rn
i, i+1

)
, a full time step is taken with

the LNe formula at the third stage:

un+1
i = un

i e−rn
i +

(
An

i −
ACC

i − An
i

2rn
i /3

)
1− e−rn

i

rn
i

+
ACC

i − An
i

2rn
i /3
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9. The two-stage pseudo-implicit (PI) method is published in [38]. It is considered
here with parameters p = 1

2 and θ1 = 0 at the first stage and θ2 = 1
2 at the second stage.

The following first- and second-stage formulas must be applied for each cell:

Stage 1 : upred
i =

un
i + An

i /2
1 + rn

i /2
, Stage 2 : un+1

i =
(1− ri/2)un

i + Anew
i

1 + ri/2

where Anew
i is calculated exactly as in Equation (13). One can see that there is a stage with

a half time step for the predictor values and then the second stage with a full time step for
the corrector values.

Let us now focus on the odd–even hopscotch schemes. A bipartite spatial grid, in
which all the nearest neighbors of the odd cells are even and vice versa, is required to
apply any of them. There are four different stencils, more precisely spatial and temporal
structures, of the used hopscotch-type methods, which are displayed in Figure 4. Only one
odd and one even cell is displayed in the case of each method in the figure. The stages
are symbolized by colored rectangles. Those boxes which belong to the repeating units
are surrounded by dashed red lines. For example, the asymmetric hopscotch structure
(ASH) consists of two half and one full time steps. The calculation starts with a half-sized
time step (yellow rectangle with the number ‘1’ inside) being taken for the odd cells using
the initial values. Then, a full time step is taken for the even cells (green box), and then a
halved third timestep (blue rectangle) closes the repeating unit of the calculation, which
is surrounded by a dashed red line. The golden rule is that the most recent values of
the neighbors ui±1 always have to be used when an Ai is calculated (for example, in the
theta-formula) to obtain the new value of ui. This assures stability and, at the same time,
quite quick convergence. At the next points, we give the concrete formulas with which
the structures can be filled. In the case of the theta-formula, we just give the value of the
parameter θ.
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Figure 4. Hopscotch-type space-time structures. The time elapses from the top (t = 0) to the bottom.

10. Original odd–even hopscotch method (OOEH, [43]): Stage 1: θ = 1, Stage 2: θ = 0.
11. Reversed odd–even hopscotch algorithm (RH, [34]), uses the same structure as the

OOEH. Stage 1: θ = 0, Stage 2: θ = 1.
12. OEH-CNe method: OOEH structure, CNe formula in each stage with the golden

rule mentioned above.
13. Shifted-hopscotch (SH, [33]): Stage 1 (yellow box in Figure 4): θ = 0, Stages 2–4

(green boxes): θ = 1
2 , Stage 5 (blue box): θ = 1.

14. Asymmetric-hopscotch (ASH, [44]): Stage 1 (yellow box), θ = 0, Stage 2: θ = 1
2 ,

Stage 3: θ = 1.
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15. Leapfrog-hopscotch (LH, [45]): Stage 0 (yellow box): θ = 0. Intermediate and last
stages (green and blue boxes): θ = 1

2 .
16. Leapfrog-hopscotch-CNe (LH-CNe, [45]): CNe formula at all stages with the

appropriate time-step size.
17. The Dufort–Frankel (DF) explicit two-step method [46] (p. 313) is an old but

non-traditional algorithm which was constructed for the diffusion equation for which it is
unconditionally stable. In our case, it has the formula:

un+1
i =

(
1− rn

i
)
un−1

i + 2An
i

1 + rn
i

The r. h. s. of the formula contain values of u at two time levels, so we need two
initial conditions, the second one calculated by another algorithm. We employ the UPFD
Scheme (11) for this purpose.

18. For comparison purposes, we use the so-called classical version of the fourth-order
Runge–Kutta (RK4) method [47] (p. 737). If we apply it to our spatially discretized system,
we have

k1
i = An

i − rn
i un

i , then A1
i =

h
Ci

(
un

i−1 + k1
i−1/2

Rn
i, i−1

+
un

i+1 + k1
i+1/2

Rn
i, i+1

)

k2
i = A1

i − rn
i

(
un

i + k1
i /2
)

, then A2
i =

h
Ci

un
i−1 + k2

i−1/2

Rn+ 1
2

i, i−1

+
un

i+1 + k2
i+1/2

Rn+ 1
2

i, i+1



k3
i = A2

i − rn+ 1
2

i

(
un

i + k2
i /2
)

, then A3
i =

h
Ci

un
i−1 + k3

i−1

Rn+ 1
2

i, i−1

+
un

i+1 + k3
i+1

Rn+ 1
2

i, i+1


and finally

k4
i = A3

i − rn+ 1
2

i

(
un

i + k3
i

)
, and un+1

i = un
i +

(
k1

i + 2k2
i + 2k3

i + k4
i

)
/6

With the exception of the UPFD, OOEH, DF, and RK4, all the methods were created by
our research group. The verifications and almost always the analytical proofs are presented
in the original papers, but several truncation errors are given in [48]. The UPFD and the
CNe methods have been shown to have first-order convergence in the time-step size, CCL
and CLL are third order, RK4 is obviously fourth order, and all other schemes are second
order. All methods (except RK4, of course) are unconditionally stable for the linear heat
or diffusion equation. This means that the CFL restrictions do not apply in their case. We
underline once again that in the big camp of explicit methods, unconditional stability is not
the rule but the exception.

Note that the CNe, CpC, LNe, LNe3, LNe4, OOEH-CNe, and LH-CNe schemes
are not simply stable, but their error is strictly limited by the maximum and minimum
principles [49] (p. 87). This is a direct consequence of the fact that any new un+1

i value is
the convex combination of the already known un

i , un
i−1, un

i+1, etc., values, which excludes
the increase in any unphysical oscillations even for extremely large time-step sizes. On
the other hand, as the reader will see later, this favorable property limits the speed of
convergence of these algorithms, often resulting in rather poor accuracies for small and
medium time-step sizes. Specifically, they significantly (in the case of very large time-step
sizes, tremendously) underestimate the speed of the heat- or particle-transfer process,
which can be perceived as a kind of ‘negative’ dissipation error.
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4. Numerical Results with Fixed Time-Step Sizes

This section investigates the numerical error, for example, how it decreases with the
time-step size h. First, we run the simulation for all 18 methods for a very large and fixed h
and calculate the error. Then, this procedure is repeated with smaller and smaller time-step
sizes until the minimal error values are obtained. The magnitude of the error is calculated
as follows:

Error = max
1<i<N

∣∣∣uanalytic
i

(
tfin
)
− unum

i

(
tfin
)∣∣∣

which means the usual L∞ error, i.e., the largest absolute difference between the analytical
and the numerical solution at the final time tfin, is considered. Because some data about
the running times of the examined methods for fixed time-step sizes can be found in our
original publications, we do not measure the running times here, only in Section 5 with
adaptive time-step sizes.

The system matrix M has only negative eigenvalues. Let us denote the smallest
(largest) absolute value eigenvalues by λMIN (λMAX). The CFL limit for the explicit Euler
method can be analytically calculated as hEE

CFL = |2/λMAX|, and for the higher-order RK
method, this limit is only slightly larger [50]. On the other hand, the stiffness ratio of the
problem can be defined as the ratio λMAX/λMIN.

To perform the numerical calculations, the software MATLAB has been used, and
the command kummerU has been used to calculate the Kummer U function (confluent
hypergeometric function of the second kind). Because the calculation of the values of the
boundary conditions for a given time point is orders of magnitude more time-consuming
than performing the steps of the numerical schemes for all the nodes of the grid, we applied
a trick to minimize the running time. The boundary conditions have been calculated only
in 4000 time points, and a linear interpolation between the two appropriate times of the
pre-calculated boundary values has been used to evaluate the boundary conditions at the
actual time of the simulation. Of course, we always checked that the error due to this
approximation is always much smaller than the errors of the numerical algorithms at the
intermediate space points.

4.1. Experiment 1 with Small Value of Parameter m

In this experiment, the following parameters are used:

m = 2.4 , α = 3.1 , c2 = 5.96× 10−13 , N = 1000 , x0 = 0.055 , ∆x = 3× 10−4, t0 = 0.5, tfin = 1.5 (19)

The CFL limit is increasing from hEE
CFL
(
t0) = 2.4× 10−7 to hEE

CFL
(
tfin) = 9.0× 10−7 and

the stiffness ratio is decreasing from 4.1× 106 to 2.6× 106. The errors as a function of the
time-step size are presented in a log-log diagram in Figure 5. The errors cannot decrease
below the residual error (from space discretization), which is visible in the bottom left
of the figure, because we employ a fixed space step size and only reduce the time-step
size. The RK4 method is unstable for large and medium time-step sizes, and therefore it
is visible only at the bottom left side of the figure. Two groups of the stable methods are
clearly distinguishable: the slowly and the quickly converging algorithms. This latter one
consists of the OOEH, RH, SH, ASH, DF, and LH methods, and the remaining 11 converge
more slowly. In our paper [48], we explained the reasons for this behavior based on
the truncation errors. Note that a slowly converging algorithm does not mean that it is
useless, because it can possess other useful properties, such as the previously mentioned
minimum–maximum principle.



Algorithms 2023, 16, 184 12 of 22Algorithms 2023, 16, x FOR PEER REVIEW 12 of 23 
 

 
Figure 5. Maximum errors as a function of the time-step size for Experiment 1. The numerical order 
of convergence of the algorithms are the slopes of the error curves. 

In Figure 6, one can see the analytical u function at the initial and final time, as well 
as the numerical solution at the final time in the case of two methods, namely the CCL 
and the LH methods, for those time-step sizes when they start to produce a solution which 
may be acceptable in some engineering applications. Moreover, in Figure 7, we also plot-
ted the time development of the maximum errors of all but the RK4 schemes for a fixed 
time-step size ℎ = 2 ⋅ 10 . 

Figure 5. Maximum errors as a function of the time-step size for Experiment 1. The numerical order
of convergence of the algorithms are the slopes of the error curves.

In Figure 6, one can see the analytical u function at the initial and final time, as well as
the numerical solution at the final time in the case of two methods, namely the CCL and
the LH methods, for those time-step sizes when they start to produce a solution which may
be acceptable in some engineering applications. Moreover, in Figure 7, we also plotted the
time development of the maximum errors of all but the RK4 schemes for a fixed time-step
size h = 2× 10−4.

4.2. Experiment 2 with Large Value of Parameter m

In this experiment, the following parameters are used:

m = 7.2 , α = 11.4 , c2 = 0.0042 , N = 500 , x0 = 0.48 , ∆x = 5× 10−4 , t0 = 0.9 , tfin = 1.5 (20)

Because the value of m is larger, the diffusion coefficient depends on the x and t
variables more strongly. The CFL limit is increasing from hEE

CFL
(
t0) = 8.65 × 10−7 to

hEE
CFL
(
tfin) = 5.44× 10−6 and the stiffness ratio is decreasing from 1.16× 106 to 4.86× 105.

The errors as a function of the time-step size are presented in a log-log diagram in Figure 8.
In Figure 9, one can see the analytical u function at the initial and final time, as well as
the numerical solution at the final time in the case of the CCL and the LH methods. In
Figure 10, we again plotted the time development of the maximum errors of all but the
RK4 schemes for a fixed time-step size h = 10−3.
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Figure 6. The variable u as a function of x in the case of the initial function u0, the analytical solution
at the final time, the CCL algorithm for h = 10−5, and the LH algorithm for h = 0.0013 in the case of
small value of m (Experiment 1). It is worth emphasizing again that for these time-step sizes, explicit
Runge–Kutta algorithms are unstable.

Algorithms 2023, 16, x FOR PEER REVIEW 13 of 23 
 

 
Figure 6. The variable u as a function of x in the case of the initial function u0, the analytical solution 
at the final time, the CCL algorithm for ℎ = 10 , and the LH algorithm for ℎ = 0.0013 in the case 
of small value of m (Experiment 1). It is worth emphasizing again that for these time-step sizes, 
explicit Runge–Kutta algorithms are unstable. 

 
Figure 7. The time development of the errors, i.e., the absolute difference between the analytical 
solution and that of the stable numerical methods, for ℎ = 2 ⋅ 10  as a function of time. 

4.2. Experiment 2 with Large Value of Parameter m 

Figure 7. The time development of the errors, i.e., the absolute difference between the analytical
solution and that of the stable numerical methods, for h = 2× 10−4 as a function of time.



Algorithms 2023, 16, 184 14 of 22

Algorithms 2023, 16, x FOR PEER REVIEW 14 of 23 
 

In this experiment, the following parameters are used: 𝑚 = 7.2 ,  𝛼 = 11.4 ,  𝑐 = 0.0042 ,  𝑁 = 500 , 𝑥 = 0.48 ,  𝛥𝑥 = 5 ⋅ 10  ,  𝑡= 0.9 ,  𝑡fin = 1.5  (20)

Because the value of m is larger, the diffusion coefficient depends on the x and t var-
iables more strongly. The CFL limit is increasing from ℎ (𝑡 ) = 8.65 ⋅ 10   to ℎ 𝑡fin = 5.44 ⋅ 10  and the stiffness ratio is decreasing from 1.16 ⋅ 10  to 4.86 ⋅ 10 . 
The errors as a function of the time-step size are presented in a log-log diagram in Figure 
8. In Figure 9, one can see the analytical u function at the initial and final time, as well as 
the numerical solution at the final time in the case of the CCL and the LH methods. In 
Figure 10, we again plotted the time development of the maximum errors of all but the 
RK4 schemes for a fixed time-step size ℎ = 10 . 

 
Figure 8. Maximum errors as a function of the time-step size for parameter set (20) (Experiment 2). Figure 8. Maximum errors as a function of the time-step size for parameter set (20) (Experiment 2).

Algorithms 2023, 16, x FOR PEER REVIEW 15 of 23 
 

 
Figure 9. The variable u as a function of x in the case of the initial function u0, the analytical solution 
at the final time, the CCL algorithm for ℎ = 1.2 ⋅ 10 , and the LH algorithm for ℎ = 0.0016 in the 
case of large value of m (Experiment 2). 

 
Figure 10. The time development of the errors, i.e., the absolute difference between the analytical 
solution and that of the stable numerical methods, for 310h −=  as a function of time. 

Figure 9. The variable u as a function of x in the case of the initial function u0, the analytical solution
at the final time, the CCL algorithm for h = 1.2× 10−5, and the LH algorithm for h = 0.0016 in the
case of large value of m (Experiment 2).
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5. Numerical Results with Adaptive Time-Step Sizes

In this section, we introduce and design several adaptive time-step controllers to
solve the system in Equation (8). When adaptive step-size controllers are designed, there
are three important factors: the method for advancing the solution in each time step, the
approach of estimating the local error in each time step, and the strategy which changes the
size of the time step [51]. For advancing the solution, three methods have been used here to
design the controllers, which are the LNe3, CLL, and Runge–Kutta methods. For estimating
the local error, one needs the values of the function u calculated in two different ways but at
the same time level. However, most of the examined algorithms do not automatically serve
two different approximations of the unknown function. The LNe3 and the CLL methods
are among those very few which do, so embedded formulas can be designed based on
them, as will be explained for each method later.

The strategy for changing the time-step size can be briefly explained here. Let us
assume that we applied an explicit scheme of order q with time-step size hpresent to the
system in Equation (8) for advancing the solution from un to un+1. Assume that we used
some approach for estimating the local error during that time step and let us denote the
calculated local error by LE. The norm of the error estimation can be written as follows [52]
(p. 26):

errn+1 = max
{

|LE|
AbsTol + |un+1|RelTol

}
(21)

where AbsTol and RelTol are the relative and the absolute tolerances which can be specified
by the user. The used nomenclatures hide the fact that LE and un+1 are vectors because
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they are applied to a system of ODEs instead of a single ODE. Using the calculated norm
errn+1, we can change the time-step size using the following formula [53]:

hnew = min
(

fmax, max
(

fmin, fsβn+1
))

hpresent (22)

where βn+1 is a function of the norm of the error estimation errn+1, and that function
depends on the type of the controller. The safety factor is taken as fs = 0.9 while the
factors fmax and fmin are chosen to be 5 and 0.1, respectively [54] (p. 168). In the case of
the elementary controller, which we are using in this paper, the function can be written
as follows:

βn+1 =
(

errn+1
)−1

q (23)

If errn+1 ≤ 1, we accept the time step, and the solution is advanced with un+1
i , and the

time step will be modified by Equation (22). If errn+1 > 1, we reject both the time step and
the solution un+1

i , and we repeat the calculations with a new time step calculated again by
Equation (22).

Now, we will illustrate the approaches for calculating the local error estimation for
each method.

The LNe3 method
As we introduced in Section 3, the LNe3 method consists of three stages. In the first

stage, we use the CNe scheme while the LNe scheme is used in the second and third stages.
All three stages provide values of the unknown function u at the end of the actual time
step. It means that there are three possibilities to compare these values with one another
in order to estimate the local error. The first possibility means that the difference between
the numerical solutions calculated in the first and second stages is used as a local error
estimator as follows:

LEC1L2 =
∣∣∣ûn+1 − un+1

∣∣∣ (24)

where ûn+1 and un+1 are the solutions calculated by Equations (12) and (15), respectively.
The indices C1 and L2 in the last nomenclature LEC1L2 refer to the stages used to estimate the
local error. Now, we substitute LEC1L2 and un+1 into Equation (21) to obtain the norm of the
local error estimation. Considering the previous calculations and Equations (22) and (23),
an adaptive time-step controller is constructed, and it is denoted by ALNe3-C1L2. The
local error can be estimated based on the first and third stages as well. Repeating the same
step as in the previous lines, another adaptive time-step controller is obtained, and it is
denoted by ALNe3-C1L3. The third possibility is when the local error is estimated based
on the first and the third stages and the applied controller will be denoted by ALNe3-L2L3.

The CLL method
The CLL method consists of three stages. The first stage uses the CNe scheme with

time-step length ph, while the second step uses the LNe scheme with time-step length 2
3 h.

If we take p = 2
3 in the first stage, then an error estimation can be made as in Equation (24),

where ûn+1 is calculated by Equation (16), considering that p = 2
3 , while un+1 is calculated

by Equation (17). Substituting Equation (24) into Equation (21), and then considering
Equations (22) and (23), an adaptive controller can be implemented, and it will be denoted
by ACLL-C1L2. If p = 1, another local error estimation can be considered as follows:

LEC1L3 =
∣∣∣ûn+1 − un+1

∣∣∣ (25)

where ûn+1 is calculated by Equation (16), taking p = 1, while un+1 is calculated by Equa-
tion (18). Substituting Equation (25) into Equation (21), and then considering Equations (22)
and (23), an adaptive controller will be implemented, and it will be denoted by ACLL-C1L3.

Runge–Kutta Cash–Karp Method RKCK
Because it is a well-known method, and explained in detail in [55] (p. 717), we think

that it is not necessary to describe the tedious processes of implementing the method. The
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local error estimation in Equation (16.2.6) and the fourth-order solution in Equation (16.2.5)
in [55] can be plugged into our equation (21) to obtain the norm of the local error estimation.
Again, using Equations (22) and (23), the Runge–Kutta Cash–Karp is obtained, and it is
denoted by RKCK.

Runge–Kutta–Fehlberg Method
Plenty of references discussed and implemented this method. Here, we will refer

to [56], where the authors show how to estimate the local error using Equation (5.55) in that
reference. The numerical solution generated by Equation (5.53), along with the local error
estimated by Equation (5.55) in that reference, can be substituted into our Equation (21)
to obtain the norm of the error estimation. That norm can be used to adapt the time-step
size using Equation (22), resulting in the so-called Runge–Kutta–Fehlberg 4(5), or RKF45
method, and it will be referred to as RKF in our paper.

Two numerical experiments are conducted to check the performance of these adaptive
controllers and to compare their performances. The numerical computations are carried out
using the MATLAB R2020b software on a desktop computer Intel Core (TM) i11-11700F.

5.1. Experiment 1 with Adaptive Solvers

In this experiment, the parameters listed in Equation (19) are used. The errors as a
function of the running time are presented in a log-log diagram in Figure 11. From the
figure, it is evident that the adaptive LNe3 controllers and the adaptive CLL controllers are
significantly faster than the RKF and RKCK when the desired accuracy is not very high. The
RKF and RKCK can achieve the same accuracy as the adaptive LNe and the adaptive CLL
families with the same running time, only when the error is 1.4× 10−6. However, none of
the adaptive controllers can go beyond this accuracy due to the space discretization error. It
does indeed look like the error, in the case of the RKF and RKCK, is relatively independent
of the running time. According to our previous experience, this is not uncommon behavior
in the case of explicit adaptive solvers, if the method used for designing the controller is
only conditionally stable, such as some of the built-in ODE solvers of MATLAB [45].

5.2. Experiment 2 with Adaptive Solvers

In this experiment, the parameters listed in Equation (20) are used. Figure 12 shows
the errors as a function of the running time in a log-log diagram. This experiment shows
that the adaptive LNe controllers and the adaptive CNe controllers are again faster than
controllers designed based on the Runge–Kutta method. As we mentioned previously, the
CFL limit is changing with respect to time, and it can be calculated for the explicit Euler
method as hEE

CFL = |2/λMAX|. That limit was calculated in this experiment at six selected
points in time as follows:

time point ∈
{

t0 + i
(

t f in − t0
)}

, i ∈ {0, 0.2, 0.4, 0.6, 0.8, 1}

We plotted this limit as a function of time with a dashed blue line in Figure 13. At
approximately the same level of accuracy, when the produced error was of order 10−4, the
history of the time-step size was also registered for each adaptive controller in order to
check if they can follow the trend of the hEE

CFL. Figure 13 shows that the LNe3 controllers and
CLL controllers could roughly follow the trend of the CFL limit. It means that they could
detect the changes in the CFL limit and modify the step size. The Runge–Kutta controllers
could follow the general trend, but they suffer from a fluctuating step size. The zoomed
area of Figure 13 shows the behavior of the time-step size of the RKCK during a very short
time (0.06% of the total time). On other hand, the time-step size in the case of the adaptive
LNe3-L2L3 remained roughly constant. The reason behind the fluctuation in the case of
the RK solvers is the conditional stability: when the time-step size h is below the CFL limit
(which is slightly larger for RK4 than for the first-order explicit Euler), the error is very
small, and the time-step size is increased. When the time-step size exceeds the stability
limit, errors are starting to be amplified exponentially. This exponential increase can be
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very slow at the beginning if h is still close to the limit, which may yield a further time-step
size elevation. Once the increasing error is detected, h is suddenly decreased to let the
errors diffuse away. Then, the errors will be very small again; thus, the cycle starts again.
This fluctuation is time-consuming and therefore undesirable. It is among the reasons why
adaptive Runge–Kutta controllers are slower than the other solvers in our experiments.
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6. Discussion and Summary

We studied the non-steady-state linear diffusion equation in the situation when the
diffusion coefficient varies on the spatial and temporal coordinate at the same time. We have
created a family of new analytical solutions using a similarity transformation, which is highly
nontrivial, because the solution function is a combination of the two Whittaker functions.

A total of 18 explicit numerical algorithms have been used to reproduce this new
analytical solution. Of them, 17 are explicit and unconditionally stable schemes which are
recently invented, with the exception of 3 methods. The last one is the classical 4th-order
Runge–Kutta method, which is only conditionally stable, and therefore it cannot be used
with most of the time-step sizes applied in our experiments. According to our findings, the
leapfrog-hopscotch scheme usually has the best performance, but the Dufort–Frankel, the
original odd–even hopscotch, and the shifted and the asymmetric hopscotch can also be
very accurate for much larger time-step sizes than the stability limit for the RK4 method.
On the other hand, the LNe3 or LNe4 method is recommended if unconditional positivity
is required. The LNe3 and the CLL algorithms have been successfully organized into
embedded-type adaptive step size solvers, which severely outperform the standard RKF
and RKCK solvers. Recall that a lot of efforts have been made to improve traditional solvers
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by the so-called PI and PID controllers [57,58]. The main goal of those controllers is to
reduce the fluctuating behavior of the time-step size. The LNe3 and the CLL-based adaptive
controllers could change the time-step size smoothly using only the elementary controller
without any need to implement the PI controller. We consider this as another advantage
of these methods. We can state that if the CFL limit is decreasing, the advantage of all the
unconditionally stable explicit algorithms are increasing, and they can give results with
acceptable accuracy much faster than the standard explicit methods. Therefore, we advise
academics and engineers who still use the explicit RK solvers to solve linear diffusion or
heat conduction equations to shift to an explicit but stable method.

In the near future, we are turning our attention to nonlinear diffusion problems. We
already started to investigate diffusion equations in which the diffusion coefficient depends
on the concentration. We are also interested in diffusion–reaction equations with different
nonlinear reaction terms. Different Ansatzes will be applied to obtain novel analytical
solutions, and then some of the efficient methods (especially the LH) will be adapted to
these cases. We point out that some of our techniques have already been used to solve
Fisher’s equation [34] or the deterministic KPZ equation successfully; therefore, we are
optimistic about the success of this research direction.
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