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Abstract: With excess energy use from non-renewable sources, new energy generation solutions must
be adopted to make up for this excess. In this sense, the integration of renewable energy sources
in high-rise buildings reduces the need for energy from the national power grid to maximize the
self-sustainability of common services. Moreover, self-consumption in low-voltage and medium-
voltage networks strongly facilitates a reduction in external energy dependence. For consumers,
the benefits of installing small wind turbines and energy storage systems include tax benefits and
reduced electricity bills as well as a profitable system after the payback period. This paper focuses on
assessing the wind potential in a high-rise building through computational fluid dynamics (CFD)
simulations, quantifying the potential for wind energy production by small wind turbines (WT)
at the installation site. Furthermore, a mathematical model is proposed to optimize wind energy
production for a self-consumption system to minimize the total cost of energy purchased from the
grid, maximizing the return on investment. The potential of a CFD-based project practice that has
wide application in developing the most varied processes and equipment results in a huge reduction
in the time and costs spent compared to conventional practices. Furthermore, the optimization model
guarantees a significant decrease in the energy purchased at peak hours through the energy stored in
energy storage systems (ESS). The results show that the efficiency of the proposed model leads to an
investment amortization period of 7 years for a lifetime of 20 years.

Keywords: distributed energy resources; small wind turbine; optimization; mixed-integer linear
programming; computational fluid dynamics; self-consumption

1. Introduction

Population growth in urban areas has triggered the search for sustainable techniques
of energy consumption in buildings [1–3]. It is necessary to prioritize energy efficiency
and integrate renewable energy sources in buildings to achieve EU goals [4]. Buildings
are responsible for 40% of the total energy consumption across the EU, and the share of
energy-inefficient buildings is 36%, mainly due to their age, which is over 50 years [5–7].
Energy management in buildings is associated with the idea of controlling different energy
sources and loads in an efficient and optimized manner with one purpose: to reduce energy
costs by measuring the energy demand of the load and the production of renewable energy
sources locally in real time [8,9].

On-site energy generation has several advantages not only in environmental terms
but also in economic and technological terms, such as reducing energy losses in the power
grid and enhancing the autonomy and decision-making power of individual consumers,
leading to a decrease in the balance of energy imports [10,11]. The integration of wind
systems in urban environments must consider the maximization of renewable energy
generation in cities and minimize negative impacts on health and the local environment
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to ensure the essential energy needs of all those who live and work in these areas [12].
Distributed power production in urban areas is a remarkable contribution to the design
of new sustainable buildings concerning energy consumption, produced directly where
the energy demand is sought [13]. In addition to this growing interest in installing local
generation in cities, small wind turbines also gain a focus of interest in the understanding
of their potential in an urban environment [14]. Local electricity generation in buildings by
wind turbines (WT) involves many different challenges in comparison to stand-alone wind
energy systems and wind farms. It is known that the wind profile in an urban environment
is very complex, and the adaptability of wind turbines to this environment is not sufficiently
known, neither in terms of productivity nor in terms of compatibility with the building’s
structure. The high terrain roughness length and the presence of obstacles with different
shapes strongly influence the air stream for wind power use. However, disturbed flows
around buildings can locally increase wind speed, and energy yield can be increased in
comparison to open locations. As the energy efficiency of WTs depends on the cubed wind
speed, an increase in wind speed due to the surrounding buildings can make the turbines
favourable to the wind [12–14].

Small wind turbines integrated into buildings are low-cost renewable energy sources
Stankovic2009. Despite their potential, Ledo and co-authors Ledo2011 pointed out that
the reasons for the limited installation of micro wind turbines in urban areas are the low
average wind speed in these areas, the high levels of turbulence, and the relatively high
levels of aerodynamics noise caused by the turbines. Blackmore [15,16] noted that if a
turbine is installed in the wrong location on the roof of a building, power can drop to
zero for significant periods, even when wind speeds are relatively favourable for energy
production. The effort to optimize flow simulation models for different species should be
valued. The potential of a CFD-based design practice that has wide application in devel-
oping the most varied processes and equipment results in a huge reduction in costs and
expenses compared to conventional practices [17]. In addition, to achieve great efficiency
in the use of energy in buildings, the integration of renewable energy sources in an opti-
mized manner is crucial [6]. Several publications have proposed different approaches and
methods related to the adoption, ideal design and control of energy consumption for new
buildings, the ideal renovation or retrofit of existing buildings, and the ideal dimensioning
of different RES, which are objectives to decrease the demand for energy and increase their
efficiency [5,18–20].

This paper analyses and evaluates the energetic suitability of wind turbines to be
installed on the rooftop of a building. It is important to numerically evaluate the influence
on the air stream from buildings and rooftops and to model wind flows over buildings
and their roofs to better design and install WTs based on local wind meteorological data
and local urban terrain characteristics for assessing and improving local urban wind
power production. The main objective of this research work is to assess the impact that
integrated wind production in high-rise buildings can have on the economic sustainability
of the consumption inherent in the management of the building itself. To this end, it is
important to know the load diagrams involved in this process, the study of low-power
wind technologies already on the market for application in this type of building, and which
solutions best fit your needs. To minimize the consumption of energy to the grid, a linear
programming (LP) optimization model was developed to optimize the self-consumption
system, minimizing the total costs that include the costs of installing the turbines and
batteries, as well as the cost of energy purchased from the distributor. Several case studies
are considered, where the economic feasibility study will be investigated, and simulations
will be carried out with the proposed optimization model.

This paper is organized as follows. Section 2 characterizes the study area and the
adopted methodology; Section 2.1 addresses and characterizes the studied scenarios and
refers to the data processing; Section 2.2 describes the scenarios for the CFD simulations and
briefly how they were built; Section 2.3 presents a mixed-integer linear programming model
to optimize the wind energy production for a self-consumption system to minimize the total
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cost of energy purchased from the grid, maximizing the return on investment; Section 3
presents the results of the case studies about two roof formats; and finally, Section 4 draws
the main conclusions.

2. Materials and Methods

This section briefly explains the methods used to carry out the proposed work, identify-
ing the wind turbines best suited to the installation site, the possible locations for installing
them through computational fluid analysis, and the mathematical optimization model.

2.1. Data and Procedures

The data to analyse the local wind profile and building energy consumption were
collected throughout the whole year of 2019. Wind data were collected over a 10 min
sampling period at a height of 30 m. Regarding the energy consumed, to build the load
profile, the data were collected with a sampling period of 60 min.

Through the annual recording of the wind direction and speed, the graph in Figure 1,
known as the wind rose, was obtained. One can observe the relative frequency of the wind
speed range for the different wind directions that it can take. It can be highlighted that,
in this case, the predominant wind directions are between 300 and 360 degrees, with the
most predominant being 330 degrees, that is, from north-west to south-east.

Figure 1. Wind rose for the case study adopted.

Table 1 summarizes the statistical measurements of the wind speed (u), such as
mean (u), median (Med), maximum, minimum, and sample standard deviation (s) for
the record height (30 m) and extrapolated heights, 72 and 77 m. The speed extrapolation
is performed by the application of the logarithmic law presented in (1) for each record
collected. Comparing the average speed at 72 and 77 m with the reference speed at 30 m,
an increase of 25–27% is observed, which corresponds to 1.05 m/s.

u(z) =
ua

k
ln

z
z0

(1)
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where u(z) is the average value of the wind speed at height z, ua is the so-called friction
speed, k represents the Von Karman constant whose value is equal to 0.4, and finally, z0
defines the characteristic length of the roughness of the soil.

Table 1. Statistical measures of wind speed at different heights.

Height (m) u Maximum Minimum Med s

30 4.08 19.90 0.00 3.59 2.61
72 5.13 25.02 0.00 4.52 3.28
77 5.21 25.42 0.00 4.59 3.34

The wind speed directly influences the output power of wind turbines, which also
depends on their technical specifications. This work considers two types of wind turbines,
the Aeolos-V 10 kW and the Aeolos-H 20 kW [21]. To estimate the average annual load pro-
file with the extrapolated calculations from the collected wind data, the power curves [21]
from the wind turbines are needed. Figure 2 shows the power curve graph built from
the information given by the wind turbine manufacturer. Extrapolated values have been
rounded round off by default. Subsequently, a direct association was made between the
extrapolated wind speed values and the turbine power curves. The power curve records
the turbine power with an accuracy of 1 m/s.

Figure 2. Turbine power curves.

The power available in the wind depends on the kinetic energy associated with an air
column moving at speed u (m/s) and can be calculated using Equation (2).

Pwind =
1
2
(ρAu)u2 =

1
2

ρAu3 (2)

where Pwind is the power available in the wind (in W), A is the rotor blade sweep area (m2),
u is the wind speed (m/s), and ρ is the air density, usually considered constant during the
year, the standard value being equal to 1.225 kg/m3. Equation (2) shows that the available
power greatly dependents on wind speed. Wind power cannot be fully converted into
mechanical power in the turbine because, by Betz’s law, it is at most 59.3% [22] of the kinetic
energy that it converted into mechanical energy to be used in the turbine.

Knowing the wind profile and the turbine power curve, it is possible to determine the
energy produced during a period for a single wind direction using Equation (3).

PW = T
∫ u∞

u0

Pe(u) fw(u)du (3)
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where E is the annual energy produced (kWh), T is the number of hours during the
considered period, fw is the Weibull probability density function, and Pe(u) is WT power
(kW) for u wind speed [23].

2.2. Study Area Characterisation

The studied area is characterized by being a relatively flat area without any obstacles
to the west, as the building is quite close to the beach.

In Figure 3, a portion of the urbanization of the study area with six buildings in total
is presented. The study building, represented by H, is surrounded by five buildings of
different sizes and shapes, except for its western orientation zone. First, a three-dimensional
drawing was made to be inserted into the software where the computational fluid simula-
tions would be executed.

Figure 3. Top view of the tridimensional model.

The most relevant characteristics concerning the buildings are presented in Table 2,
where the dimensions of the buildings are presented in meters for the x, y, and z plane,
with z being the height.

Table 2. Dimensions of the buildings of the study area.

Building Identification Dimensions (x, y, z) (m) Total Coverage Area (m2)

H 19, 17, 72 323
E1 20, 40, 19 800
E2 50, 20, 30 1000
E3 30, 32, 37 960
E4 41, 30, 30 1230
E5 18, 40, 37 720

Figure 4 shows the average annual load profile, built from the available energy con-
sumption data. A brief analysis of the load profile shows that the hours of the day with
the highest consumption, between 22,500 kWh to 26,500 kWh, are in the early morning,
from 7:00 to 9:00, and in the late afternoon, from 18:00 to 21:00.
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Figure 4. Building load profile.

2.3. Optimization Model

Energy optimization in buildings through mathematical optimization has sparked
academic interest in recent years. In this paper, a mixed-integer linear programming model
is proposed to minimize energy-related costs, considering day-ahead market prices and
storage limitations, as well as RES demand and generation profiles.

The data for this problem are the building’s electricity demand, the wind energy
production for both scenarios described here, and the cost of electricity for both normal
and optional tariffs.

This problem is modelled for a period of 20 years, which is the expected period of a
turbine’s useful life according to the turbine’s manufacturer. It will also be the period to
analyse the financial return of the investment made for each scenario. Besides the turbines,
it is also possible to install energy storage systems (ESS) to store surplus wind power
or store energy purchased from the power grid in more convenient periods to be used
in the future. In the event that the installation of ESS in the building is profitable, each
scenario takes into account its lifetime (pb). That is, for the period of financial analysis,
the replacement of new batteries according to their lifetime is taken into account.

2.3.1. Data Sets and Parameters

The data for the optimization problem is described below:

• P = {1, . . . , np}, the set of 15 min periods for one year with np = 8760;
• T = {1, 2}, the set of available tariffs (1—normal; 2—optional);
• WT = {1, 2}, the set of wind turbines;
• B = {1, 2}, the set of batteries that can be used;
• pb, battery lifetime in years (pb ∈ {5, 10, 15, 20});
• c(i, j), price (EUR/kWh) in period i adopting the tariff j, i, j ∈ P, T;
• pw(i, j), energy production (kWh) in period i using the turbine j, i ∈ P, j ∈WT;
• d(i), energy demand (kWh) in period i, i ∈ P.
• M = ∑i∈P d(i), increased value representing the sum of the energy demand values;
• kb(i), capacity of the battery i (kW), i ∈ B;
• cb(i), cost of the battery i in Euros, i ∈ B;
• cWT(j), cost of wind turbine j, j ∈WT;
• rr = 0.02, inflation rate of the energy price purchased from the grid.

In Table 3, are presented some details regarding the wind turbine set, and Table 4
presents some details regarding the batteries set.
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Table 3. Description of wind turbine set: designation and unit cost.

Data Wind Turbine Set, WT
1 2

Name Aeolos-V 10 kW Aeolos-H 20 kW
cWT 18,364.15 EUR 26,589.08 EUR

Table 4. Description of battery set: designation, unit cost, and capacity.

Data Battery Set, B
1 2

Name LG Resu13 BYD LVS 8.0
cb 5679 EUR 3815 EUR
kb 12.4 kWh 8.0 kWh

Regarding the cost of electricity from the grid, there is a price adjustment each year,
also known as the energy price inflation rate. For this study, the energy price inflation rate
was adopted as 2% per year, represented by e, according to [24]. Equation (4) determines
the energy cost for each period and year.

POEi = POE0 · (1 + e)i (4)

2.3.2. Decision Variables

The decision variables are:

• x(i, j), energy (kWh) that is bought to the grid in period i by adopting the tariff j,
i ∈ P, j ∈ T;

• v(i), number of used batteries of type i, i ∈ B;
• ab(i), power (kW) stored in the battery during the period i, i ∈ P;
• db(i), battery power supply (kW) during the period i, i ∈ P;
• s(i), stock of energy (kWh) in the battery at the beginning of the period i, i ∈ P;
• y(j), binary variable that assumes the value 1 if turbine type j is used and assumes the

value 0 otherwise, j ∈WT;
• w(j), binary variable that assumes value 1 if is adopted the tariff j, and assumes the

value 0 otherwise, j ∈ T;
• bb(j), binary variable that assumes the value 1 if the storage system j is used and as-

sumes the value 0 otherwise, j ∈ B;
• z(i), binary variable that indicates whether the energy stored in the batteries is used

in the period i, i ∈ P;
• zz(i), binary variable that indicates whether there is energy storage in the batteries in

the period i, i ∈ P.

2.3.3. Mathematical Formulation

The mixed-integer linear programming model that minimizes energy and investment
costs, and ensures that the demand is met, is given by (5)–(27).

min ∑
j∈T

cWT(j) · y(j) + ∑
`∈B

cb(`) · v(`) +
pb

∑
t=1

∑
i∈P

∑
j∈T

(
x(i, j) · c(i, j) · (1 + rr)t−1) (5)

s.t. ∑
j∈T

w(j) = 1 (6)

∑
j∈WT

y(j) ≤ 1 (7)
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∑
j∈B

bb(j) ≤ 1 (8)

The objective function (5) represents the total cost of investment in wind turbines
and batteries along with the value of energy purchased from the grid for the adopted
period. Constraint (6) forces the choice of a tariff for the purchase of energy for the building.
Constraints (7) and (8) prevent the choice of more than one type of turbine or battery.

s(i) ≤ ∑
j∈B

kb(j) · v(j), i ∈ P (9)

db(i) ≤ s(i), i ∈ P (10)

ab(i) ≤ ∑
j∈B

kb(j) · v(j), i ∈ P (11)

s(i + 1) = s(i) + ab(i)− db(i), i ∈ 1 . . . np− 1 (12)

The constraints (9)–(12) check the conditions for charging, discharging, and stocking
the batteries, so that the operation of the energy storage system works correctly.

db(i) + ∑
j∈T

x(i, j) + ∑
`∈WT

pw(i, `) · y(`) = d(i) + ab(i), i ∈ P (13)

Constraints (13) ensure that, for all periods, the energy demand is met and the power
surplus is stored. It provides that all the energy used from the batteries with the energy
purchased from the power grid and the energy produced by the wind turbines is equal to
the demand plus the energy stored in the batteries.

db(i) ≤ Mb · z(i), i ∈ P (14)

z(i) ≤ db(i), i ∈ P (15)

ab(i) ≤ Mb · zz(i), i ∈ P (16)

zz(i) ≤ ab(i), i ∈ P (17)

z(i) + zz(i) ≤ 1, i ∈ P (18)

Regarding the binary variables of charge/discharge of the ESS, constraints (14)–(18)
prevent a charge and discharge from happening simultaneously. According to constraints
(14) and (15), if there is a discharge from a battery in a period i ∈ P, z(i) assumes value 1;
otherwise, it assumes a value of 0. If there is a charge, zz(i) assumes the value 1, according
to the constraints (16) and (17). Constraint (18) prevents that the binary variables of charge
and discharge having values of 1 at the same period i ∈ P.

∑
i∈P

x(i, j) ≤ M · w(j), j ∈ T (19)

w(j) ≤ ∑
i∈P

x(i, j), j ∈ T (20)

v(j) ≤ Mv · bb(j), j ∈ B (21)
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bb(j) ≤ v(j), j ∈ B (22)

Constraints (19) and (20) prevent more than one tariff j ∈ T from being used, whereas
constraints (21) and (22) restrain the use of more than one type of ESS, j ∈ B, in the model.

∑
i∈P

zz(i) · pb ≤ cycles (23)

Constraint (23) ensures that the charge and discharge cycles of the batteries that limit
the battery’s life, in this case, cycles = 6000, are not exceeded.

x(i, j) ≥ 0, i ∈ P, j ∈ T (24)

v(i) ∈ Z, i ∈ B (25)

ab(i), db(i), s(i) ≥ 0, i ∈ P (26)

z(i), zz(i), w(j), y(i), bb(`) ∈ {0, 1}, j ∈ T, i ∈WT, ` ∈ B (27)

Constraints (24)–(27) establish the domain of the variables.

3. Results and Discussion

This section presents and discusses the results obtained using Ansys Fluent for the
computational fluids dynamic and by solving the optimization model. As a result, it will be
possible to analyse the different scenario results obtained to ascertain the optimal solution
for the building.

3.1. CFD Results

It is intended to evaluate the modifications induced by the elements of the building’s
surroundings of an area with heterogeneous morphological characteristics to identify the
places with more favourable conditions for the use of wind energy.

The geometric model for the CFD simulation was designed in the CFD simulation
software itself (Ansys Fluent). The enclosure has the north wall of the volume as the fluid
entry zone, which corresponds to the zone where the wind direction is more predominant.
The enclosure fluid outlet zones correspond to the remaining sides of the enclosure, with the
exception of the base, which is considered to be a wall. The buildings were characterized as
contact regions, and in this way, they can influence the movement profile of the fluid, in this
case, the air. To compute the geometric model, an automatic mesh from the Fluent work-
bench was parametrised with smooth transitions, five layers of inflation, and a medium
relevance centre. In total, 65,390 nodes and 362,172 elements were computed. The fluid
was defined as air, with a reference density of 1225 kg/cm3 and an initial velocity in the
volume (inlet) of 5 m/s.

The supposed location of installation of the turbines is not affected by changes in the
wind direction or wind speed from other buildings. It appears that the airflow from north
to south increases. It goes from 5 m/s to about 6.8 to 7.8 m/s, representing an increase from
36% to 58%. The airflow behaviour can be seen in Figure 5.

In this case, we can say that the shallow turbulence at the top of the building would not
influence a turbine installed on the block above the top of the building. Through Figure 6,
it can be seen that at the top of the building, the wind speed changes. There is a decrease to
practically 0 m/s in the central and lateral zones, except for the block that is at the top.

The block on the hotel’s roof would be an excellent place to install any of the turbines
adopted for the case study. Furthermore, the north corners of the top are a perfect area
for vertical axis turbines, as they are unidirectional turbines. Hence, if the turbine to be
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installed is turbine 1, Aeolos-V 10 kW, the best proposal would be the installation of two
of them in both north corners of the roof marked with an “X” in Figure 7. Alternatively,
turbine 2, Aeolos-H 20 kW, would be installed on top of the block above the hotel marked
with a dot in Figure 7. There is also the possibility of installing the vertical axis turbine at
the top of the block. However, the difference observed in the production between the two
turbines, 1 and 2, for the same height leads to discarding this option.

Figure 5. Speed contours in the north–south plane in the flow of air through buildings.

Figure 6. Top view of wind speed at the top of buildings.

Figure 7. Scenario identification for the installation of wind turbines in the building’s rooftop.
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3.2. Optimal Solutions for the LP Optimization Model

Tests were carried out for the 20 years of average wind turbine life for each possible
scenario concerning the battery lifetime, pb. Scenarios 1, 2, 3, and 4 correspond, respectively,
to the battery life, pb, equal to 5, 10, 15, and 20 years. For scenarios 1, 2, 3, and 4, the ESS
was replaced 3, 2, 1, and 0 times, respectively. In this way, if possible, the LP model will
determine four optimal solutions, one for each scenario. The results are presented in Table 5.
It is easily identified which turbine and the tariff to be adopted for each scenario and the
number of batteries used for the 20 years period.

Table 5. Optimal solutions for each scenario.

Scenario 1 Scenario 2 Scenario 3 Scenario 4

Optimal value 221,023.49 EUR 431,492.59 EUR 663,920.59 EUR 920,959.21 EUR
Tariff Optional tariff Optional tariff Optional tariff Optional tariff

Wind turbine Aeolos-H 20 kW Aeolos-H 20 kW Aeolos-H 20 kW Aeolos-H 20 kW
Battery BYD 8 kW BYD 8 kW BYD 8 kW LG Resu 13 kW

N. of batteries 4 3 2 1

In either scenario, the optimal solution corresponds to the use of the horizontal axis
turbine, Aeolos-H 20 kW, and the optional tariff. These are the choices that guarantee the
best performance to the problem created. Concerning the batteries, there is a consensus
on adopting the 8 kWh battery for scenarios 1, 2, and 3. However, for scenario 4 it is more
profitable to adopt the 13 kWh battery.

Figure 8 shows the original real load profile for the building under study, represented
by the black bar, together with the load profile’s obtained with the optimization of energy
purchased from the grid and necessary investments.

There was a considerable reduction in the energy purchase from the grid from 14:00 to
21:00. According to the legal summer or wintertime, this period can correspond to peak
or full time. The period with the most significant reduction in the energy purchase from
the grid was 17:00 h, where the purchase of energy suffered a reduction between 18.16%
and 20.45%.

Figure 8. Energy purchased from the grid for the scenarios presented.

An economic analysis of the optimal solution for each scenario is performed to assess
the feasibility of integrating wind and storage systems in the building. The optimal solution
for each scenario is based on the lifespan of the adopted batteries. Therefore, it is necessary
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to determine the amortization value of the annual investment and extend it to the lifespan
of the turbine, which is 20 years. As shown in the graph in Figure 9, the balance sheet values
are between approximately −30,000 EUR, corresponding to the initial investment of the
project, and 80,000 EUR, which represents the savings over the 20 years of the integration
of the wind and storage project in the building. Therefore, it is quickly concluded that
scenario 4 is the scenario with the highest profitability and that for the analysis period, it
guarantees greater savings over the 20 years.

Scenario 1, which concerns the scenario where the battery lifespan is five years, is
the worst performance regarding the speed of amortizing the investment made and total
revenue for the period under analysis. Note that in the sixth year, there was practically no
amortization due to the new investment in batteries, because after five years, the replace-
ment of the batteries is necessary.

Figure 9. Monetary balance of investment for the different scenarios.

Focusing now on scenario 4, the main differences observed between it and the other
scenarios are the adoption of a different ESS and the absence of reinvestment in the analysis
period. Given that the adopted turbine and the energy tariff the same across the different
scenarios, the notable difference between them is the use in terms of the maximum allowed
cycles per year of the batteries, in this case, 300 cycles per year for a total of 6000. It was
observed that the more cycles used per year, the greater the project’s profitability per year.
However, the savings will be fewer in the 20 years, due to the reinvestment in new ESS.
This scenario, after 20 years, guarantees savings of 76,324.15 EUR, an amount sufficient
for reinvestment in a new turbine and a new ESS, leaving around 44,000 EUR, because the
investment in both adds up to an amount of 32,268.08 EUR.

Analysing the system’s savings through local wind energy production and optimized
energy storage, the balance sheet value for the twentieth year corresponds to 8.3% of the
total energy and investment cost for that period.

4. Conclusions

The price of electricity generation using wind power systems is increasingly attractive
when compared to traditional production plants. The installation of this type of electricity
generation connected to the place of consumption itself, both in the low-voltage network
and in the medium-voltage network, strongly facilitates a reduction in external energy
dependence. For consumers, the benefits of installing small wind turbines and energy
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storage systems generate tax benefits and reduced electricity bills, and a profitable system
after the payback period.

The best location for installing wind turbines on the roof of the building was investi-
gated. An analysis of the changes induced by the building itself, by the roof itself, and also
by the nearby buildings was carried out. The airflow distortion from the nearby build-
ings was considered negligible by the difference in heights for the case study’s building.
The most favourable scenarios for the installation of the two types of available wind tur-
bines were selected through CFD analysis. It was concluded that the two best scenarios are
the installation of the Aeolos-H 20 kW turbine in the concrete block located relatively to the
middle of the roof and one or more 10 kW Aeolos-V turbines at the north-facing ends of
the roof.

The best scenario for integrating a self-consumption system based on the wind po-
tential on the building under study was identified through the testing of the optimization
model. Among all the options developed for the analysis of the model, the optimal one
is scenario 4. This scenario consists of the installation of the Aeolos-H 20 kW turbine
on the roof of the building, the tariff corresponds to the optional tariff, and the ESS is
composed of a single-battery LG Resu with 12.4 kW. It guarantees an investment payback
period of around 7 years, saving 76,324.15 EUR across the useful life of the system, and a
36% reduction in the consumption peaks in full hours and a reduction of around 42% for
peak hours.
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