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Abstract: In this paper, we propose a novel approach to optimize parameters for strategies in
automated trading systems. Based on the framework of Reinforcement learning, our work includes
the development of a learning environment, state representation, reward function, and learning
algorithm for the cryptocurrency market. Considering two simple objective functions, cumulative
return and Sharpe ratio, the results showed that Deep Reinforcement Learning approach with Double
Deep Q-Network setting and the Bayesian Optimization approach can provide positive average
returns. Among the settings being studied, Double Deep Q-Network setting with Sharpe ratio as
reward function is the best Q-learning trading system. With a daily trading goal, the system shows
outperformed results in terms of cumulative return, volatility and execution time when compared
with the Bayesian Optimization approach. This helps traders to make quick and efficient decisions
with the latest information from the market. In long-term trading, Bayesian Optimization is a
method of parameter optimization that brings higher profits. Deep Reinforcement Learning provides
solutions to the high-dimensional problem of Bayesian Optimization in upcoming studies such as
optimizing portfolios with multiple assets and diverse trading strategies.

Keywords: parameter optimization; deep reinforcement learning; Bayesian optimization; automated
trading system

1. Introduction

An automated trading system is a type of information-based decision-making system
that allows traders to establish specific rules for both entry and exit of trades and is executed
automatically through a computer. Various platforms report about 75% of shares traded on
United States stock exchanges come from automatic trading systems [1]. In this context,
Reinforcement Learning (RL) is applied to change the way classical trading systems work.
RL is a self-training system through taking actions with the aim of maximizing rewards and
achieving the best results. Therefore, instead of making decisions based on price forecasting
explicitly, in this study our models are trained to execute trading positions directly. Over the
past few years, the use of RL has been greatly increased in the study of trading in financial
markets [2–4]. The authors in [3] applied different Deep Reinforcement Learning (DRL)
techniques to build an automated cryptocurrency trading system. As a result, The Double
Deep Q-learning trading system based on Sharpe ratio reward function was demonstrated
to be the most profitable approach for trading bitcoin. In another research, an agent is
trained in [2] to learn an adaptive stock trading strategy and showed that the DRL approach
outperforms the Buy and Hold strategy in terms of both Sharpe ratio and cumulative return.
Although there are many studies on the application of DRL in financial markets, these
studies have only focused on identifying trading signals [5–7]. In contrast, there is not much
research on parameter optimization approaches for trading strategies. Common methods
such as Genetic Algorithm [8] or Bayesian Optimization (BO) [9] still have problems with
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parameter dimensions or expensive costs. From the above analysis, a new approach on
parameter optimization for trading strategies in financial markets with high computational
performance becomes an urgent need.

In our paper, the trading task is formatted as a decision-making problem in a large and
complex action space, which is applicable for employing reinforcement learning algorithms.
Specifically, we propose a learning environment, state representation, reward function and
learning algorithm for the purpose of strategy optimization in the cryptocurrency market
that has not been studied before. The proposed trading system not only focuses on making
decisions based on a given strategy, but also includes a parameter optimization step in the
trading process. Two configurations are considered to build the artificial intelligence agent
in the system: Double Deep Q-Network and Double Deep Q-Network setting. Bayesian
Optimization is another approach introduced for comparison purposes. Different objective
functions commonly used in trading optimization are also introduced such as cumulative
return and Sharpe ratio. The results demonstated that the DRL approach with the Double
Deep Q-Network setting and the BO approach yield positive average returns for short-term
trading purposes, where the system with the DRL approach yields better results. In terms
of execution time, the DRL approach also shows outstanding advantages with an execution
time 5.83 times faster than BO approach. When comparing performance with different
settings and objective functions, Double Deep Q-Network setting with Sharpe ratio as
reward function is the best Q-learning trading system with 15.96% monthly return. The
trading strategies are built on the simple Relative Strength Index (RSI) indicator; however,
the results in this study can be applied to any technical or market indicator. In summary,
our contribution consists of two main components:

• A novel technique based on DRL to optimize parameters for technical analysis strate-
gies is developed.

• Different approaches to parameter optimization for trading strategies are proposed
with suitable trading purpose. In short-term trading, the DRL approach outperforms
Bayesian Optimization with higher Sharpe ratio and shorter execution time. On the
contrary, Bayesian Optimization is better for long term trading purposes.

The rest of the paper is organized as follows. First of all, Section 2 introduces the
related work. Section 3 presents the research methodology in which the objective functions
and parameter optimization algorithm are studied. Next, an automated trading system
and experiments are introduced in Section 4. The results and discussion are also presented.
Finally, Section 5 concludes this work and proposes directions for future development.

2. Related Work

Trading strategy optimization has emerged as an interesting research and experimen-
tal problem in many fields such as finance [10], data science [11] and machine learning [12].
The optimal trading strategies are the result of finding and optimizing the combination of
parameters in the strategy to satisfy the profit or risk conditions. Like model optimization,
optimization of trading strategies is a process through which a model learns its parame-
ters [13]. There are mainly two kinds of parameter optimization methods, namely manual
search and automatic search methods. Manual Search attempts parameter sets manually
and requires researchers to have professional background knowledge and practical experi-
ence in the research field [14]. This makes it difficult for researchers who are not familiar
with the models or data in a new field. Furthermore, the process of optimizing parameters
is not easily repeatable. Trends and relationships in parameters are often misinterpreted or
missed as the number of parameters and range of values increases.

Many automatic search algorithms have been proposed, for example Grid Search or
Random Search [15], to overcome the drawbacks of manual search. Grid Search prevails as
the state of the art despite decades of research into global optimization [16–18]. This method
lists all combinations of parameters and then performs model testing against this list [9].
Although automatic tuning is possible and the global optimal value of the optimization
objective function can be obtained, Grid Search is inefficient both in computational time
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and in computational power. As the number of parameters increases, the number of
models to train increases exponentially [19]. To solve this problem, the Random Search
algorithm has been proposed. Random Search only randomly selects a finite number
of parameters from the list to conduct a model test [15]. By reducing the search space of
unimportant parameters, the overall efficiency is improved and the approximate solution of
the optimization function can be found. Random Search is efficient with high dimensional
space since it does not run enough cases such as Grid Search. However, some complex
models require a global optimal result of the objective function [15]; a new optimization
method is needed as an alternative to random search.

In complex models, the objective function of the optimization can be either unknown
or a black-box function. A very efficient optimization algorithm that optimizes to solve
this problem is Bayesian Optimization [20]. Bayesian Optimization uses the results from
the previous iteration to decide the next parameter value candidates. So instead of blindly
searching the parameter space such as in Grid Search and Random Search, this method
advocates the usage of intelligence to pick the next set of parameters which will improve the
model performance. Experimental results show that the Bayesian Optimization algorithm
outperforms other global optimization algorithms [9,21]. Although BO provides superior
results for parameter optimization compared to Grid Search and Random Search, this
method also has its disadvantages. The high-dimensional problem of parameters is costly
and contradicts the objective of BO.

Another optimization method used in many studies is evolutionary computing. In [22],
the authors presented a general definition of the parameter optimization problem and
discussed a Genetic Algorithm based on evolutionary computing to the optimization of
trading strategies. Evolutionary computing handles the high-dimensional problem well
and produces globally optimal or near-optimal solutions efficiently [23].

In recent years, improvements in machine learning have shown some promising results
in solving complex objective functions. In [24], the hyperparameter tuning for machine
learning models was formulated as a RL problem, then a novel policy based on Q-learning
was proposed for navigating high-dimensional hyperparameter spaces. Ref. [25] proposed
a hybrid approach, which combines technical analysis rules with machine learning to
generate trading signals, and a grid search is applied on the training data to optimize the
strategies. The application of the RL framework requires building a complex environment
suitable for each research problem and the financial market is no exception. To the best of
our knowledge, there is currently no research to build a trading environment with the RL
approach for the purpose of parameter optimization.

A summary of the notable findings described in this section is shown in Table 1. The
BO approach provides many outstanding findings; however, the high-dimensional problem
of parameters is still a matter of concern. On the other hand, RL is a promising approach to
solve this problem. Besides, there are few studies on parameter optimization for technical
analysis-based trading strategies. Therefore, this paper focuses on a novel approach to
parameter optimization based on reinforcement learning in which computational power
will be used to solve the mentioned parameter problem. The paper also aims to build a
framework for optimizing trading strategies that can be used in the real market.

In the parameter optimization problem, the objective function and evaluation metrics
depend on the developed model and the dataset. In financial models, especially in opti-
mizing trading strategies, the common objective functions are cumulative return, profit
and maximum drawdown. In [25], net profit and maximum drawdown are optimized
with multiple combinations of parameters for technical trading strategies. The authors
in [26] also use net profit as the objective function to optimize the indicators using genetic
algorithms. Cumulative return is presented in [2] as an objective function to be maximized
when designing a trading strategy. Many metrics are studied to help traders evaluate
the performance of their optimized strategies through how robust they are or whether
they will survive different market conditions. These metrics are generally divided into
two main categories. Traders use performance metrics to get a better understanding of
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an investment’s return while risk metrics are used to measure how much risk is involved
in generating that return. Two most popular performance metrics are Sharpe ratio [27]
and Sortino ratio [28]. Sharpe ratio indicates how well an equity investment is performing
compared to a risk-free investment, Sortino ratio is a variation of Sharpe ratio that only
factors in downside risk. Thus, traders often use the Sharpe ratio to evaluate a low-volatility
portfolio while the Sortino ratio is used to evaluate a high-volatility portfolio. Common
risk metrics are variance, maximum drawdown and value-at-risk. It is worth noting that
objective functions can be used as evaluation metrics and vice versa (see [6,26,27]).

Table 1. Summary of the previous research findings on parameter optimization

Authors (Year) Objectives Findings

Ni et al. (2008) Discussing evolutionary technologies to Genetic Algorithm approach provides better results in terms
[22] optimize trading strategies of returns than typical parameters and Buy&Hold strategy.

Methods: Genetic Algorithms Genetic Algorithm algorithm can be executed in parallel.

Bergstra & Bengio (2012) Comparing different approaches Random Search on the same domain in high-dimensional
[15] for neural network optimization spaces can find better models in less time than Grid Search

Methods: Random Search, Grid Search, and Manual Search.
Manual Search

Snoek et al. (2012) Presenting methods to perform BO for BO with Gaussian Process as probabilistic regression model
[9] hyperparameter selection of general and Expected Improvement as acquisition function signifi-

machine learning algorithms cantly outperforms Tree Parzen Algorithm.
Methods: BO with different acquisition BO surpasses a human expert at selecting hyperparameters
functions and beats the state of the art by over 3%.

Wu et al. (2019) Proposing a hyperparameter tuning BO algorithm based on Gaussian process can achieve high
[14] algorithm for machine learning models accuracy and less running time than Manual Search.

Methods: BO, Manual Search

Jomaa et al. (2019) Solving hyperparameter optimization The model based on RL approach does not rely on a heuristic
[24] problem with RL approach acquisition function like BO. RL method outperforms the

Methods: Random Search, BO, RL Random Search and BO approaches.

Ayala et al. (2021) Optimizing technical analysis strategies Linear model and artificial neural network outperform other
[25] using machine learning machine learning models. The hybrid approach shows

Methods: Grid Search improved profits and reduced risk of losses.

3. Research Methodology

In our problem, the goal is to train the artificial intelligence (AI) agent such that given
a trading scenario, it could give an optimized parameter set of the trading strategy and
earn a possibly highest reward after a finite number of iterations, as quickly as possible.
Instead of using classical optimization approaches, we adapt the Deep Q-Learning (DQN)
algorithm [24] for our learning model. This approach is proposed because it does not
require prior knowledge of how to efficiently optimize a trading strategy, and the learning
algorithm is able to self-evolve when being exposed to unseen scenarios. DRL was selected
since it increases the potential of automation for many decision-making problems that were
previously intractable because of their high-dimensional state and action spaces. In this
section, we briefly describe our learning environment and AI agent, discuss the learning
process and some implementation considerations. Accordingly, an automated trading
system is introduced to optimize the trading strategies of the experiments performed in
this work.

3.1. Learning Environment

The parameter optimization problem is formulated as a Markov Decision Process
represented by a tuple (S ,A, R, τ), where S is the set of possible states, A is the set of legal
actions, a reward function R : S ×A → R and the transition function τ : S ×A×R → S
that generates a new state in a possibly stochastic or deterministic environment E .
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The scenario or the state of the environment is defined as the data sets D plus the
history of evaluated parameter configurations and their corresponding response:

S = D × (Λ×R). (1)

The agent navigates the parameter response space through a series of actions, which
are simply the next parameter configurations to be evaluated, and thus the action space
corresponds to the space of all parameter configurations through the function g : A →
Λ. According to the definition of the action space, the agent executes an action from
A = {1, ..., |A|}. For example, action a = 1, a ∈ A, corresponds to parameter set λ =
g(a) = {λ1}dim(Λ) and action a = |A| corresponds to parameter set λ = {λ|A|}dim(Λ).

The parameter response surface can be any performance metric which is defined by
the function f : D×Λ→ R. The response surface is to estimate the value from an objective
function L of a strategy Mλ ∈ M, with parameters λ ∈ Λ, over a data set D ⊂ D:

f (D, λ) = L(Mλ, D). (2)

Considering that the agent’s task is to maximize the reward, the reward function is set
as the parameter response function, and depends on the data set D and the action selected,
as shown below:

R(D, a) = − f
(

D, λ = g(a)
)

. (3)

The observed reward depends solely on the data set and the parameter configuration
selected. Once an action is selected, a new parameter configuration is evaluated.

The transition function then generates a new state, s′ ∈ S , by appending the newly
evaluated parameter configuration, λ, and the corresponding reward r ∈ R observed to
the previous state s ∈ S :

s′ = τ(s, a, r) =
(

s, (λ = g(a), r)
)

. (4)

The agent reaches the terminal state in case of exceeding the prescribed budget T. At
each step t ∈ T, agent study the data d ∈ D, the state st = (dt, (λ0, r0), ..., (λt, rt)) and the
next step st+1 = (dt+1, (λ0, r0), ..., (λt, rt), (λt+1, rt+1)). This means each state s includes all
previously parameter configurations and their corresponding response. The budget could
be the running time/target reward is reached or the same parameter set is selected twice
in a row. The last condition causes the agent to keep on exploring the parameter space
without getting stuck in a specific reward configuration.

3.2. Artificial Intelligent Agent

The agent interacts with the environment E with the task of maximizing the expected
discounted reward. They execute actions from the action space and receive observations
and rewards. At each time step, which ranges over a set of discrete time intervals, the agent
selects an action a at state s. The behavior of the agent is governed by a stochastic policy,
π : S → A, which tells the agent which actions should be selected for each possible state.
As a result of each action, the agent receives a scalar reward r, and observes the next state
s′. The policy is used to compute the true state-action value, Qπ(s, a), as:

Qπ(s, a) = Eπ

[ ∞

∑
t=0

γtrt|s0 = s, a0 = a
]
, (5)

where γ ∈ [0, 1] represents the discount factor balancing between immediate and future
rewards. This basically helps to avoid infinity as a reward in case the task has no termi-
nal state.

The aim of the agent is to learn an optimal policy which defines the probability of se-
lecting action that maximizes the discounted cumulative reward, π∗(s) ∈ argmaxaQ∗(s, a),
where Q∗(s, a) denotes the optimal action value. One of the most popular value-based
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methods for solving RL problems is Q-learning algorithm [29]. The basic version of the
Q-learning algorithm makes use of the Bellman equation for the Q-value function, whose
unique solution is the optimal value function Q∗(s, a):

Q∗(s, a) = Eπ

[
r + γmaxa′Q

∗(s′, a′)|s0 = s, a0 = a
]
. (6)

3.3. Learning Mechanism

The interaction between AI agent and learning environment is the core mechanism for
training and testing in the RL framework. Starting at a random location in the parameter
space of a random data set, the agent needs to navigate the parameter response surface,
including the parameter configuration and corresponding reward of a given model. At
each step, the agent explores the environment, selects the next best parameter set with
the ε-greedy technique, and sends it to the environment. The policy ε-greedy(Q) to select
action at is defined, as follows:

at =

{
∼ Uni f (Λ), if x ∼ Uni f ([0, 1]) < ε,
argmaxaQ∗(st, a), otherwise.

(7)

Learning environment will update the current state, evaluate it and send feedback
back to agent as a reward. When the agent runs out of a number of episodes, he will be
relocated to the response surface of another data set. The transitions are stored in the replay
memory where a small batch of experiences is sampled to update the Q-network. By using
experience replay, it breaks down the successive correlation among samples and also allows
the network to make use of experiences better.

Algorithm 1 can be used to describe the learning process of the agent, including train-
ing phase and testing phase. The main purposes of the training phase include generating
learning samples, training the Deep Q-network using DRL algorithm. While in the testing
phase, given an unseen scenario, the target network is used to predict an optimal parameter
set. The step by step algorithm for training is as follows.

1. Learning environment randomly sampling a data set D = {d0, ..., dT} where each
data dt ∼ Uni f (D) for t = 1, ..., T.

2. The input for DRL algorithm is represented as a one-hot encoded state vector, s0 =

(d0, ({λinit}dim(Λ), 0)).
3. Given the state vector st, a candidate action at is selected with the ε-greedy technique.
4. The parameter λt is computed. Then, it is sent to the learning environment to compute

the reward rt and generate the next scenario s′t (or st+1).
5. The sample tuples (st, at, rt, st+1) is stored in replay buffer for later use in train-

ing model.
6. When the replay buffer has stored enough samples (≥ the minimum replay buffer

size, NB), the oldest tuple will be replaced. A batch of samples is sampled randomly
from a replay buffer for training.

7. The Q-network is updated by minimizing the defined loss function which is similar
to training supervised learning model.

8. Finally, the target networks are updated after a preset number of steps Nu.
9. If the end of the episode is reached, the searching step will be stopped and go back to

step 1. Else, increase t = t + 1 and go back to step 3.
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Algorithm 1 DRL algorithm for parameter optimization

1: Initialize network Q and target network Q̂
2: Initialize experience replay memory B
3: Initialize the Agent to interact with the Environment
4: for Ne iterations do . Ne - number of episodes
5: Randomly sampling a data set D = {d0, ..., dT}, d ∼ Uni f (D)
6: Get state s0 = (d0, ({λinit}dim(Λ), 0))
7: for t ∈ {0, ..., T} and while st is not terminal do
8: Determine next action at from state st using policy ε-greedy(Q) . Equation (7)
9: Receive reward rt = R(dt, λ = g(at)) . Equation (3)

10: Generate new state s′t = τ(st, at, rt) . Equation (4)
11: Store transition (st, at, rt, s′t) in the experience replay memory B
12: Replace oldest tuple if |B| > NB . NB - replay buffer size
13: if enough experience in B then
14: Sample a random minibatch of N transitions from B
15: for every transition (si, ai, ri, s′i) in minibatch do

yi =

{
ri, if s′i is terminal;
ri + γmaxa′ Q̂(s′i, a′), otherwise.

16: end for
17: Update Q by minimizing the loss

L = 1/K ∑K−1
i=0

(
Q(si, ai)− yi

)2

18: Copy weights from Q to Q̂ for every Nu steps
19: end if
20: end for
21: end for

The testing phase is relatively simple since we only need to get the final optimized
parameter set for a given scenario. However, in practical use, the experiences generated in
this phase can also be stored in a replay buffer for tuning the model via batch training. This
setting can help the model tuning to be faster and keep the model up-to-date with new
incoming data. The step-by-step algorithm for testing is described as follows.

1. An unseen data set D from the learning environment is given.
2. The state of the environment is defined as the data set D plus the history of evaluated

parameter configurations and their corresponding response.
3. Given state vector, an action a∗t is suggested.
4. The parameter λ∗t is calculated and sent to the environment. If the end of the episode

is reached, go to the next step, else compute the next state si+1, i = i + 1 and return to
step 3.

5. Given state vector and optimal action, the Q-value, Q∗(s, a∗), could be computed.
6. Finally, the Q-value along with corresponding parameter set λ∗ is stored to evaluate

performance.

3.4. The Trading System

From the concepts for parameter optimization described, in this section, we proceed to
build a trading system that can both give trading signals and optimize strategies automati-
cally. To provide the trading environment, we study the state representation and present it
in a form that the agent can understand. We propose a definition of an agent’s parameter
selection and a mapping from the act of choosing parameters for trading strategies to
investment decisions. Each decision can be scored using the proposed reward function.
The main components of the proposed system are described as follows.

• Learning environment: The trading scenario or state of environment, st, is represented
as a one-hot encoded vector and decomposed into two parts: the data price dt ∈ D, and
the sequence of selected parameter configurations and their corresponding rewards,
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(λt, rt) ∈ (Λ ×R). Given a certain state of the environment, the agent navigates
the parameter response surface to select a set of parameters to optimize the reward.
He then applies the chosen set of parameters to his trading strategy and executes a
sequence of orders (buy, hold or sell) based on the trading rules. These orders are sent
to the trading environment to compute the reward and generate the next scenario, s′t.

• Artificial intelligent agent: The aim of the agent is to learn an optimal policy, which
defines the probability of selecting a parameter set that maximizes the discounted
cumulative return or Sharpe ratio generated from trading strategies.

• Learning mechanism: Figure 1 illustrates the interaction between the trader and
the trading environment where the arrows show the steps in Algorithm 1. The
blue arrows in Figure 1 are the main steps to illustrate a general DRL problem with
experience replay. In the proposed environment, the agent can take a random action
with probability, ε, or follow the policy that is believed to be optimal with probability,
1− ε. An initial value for epsilon of the ε-greedy action, εstart, is selected for the first
observations and then is set to a new value, εend, after a number of observations. The
learning process of agents can be built on a Deep Q-Learning Network. During the
trading process, the trader executes orders and calculates the performance through
a backtesting step. In our experiment, the trading strategy is built with the common
and simple indicator RSI (see [30] for detailed definition). However, the algorithm can
be applied to any other technical indicator. The trading rules are presented as follows.
A buy signal is produced when RSI falls below oversold zone (RSI < 30) and rises
above 30 again. When the RSI rises above the overbought zone (RSI > 70) and falls
below 70 again, a sell signal is obtained.

Figure 1. Illustration of the learning mechanism in trading environment.

In our novel DRL-based parameter optimization method, the DQN algorithm is
modified and improved to adapt to the specific trading decision-making problem. The
modifications and improvements are summarized as below.

• Neural network architecture: to approximate the action-value function, architecture of
the Deep Neural Network (DNN) can be built using Convolutional Neural Network
(CNN) or classical feedforward DNN. In [27], the classical feedforward DNN with
leaky rectified linear unit (Leaky ReLU) activation function is used due to the different
nature of the input which is time series in our case. CNN is usually used with image
input; however, CNN can still be used with an univariate time series, as input as in [31].
CNNs are appropriate for multivariate time series with use of features extracted via
the convolutional and the pooling layers. Because of the potential for applying data
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other than price such as volume, multiple moving average time series, CNN is applied
in our network.

• Double DQN and Dueling DQN: These two networks are improved versions of regular
DQN. The double DQN uses two networks to avoid over-optimistic Q-values and,
as a consequence, helps us train faster and have more stable learning [32]. Instead
of using the Bellman equation as in the DQN algorithm, Double DQN changes it by
decoupling the action selection from the action evaluation. Dueling DQN separates
the estimator using two new streams, value and advantage; they are then combined
through a special aggregation layer. This architecture helps us accelerate the training.
The value of a state can be calculated without calculating the Q-values for each action
at that state. From the above advantages, two networks are applied in our model to
compare performance and execution time.

• Optimizer: The classical DQN algorithm usually implements the RMSProp optimizer.
ADAM optimizer is the developed version of the RMSprop, it is proven to be able to
improve the training stability and convergence speed of the DRL algorithm in [29].
Moreover, this algorithm requires low memory, suitable for large data and parameter
problems. Therefore, the ADAM algorithm is chosen to optimize the weights.

• Loss function: Some commonly used functions are Mean Squared Error (MSE) and
Mean Absolute Error (MAE). MSE is the simplest and most common loss function;
however, the error will be exaggerated if our model gives a very bad prediction. MAE
can overcome the MSE disadvantage since it does not put too much weight on outliers;
however, it has the disadvantage of not being differentiable at 0. Since outliers can
result in parameter estimation biases, invalid inferences and weak volatility forecasts
in financial data, to ensure that our trained model does not predict outliers, MSE is
chosen as the loss function. In future work, Huber loss can be considered as it is a
good trade-off between MSE and MAE, which can make DNN update slower and
more stable [27].

4. Experiment
4.1. Dataset

In this experiment, we consider the 15-min historical data (open, high, low and close
price) of BTC-USDT from the 25 March 2022 to the 31 August 2022 (15,360 observations).
The data are publicly available at https://www.binance.com/en/landing/data, accessed
on 1 November 2022. To get more information from the data, trend analysis is applied with
two techniques: the rolling means and the distribution of price increments. First, the trend
of our data is visualized using rolling means at 7-days and 30-days scales. As shown in
Figure 2, we can observe that the overall trend of 30-days rolling closing price is decreasing
over time, which indicates that the market is in a major downtrend in a large time frame. In
a bearish market, common strategies such as the Buy and Hold strategy are not profitable.
In smaller time frames such as the 7-days rolling closing price, the market shows signs of
slight recovery from early July to mid-August.

Figure 2. Trend analysis for BTC-USDT closing price.

https://www.binance.com/en/landing/data
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Beside the rolling means, the median values can also be useful for exploratory data
analysis. The distribution of price increments for each weekday is plotted in Figure 3. The
fluctuation range of all trading days is large, indicating that the seasonal stability is not
good. This is consistent with the strong downtrend results of the markets given in the trend
analysis step. A good result is that the data does not contain outliers, so we can skip the
outlier detection step when pre-processing the data. The median values from Saturday to
Tuesday suggest that the crypto market is likely to fall during this time period. Wednesday
to Friday is the time when the market goes up again. Saturday’s data is marked by high
volatility and the market tends to decrease on this day, so traders can build a strategy to buy
on Wednesdays and sell on Saturdays. In addition, intraday trades can also be executed
based on strong fluctuations in the minimum and maximum values of the trading days.

Figure 3. Average price increment ranges by weekday.

4.2. Experiment Procedure

To avoid the case where the optimization techniques are over-fitted or the obtained
parameters do not yield any profit in other periods, we consider 100 periods with the
size of each period being 3456 observations (36 days). For each period, the start date and
end date are different, the first 80% of the dataset is dedicated for training purposes and
the remaining 20% is used for testing the performance. This ratio is chosen according
to the Pareto principle, which is commonly applied to optimization efforts in computer
science [33]. Without a loss of generality, other ratios can also be applied.

The parameters used for training the agent are shown in Table 2. The agent is assumed
to start with an initial capital of 1,000,000 and a cost of 0.1% is applied to each executed
transaction for a more realistic study. The values of other parameters in the system are
selected from practice and from previous studies [3,29,34]. In our case, future rewards play
a more important role because of the volatility of the price, so in this study, γ is assigned
a value of 0.98. An initial εstart = 1 is selected for the first observations and then is set
to a new value εend = 0.12 after 300 observations (εstep = 300). Studying the experiment
in [3], we apply the ADAM algorithm to optimize the weights because of its simplicity in
implementation, computational efficiency, and low memory requirements. This algorithm
is suitable for large data and parameter problems when compared to other stochastic
optimization methods such as RMSProp [35], AdaGrad [36]. The Mean Squared Error is
used as the loss function for simplicity, the activation function is set as the Leaky Rectified
Linear Units function because of additional gains in final system performance relative
to more commonly used sigmoidal nonlinearities [34]. The learning process of agents is
powered by Double Deep Q-Network (DDQN) and Dueling Double Deep Q-Network
(D-DDQN). In both cases, the networks are composed of 2 Convolutional Neural Network
(CNN) layers with 120 neurons each. In the case of D-DDQN, CNN layers are followed
by two streams of fully connected layers: the first with 60 neurons dedicated to estimate
the value function and the second with 60 neurons to estimate the advantage function. We
compare the results of the system against two objective functions, the cumulative return
and the Sharpe ratio. The performance statistics from the DRL approach are compared
with the Bayesian Optimization approach and discussions are presented.
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Table 2. Parameters for training the AI agent.

Parameters Description Value

Ne Number of episodes 100
NB Max capacity of replay memory 10,000

batch_size Batch size 40
Nu Period of Q target network updates 10
γ Discount factor for future rewards 0.98

εstart Initial value for epsilon of the ε-greedy 1
εend Final value for epsilon of the ε-greedy 0.12

learning_rate Learning rate of ADAM optimizer 0.001

Three evaluation metrics are introduced to evaluate our results. The first metric is
the average reward, which is the average of daily returns over the experimental period.
The second metric is the average standard deviation of daily returns. The third metric is
the total cumulative reward, which is the total returns at the end of the trading episode.
The results from the metrics are discussed together to choose the best configuration for the
proposed trading system.

4.3. Results and Discussion
4.3.1. DDQN and D-DDQN Comparision

The results with different settings are presented in the tables and figures below. First,
the trading system with the cumulative return reward function is considered. In Figure 4a,
the average returns in percentage over the training data sets are reported, and the average
returns over the 100 testing sets with different start dates and end dates are plotted in
Figure 4b. The DDQN setting can beat the D-DDQN setting in terms of return for all the
periods; for example, in the training period, DDQN provides the maximum return of 3.95%
and maximum loss of −3.48% while the D-DDQN return is 2.87% and loss is −3.61%.

(a) (b)

Figure 4. Average returns from DRL approach with return reward function. (a) Training period;
(b) Testing period.

More specifically, Table 3 shows statistical results where the reward function is the
cumulative return. Compared with the D-DDQN setting, the system based on DDQN
achieves higher average returns in both the training and testing period. However, the
standard deviation is also larger, which indicates the instability of the results when trading
with short-term periods. In the real market, trading performance is evaluated by the profit
achieved after a larger period of time, e.g., weekly or monthly, while this experiment
focuses on the daily profit and thus, high volatility is acceptable. In future work, the system
could consider different time intervals to compare the stability of the profit achieved.
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Table 3. Average return performance with return reward function.

Period Setting Avg. (%) Max (%) Min (%) SD.

Training DDQN 0.31 3.95 −3.48 1.39
D-DDQN 0.06 2.87 −3.61 1.10

Testing DDQN 0.15 3.30 −4.22 2.26
D-DDQN −0.07 1.46 −2.55 0.90

An example of backtesting results and trading details of the trading system in a
trading day is shown in Figure 5. To see more clearly the performance of the D-DDQN
setting compared with the DDQN setting, we consider the cumulative average returns in
all periods. Figure 6a shows the cumulative average return achieved when trading for
the entire training period and the performance for the entire testing period is plotted in
Figure 6b. The returns of DDQN in the training and testing periods are 6.26% (8.94% per
month) and 2.23% (4.46% per month) while the returns of D-DDQN are 1.14% (1.63% per
month) and−1.08% (−2.16% per month), respectively. The results show that DDQN setting
has better performance than D-DDQN setting with the return reward function.

Figure 5. Backtesting results of the trading system with DDQN setting.

(a) (b)

Figure 6. Cumulative average returns from DRL approach with return reward function. (a) Training
period; (b) Testing period.
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Next, the trading system with the Sharpe reward function is considered. In Figure 7,
the average Sharpe value over all the periods is plotted and statistical indicators are
summarized in Table 4. Although the D-DDQN setting provides better average returns
than DDQN over the training period, other statistical indicators all show that DDQN
provides better performance. Furthermore, the DDQN setting provides positive returns
and less volatility in all periods.

(a) (b)

Figure 7. Average returns from DRL approach with Sharpe reward function. (a) Training period;
(b) Testing period.

Table 4. Average return performance with Sharpe reward function.

Period Setting Avg. (%) Max (%) Min (%) SD.

Training DDQN 0.05 2.58 −1.34 0.64
D-DDQN 0.12 1.24 −1.93 0.58

Testing DDQN 0.53 4.15 −0.93 1.44
D-DDQN −0.62 1.8 −5.34 1.76

Figure 8a,b report the cumulative average returns over the entire training and testing
periods, respectively. The returns of DDQN in the training and testing periods are 1.08%
(1.54% per month) and 7.98% (15.96% per month) while the returns of D-DDQN are 2.60%
(3.71% per month) and −9.32% (−18.64% per month), respectively. We can see strong
fluctuations in the returns of the D-DDQN setting during the training and testing period,
whereas DDQN setting provides positive returns in both periods.

(a) (b)

Figure 8. Cumulative average returns from DRL approach with Sharpe reward function. (a) Training
period; (b) Testing period.

From the preliminary analyzes above, the DDQN setting with Sharpe ratio as the
reward function proved to be the best Q-learning trading system; this result is consistent
with the study in [3].
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4.3.2. DRL and Bayesian Optimization Comparision

As a benchmark for comparison, the performance of the trading system applying
Bayesian Optimization to optimize the strategy is presented in the following figures and
tables. The cumulative average return with the return fitness function over 100 testing
periods is shown in Figure 9 with a positive return, 1.38%. When compared with the DRL
approach, the DDQN setting provides a higher cumulative return (see Figure 6).

Figure 9. Cumulative average return performance from BO approach in testing period.

Next, Table 5 summarizes the performance of BO approach over 100 different testing
sets; the results show that the average return is positive. The highest return is 28.88% and
the worst result is−22.45%, which is a big difference indicating the instability of the trading
results. The cause of the problem is using only a large data set of the past for training,
which is suitable for long-term trading purposes. To solve the problem, the system can
regularly update the optimal set of parameters through the rolling training data set, which
is consistent with the definition of the DRL approach. Despite using a large data set of
the past for training, the system with the DRL setting divides the data into states with
each state corresponding to data of a trading day. This means the system takes in new
information and updates it to make the best decisions every day. Without loss of generality,
the system can be changed to smaller intervals for high frequency purposes.

Table 5. Statistics of average return performance from BO approach.

Avg. Return (%) Max Return (%) Min Return (%) SD.

1.61 28.88 −22.45 9.84

4.3.3. Execution Time Comparison

Finally, the average execution time for the trading system with different approaches
is shown in Table 6. The DRL approach with D-DDQN setting has the shortest execution
time. DDQN setting provides smaller volatility than BO approach but it takes longer
time to execute. Although DDQN setting could not beat BO in terms of running time in
this experiment, the DRL approach still has the potential to outperform BO in practice
by looking at better settings with recurrent neural networks. When trading in the real
market, traders need to select or combine multiple trading strategies, which creates a
large set of parameters that need to be optimized. DRL approach with Deep Q-Network
can solve the above challenge while BO meets the problem of high-dimensional domain.
Furthermore, the results from BO also show large variability in return performance (see
Table 5), so the system needs to be trained continuously as new data sets are added and the
validation process should be considered to avoid over-fitting. Let us take an example for
this experiment; the system needs to update 100 times to find new optimal parameter sets
for 100 different testing sets, and the execution time is doubled when the validation step is
included; the total execution time of BO is 2870 s, which is 5.83 times higher than DDQN.
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Table 6. Execution time for different optimization methods.

Method Execution Time (s)

DDQN 6285
D-DDQN 492

BO 1435

5. Conclusions

This paper presented multiple techniques to optimize the parameters for a trading
strategy with RSI indicator. An experiment is carried out with the objective of evaluating
the performance of an automated AI trading system with optimized parameters in the
framework of Reinforcement Learning. DRL approach with DDQN setting and Bayesian
Optimization approach produced positive average returns for high frequency trading
purposes. With daily trading goals, the system with DRL approach provided better results
when compared to Bayesian Optimization approach. The results also demonstrated that the
DDQN setting with Sharpe ratio as the reward function is the best Q-learning trading sys-
tem. These results provide two options for traders. Traders can apply BO approach with the
goal of building a highly profitable trading strategy in the long-term. In contrast, the DRL
approach can be applied to regularly update strategies when receiving new information
from the market, which helps traders make more effective decisions in short-term trading.
The system with DRL settings can also solve the high dimensional problem of parameters of
Bayesian Optimization approach; thus, different trading strategies and objective functions
as well as new data can be integrated into the system to improve performance.

This research is the first step towards optimizing trading strategies with the Rein-
forcement Learning framework from popular tools such as Double Deep Q-Network and
Dueling Double Deep Q-Network. In future research, the proposed approaches should be
compared with recent AI techniques, such as the actor–critic algorithm with deep double
recurrent network, for a more accurate comparison study. Another promising approach
is to study the impact of financial news on the price movements of cryptocurrencies and
incorporate them into automated trading systems.
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