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Abstract: Finding, retrieving, and processing information on technology from the Internet can be
a tedious task. This article investigates if technological concepts such as web crawling and natural
language processing are suitable means for knowledge discovery from unstructured information and
the development of a technology recommender system by developing a prototype of such a system.
It also analyzes how well the resulting prototype performs in regard to effectivity and efficiency. The
research strategy based on design science research consists of four stages: (1) Awareness genera-
tion; (2) suggestion of a solution considering the information retrieval process; (3) development of
an artefact in the form of a Python computer program; and (4) evaluation of the prototype within the
scope of a comparative experiment. The evaluation yields that the prototype is highly efficient in
retrieving basic and rather random extractive text summaries from websites that include the desired
search terms. However, the effectivity, measured by the quality of results is unsatisfactory due to
the aforementioned random arrangement of extracted sentences within the resulting summaries. It
is found that natural language processing and web crawling are indeed suitable technologies for
such a program whilst the use of additional technology/concepts would add significant value for
a potential user. Several areas for incremental improvement of the prototype are identified.

Keywords: recommender systems; web crawling; natural language processing

1. Introduction

Artificial intelligence and more specifically the combination of web crawling and
natural language processing have been used to build various types of recommender tools
in previous research as well as in development projects. Our research project aims to
find out whether the combination of web crawling, web scrapping, and automatic text
summarization with natural language processing technology can result in a prototype
which is adequate for yielding recommendations on trending technology for a selected
application purpose to a subject matter expert. We show how the mentioned technologies
can be used in combination to provide a suitable solution for automatic information
extraction and knowledge discovery in the considered application context and show the
potential benefits by evaluation experiments.

1.1. Problem Statement

In today’s environment of high-speed development and complex markets, it is difficult
even for experts in a particular domain to keep track of recent technologies. Furthermore,
once information on a technology is found, it is difficult, and time consuming to understand
and evaluate it roughly and decide whether it deserves a more detailed investigation.

Our research investigates the possibility to automatize the task of keeping track
with recent technologies such as hardware, software, or other types of engineering solu-
tions, with the help of web crawlers in combination with algorithms related to natural
language processing.
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1.2. Thesis Statement and Research Questions

The following hypothesis and research questions were derived from the problem
described in the problem statement.

Hypothesis: Web crawling and natural language processing technologies can make
the search for and basic understanding of domain specific technology more efficient and
effective than the use of popular online search engines.

Independently of the results regarding our hypothesis, the following research ques-
tions will be answered to support a potential falsification or acceptance of the hypothesis.

RQ1—Feasibility: Is it possible to build a prototype of a technology recommender
system based on natural language processing and web crawling technology using programs
in Python?

RQ2—Effectivity: Can such a technology recommender system yield satisfactory re-
sults in terms of the quality of recommendations? Quality means that the recommendations
are easy to understand and suited to the selected application field.

RQ3—Efficiency: Is the quantity of results satisfactory? By “satisfactory” we mean
that the recommender system delivers at least the same number of results as a manual web
search including a suitable summarization but in a more time-efficient manner?

1.3. Research Approach

Based on the hypothesis and research questions RQ2 and RQ3, we follow a design
science research approach to develop a prototype which is compared with manual search
regarding efficiency and effectivity in the evaluation stage of this work. The category of
effectivity addresses the quality of results generated by the prototype compared with results
generated by manual search, using the Google search engine. Criteria within this category
are the fit of the found URLs with the search terms/keywords, the subjectively perceived
usefulness of the generated text summaries, and the number of potential duplicates. Within
the analytical category of efficiency, the only criterion is the time used to find and retrieve
relevant information.

1.4. Scope and Limitations

The development project underlying this research paper uses opensource libraries
wherever possible and further makes use of modules which allow the use of the Google
search engine. The use of artificial intelligence within the developed artefact/program is
limited to the application of natural language processing. Evaluation experiments were
conducted as self-experiments through the authors and any results should be viewed as
explorative only. The human use of the Google search engine will serve as a unique tool for
comparison and evaluation which further limits the scope of this paper. Due to the limited
scope of this work, any conclusions drawn from the hypothesis cannot definitely confirm
or deny the possibility of the underlying idea.

2. Literature Review

The following sections aim to summarize relevant literature from academic research,
as well as academic and commercial development projects with the aim of providing the
theoretical basis for this project as well as determining the state-of-the-art and consequently
any relevant research gaps.

2.1. Related Work

When screening the academic literature, it becomes evident that the problem of find-
ing adequate information in the web is widespread. The papers from Wang et al. [1]
and Lee et al. [2] explain methods how web crawlers using key words can be used for
recommender systems in the field of scientific journals. Both papers explain ways how to
extract content from documents with natural language processing (NLP) technology and
find adequate results in the web by using web crawling methods and recommend similar
scientific papers [1,2]. A search query on Scopus revealed 431 results when entering the
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combined key words: “web crawling” AND “natural language processing”. To reduce
the results, the filter on document type were set to book, book chapter or article and the
subject area was limited to computer science. Thereby the results were reduced to around
150. Many of the results explain the technique of web crawlers, where crawling combined
with natural language processing helps analyze big data in the web. Similar attempts
are made in many different fields. For example, Rajiv and Navaneethan [3] optimized
the web crawling with a keyword weight optimization in an event focused web crawling.
The work of Vural, Cambazoglu and Karagoz [4] explains how sentiments can be crawled
by designing a sentiment-focused web crawling framework. Bifulco, Cirillo, Esposito,
Guadagni and Polese [5] released a document presenting an intelligent system which is
tested especially in the field of e-procurement to support organizations in the focused
crawling of artefacts (such as calls for tender, equipment, policies, market trends, and so on)
of interest from the web, semantically matching them against internal big data and knowl-
edge sources [5]. A comparable document is also found in the field of ethnopharmacology
written by Axiotis, Kontogiannis, Kalpoutzaki and Giannakopoulos [6]. Alarte and Silva [7]
discuss the problem of only extracting the relevant content from a website, i.e., ignoring
content such as menus, advertisements, copyright notices, and comments. They suggest
an effective method for this purpose. A broad survey on web data extraction techniques
and applications is provided by Ferrara et al. [8]. This paper illustrates well the broadness
of use cases and application domains of the technology. A concise overview of web data
extraction including scientific background and some tools is provided by Baumgartner,
Gatterbauer, and Gottlob [9].

As mentioned for the Special Issue edited by Angulo et al. [10], future trends in that
area may be based on a better integration of recommendation systems with cognitive
approaches which should improve cognitive reasoning. Aspects of personalization and
personality-aware recommendation systems [11] might also be promising for systems based
on web content extraction. However, as our considered use case assumes more or less
anonymous users, we do not delve further into this field.

All the mentioned research on web crawling and natural language processing aims to
find methods that help reduce manual and time-consuming effort by searching the Internet
for information in different fields of interest and mostly based on own known data.

For our focus, a recommender system for technology based on an open web search,
we combined the key words “recommender system” with “NLP” and “web crawling”.
This search resulted in only 17 papers. When looking up “recommender system” and “web
crawling” a paper similar to the intended research topic came up. The article from 2019 [12]
explains how to use effective web scraping methodologies, where the data are initially
extracted from websites, then transformed into a structured form.

2.2. Research Gap

As a results of analyzing the literature on NLP, web crawling, and recommender
systems it became evident that most research is concerned with how data are available
compared to websites and gives a benefit to a user by finding the best match to this
available data. In the field of product recommendations or job recommendations the
technology is well-known and used. The before mentioned papers [1,2,5] are examples of
research using the technologies in more specific fields. But also in those examples, data are
available, and NLP is used to find the right search terms for the web scraping to recommend
suitable results.

Reports of projects that combine web crawling and the recommendation of recent
technologies without the need of substantial data as an input, were not found during the
literature research.

An output of summarized search results in text form was not mentioned in any of
the articles found during the literature research. Text summarization is nothing new but
apparently it is not used combined with web crawling in recommender systems. A research
gap can be filled by developing and testing a technology recommender capable of finding
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information according to only few input criteria, across different online sources, and
automatically arranging the resulting information in summaries.

3. Research Design

The first two subsections of this section describe the research methods considered as
well as the research strategy and approach adopted, including the design of the evaluation
experiment. The subsequent subsections cover the technological concepts considered for
the development of the artefact.

3.1. Research Methods

In information systems research, two research methods are of special significance:
design science and action research. Carstensen and Bernhard [13] categorize design science
research as a qualitative research approach. According to Hevner and Chatterjee [14], design
science research can be defined as a paradigm in which designers answer questions which
are relevant to the problems of humans whilst simultaneously providing new scientific
evidence so that the artefacts designed are both useful and of fundamental nature to
understand the addressed problem. Hevner and Chatterjee [14] also suggest that a first
principle of design science research is that the understanding and knowledge of a problem
and its solution are best acquired in developing and applying an artefact that acts as
a remedy to the problem.

Other common frameworks for research strategies in information systems research
are case study and action research. Action research can be defined as a cognitive process,
depending on social interaction between observers and people in their surroundings [15].
As stated by Blum [16], action research refers to the diagnosis of a social problem with the
intent of improving the situation. Action research has two stages: The diagnostic stage,
where the problem is analyzed and hypotheses are developed as well as a therapeutic stage,
where the hypotheses are tested by experimenting with changes within the respective
social system [16].

3.2. Chosen Approach and Research Strategy

For this work, a qualitative research method was chosen for reasons of simplicity and
its suitability to the chosen research strategy which can be defined as simplified design
science research, adapted from [14]. Design science research was deemed more suitable
than action research since the latter focuses more on observing the impact of experimental
changes to an existing social system e.g., by changing a process or an information system
used within the context of a social system. Further, the action research aspects of stimulus
and reaction are not given within the context of the artefact developed and evaluated
within the scope of this work.

Our research strategy differs from what has been suggested by Hevner et al. [17]
as the process showed in Figure 1 does not include the development and evaluation of
design alternatives.
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The research strategy underlying this work starts by becoming aware of the given
problem. The awareness of the problem was identified prior to this work and is further
elaborated in the introduction and literature review of this paper (see Section 2). The start
of the suggestion stage was marked by a workshop conducted by the authors to lay out
the established process underlying the research problem. A first solution idea was then
suggested before the artefact was developed within the scope of an executable prototype.
The prototype development was iterative and involved incremental testing, adjustment,
and extension. In the last stage, the prototype underwent a final qualitative evaluation
within a self-experiment conducted by the authors. To evaluate the prototype, the process
and results of a conventional Google search by a human were compared with the process
and results using the prototype.

The tests aim to measure the relative effectivity and efficiency of the prototype. They
make it possible to give answers to the research questions formulated in Section 1.2.

3.3. Relevant Technological Concepts

The following subsections explore technological concepts that support the develop-
ment of a prototype that can support Internet search for technology by a human.

3.3.1. Natural Language Processing

According to IBM [18], Natural Language Processing (NLP) is the domain of artificial
intelligence (AI) which enables computers to understand written and spoken words in
a way that approximates human understandings of such words.

3.3.2. NLP for Text Summarization

There are two methods of automatic text summarization. One is the extraction-based
method of text summarization, and the other is the abstraction-based method. The differ-
ences according to Garbade [19] are:

• Extraction-based or extractive text summarization involves extracting key phrases
from the source and combining them to create a summary. Such extraction is done
according to pre-defined metrics and without any alterations of the text.

• Abstraction-based text summarization includes the paraphrasing and shortening of
elements within the source. Abstraction is used in text summarization in the context of
deep learning problems and has the capability of overcoming grammar inconsistencies
which are often associated with extractive methods. Abstractive text summarization
algorithms create entirely new sentences which include the most relevant information.

For its simplicity, extraction-based summarization was used within this work to
develop a first prototype. It is assumed, however, that a future product based on our work
could benefit from the use of abstractive summarization.

3.3.3. NLP with Python

Python is a practical programming language, which is freely available. Python is dom-
inating in NLP. It provides extensive libraries and frameworks. Furthermore, Python can
be installed on many operating systems. Python’s straightforward structure makes it the
perfect choice as a first programming language [20]. It should be mentioned that compared
to some other programming languages such as C++, Python might show performance
disadvantages as it is not compiler-based. While C++ is statically typed, Python is a dynam-
ically typed language due to its interpreter-based concept. It can also be assumed that this
Python concept supports faster prototyping and a more interactive software development
which is usually desired in fields such as NLP or machine learning. The programming
language R with a strong focus on statistical computing might also be a suitable choice for
NLP related projects as it includes various NLP related libraries. However, it is still less
popular than Python and has a relatively complex syntax.
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The before mentioned advantages as well as other benefits such as ease of use, reliabil-
ity, and the availability of third-party installers made us choose Python as our programming
language for this project.

To be able to work with human language data in Python, a specific set of digital tools
is needed. The Natural Language Toolkit (NLTK) is a leading platform which provides
different corpora, lexical resources, and libraries for text classification, parsing, tokenization,
and semantic reasoning [21].

3.3.4. Text-Based Recommendation Using NLP

NLP is being used and has been used for text-based recommendation, e.g., Wang
et al. [1] have built a system which helps researchers to decide to which journals they
should send their manuscripts based on past publications of the journals. Wang et al. [1]
tested a hybrid model based on chi-square feature selection and softmax regression, yielding
an accuracy of 61.37%.

3.3.5. Web Crawling

Web crawling and web scraping are important tools to process large amounts of digital
text files. Both tools can be integrated into programming environments such as Python
or R [22], p. 77. The automatic search of the Internet for specific information and data by
a computer program is called web crawling. This is done by web crawlers, also known as
bots or spiders. In this process of web crawling, algorithms are used to narrow down the
search results to the specific information [23].

According to Ignatow and Mihalcea [22], pp. 77–78, the web crawling process can be
summarized in the following steps:

1. The web crawler is annotated with a manually selected list of URLs (seeds). This list
of URLs then grows iteratively.

2. The crawler selects an URL from this list. The selected URL is marked as “crawled”.
Then the crawler extracts further links and content from the selected website.

3. Content that has already been viewed is discarded. The remaining content will be
added to the collection of webpages to be indexed and/or classified.

4. To ensure that the URL has not yet been seen and that the page exists and can be
crawled, a check is performed for each new URL in the group. Only after all these
checks have been passed is the new URL added to the URL list in step 1 and the
crawler continues with step 2.

Dilmegani [24] explains that all search engines have web crawlers. Some well-known
examples are:

• Googlebot for Google;
• Amazonbot is an Amazon web crawler for web content identification and backlink

discovery;
• Bingbot for Bing search engine by Microsoft;
• DuckDuckBot for DuckDuckGo;

The challenge in web crawling is that a web page overload must be avoided and at
the same time large amounts of data must be processed. To reduce the amount of data to
be processed, the order in which the URLs are scanned must be carefully decided [25].

3.3.6. Web Scraping

According to vanden Broucke and Baesens [26], p. 3, web scraping can be defined
as “the construction of an agent to download, parse and organize data from the web in
an automated manner”.

As explained by De and Sirisuriya [27], with web scraping, unstructured data can be
extracted from websites and converted into structured data, which then can be stored in
databases and analyzed. Web scraping is a technique of data mining. The web scraping
process aims to return the extracted information in an understandable structure such as
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CSV files, spreadsheets, or databases. Based on such targeted information extraction, it is
easier for businesses to make decisions [27].

According to De and Sirisuriya [27], web scraping is mainly used in the following
fields of application:

• For comparison;
• To detect website changes;
• For market analysis;
• For research analytics;
• For contact scraping;
• For job scraping.

3.3.7. Web Crawling and Web Scraping Tools for Python

As some of the authors have little programming experience, the following criteria
were crucial for the selection of the tools:

• Should run on Python;
• Easy to grasp and learn;
• Well documented;
• High community support;
• If possible, web crawling, web scraping and Natural Language Processing in the tool

should be expandable according to the needs (libraries);
• Built in data storage;
• Can manage complex scraping operations in a powerful manner.

Based on the above criteria, the authors prepared the decision table shown in Table 1
as a basis for their decision-making.

Table 1. Decision table—overview of web scraping and web crawling libraries.

Scrapy Mechanical Soup PySpider Beautiful Soup

What is it? web scraping
framework library web crawler library

Purpose
web crawler and
collaborative web

scraping

to simulate human
interaction with

websites
web crawler data parser

Use cases

data extraction from
websites, processes

them as needed,
storage

in a preferred format

automated storing and
sending of cookies,

redirections following,
link following and form
submitting, easy filling

in of HTML forms

ability to retry failed
pages, crawling pages
by age, prioritization,

task
manager, easy to use

web user interface with
script editor

screen-scraping,
pulling

data out of HTML and
XML files, navigating,

searching, and
modifying parse tree

Ideal for

high-level web
crawling

& scraping projects on a
large scale

simulating human
behavior

powerful web crawling
system

simple web scraping
tasks

Speed very fast fast with scraping
simple websites fast fast

Learning
simplicity easy easy very easy very easy

Built-in Data
Storage Support Json, XML, CSV own development

needed

supports MongoDB
and

MySQL

own development
needed

Documentation excellent
available,

unmaintained
for several years

very well excellent
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Table 1. Cont.

Scrapy Mechanical Soup PySpider Beautiful Soup

Community
support very high

unmaintained for
several years

years
high high

Suitability for
the project excellent poor very good very good

Based on the content from Table 1, we decided to work with BeautifulSoup, because
the documentation of Scrapy is not beginner friendly. The following points were crucial for
the decision:

• Runs on Python;
• Can be learned with a little more effort;
• Is well documented and beginner friendly;
• Has a high community support;
• Is suitable for web crawling and web scraping, is easily extensible;

4. Suggestion, Development, and Artefact

This section describes how the solution design evolved, how the prototype was
developed, and how the solution/artefact works.

4.1. Suggestion and Solution Design

A workshop was conducted to figure out what exactly are the needs that the prototype
should be able to cover. The following manual process should be partially automatized by
the program:

1. Define search terms;
2. Go to a search engine;
3. Enter search terms;
4. Watch search results and estimate relevance by screening meta description and order

of results;
5. Access relevant results and find relevant information on a suitable technology;
6. Decide on important criteria for the suitable technology;
7. Estimate whether the information on the website is helpful;
8. If yes, extract the necessary information by saving the URL and possibly summarizing

its key content;
9. Find the next relevant search result and repeat steps 5–8.

Once the manual process was defined, a first idea of the same process with a recom-
mender system was generated:

• Start program;
• Input a search term/filter (e.g., “CRM”);
• Start web crawling (e.g., find URLs with the term “CRM” and save them);
• Start web scraping (scan every found URL) and return for example the words that

were mentioned the most→ Basic text mining;
• Use an NLP technique to filter the results from web scraping;
• Return (e.g., top 10) results in extractive summaries.

A flow diagram of the suggested solution based on existing technologies is shown in
Figure 2. Further details of used tools and the overall code script are provided in Section 4.2.
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4.2. Development and Resulting Artefact/Prototype

For development we restricted ourselves to the exclusive use of the Python pro-
gramming language as documented [28]. We also used the Anaconda 3 Integrated De-
velopment Environment as provided by Anaconda Inc., Austin, TX, USA [29] and its
graphic user interface, Anaconda Navigator, also provided by Anaconda Inc. [29]. As
an editor, the authors used Visual Studio Code as provided and documented by Microsoft,
Redmond, WA, USA [30].

The resulting prototype artefact does not entail a graphic user interface. The open-
source technology used as well as the mechanics of the prototype can be summarized
as follows:

Our prototype is based on a number of libraries, packages, and bundles. Before any
packages can be imported, they must be installed. This generic task will not be described
in detail. A list of libraries, packages, and bundles used is included in Appendix A.

The execute code script is presented in Appendix B. In our prototype, URLs match-
ing the user’s inputs are first found with Google search before their content is scraped
with BeautifulSoup4 and then summarized extractively using TextRank. The typical run-
time for executing this tool chain for the ten most relevant web sites is ten seconds (also
cf. Section 5.2).
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5. Evaluation

In the last stage of design science research, the evaluation of the artefact is described.
As mentioned in Section 3, the evaluation was carried out in the form of user tests that
compared the conventional Google search by a human with the prototype’s process and
results. In this section, the testing is described, and the test results are revealed.

5.1. Test Methods

The setting of the prototype variables “key words”, “number of results” and “domain”
were decided upon by the test person. In total, five different search queries were performed.

The key words for each query were chosen based on the professional experience of the
test person. In order to make an evaluation as comprehensive as possible, different fields of
technology were explored. The following key words were used per query:

• New multifunctional device for SME;
• Recommend ERP system for small business;
• Trends ERP system for small business;
• Mixed reality for workshops;
• Business process management tools trends.

The top-level domain was set to “.com”. For the first query, the number of results were
limited to the default value of five. Especially for the quality test of the text summarization
part, it was important to see a broad number of results and therefore the other four queries
were extended to a value of ten for the number of results. The number of checked websites
was even further increased in two cases as some webpages do not allow web scrapping
and the protype has to skip those websites. In “trends ERP system for small business” the
number was increased to 11 results and in “recommend ERP system for small business”
the number was increased to twenty results. This allowed the prototype to output a total of
ten results for both queries.

The human performer executed the following steps for comparison:

1. Go to search engine www.google.com;
2. Enter search terms (key words);
3. Access the top result;
4. Extract URL to result report;
5. Find and extract relevant information to the result report;
6. Access the next result;
7. Repeat 4–6 until the desired number of results is achieved.

Once the queries from the human and from the prototype were finished, both results
were added to the evaluation sheets.

In the evaluation sheet A, the functionality of the prototype and the quality of the URL
were rated. The following questions were asked:

• Does the prototype extract the URL it is supposed to?
• Does it adhere to the given parameters?
• In the evaluation sheet B, the quality of the text results was rated. The following

questions were asked:
• Is the summarized text understandable for a human reader?
• Does the text summarization show the content of the website?
• Is the content informative? “Informative” means that the software provides an answer

to the keyword search, and it does not mislead.

Duplicated results were eliminated in evaluation B.
Evaluation C aimed at the time efficiency. A new query was set up for this evaluation

because the reading time of the human performer should not be affected by former tests. For
this test, the variables were set “domain = com”, “number of results = 10” and “keywords
= document management system for manufacturing industry”. The human performer
executes steps 1–5. The following question should be answered with this test:

www.google.com
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• How long does each method need from start to the end?

For both methods, the time was taken from the beginning of each process, i.e., for the
human when starting the search engine and for the prototype when starting the program.
The time was stopped when the defined number of results was scrapped and summarized.
The prototype put a result page out and the human performer added their results in the
result report. The speed test shows only the efficiency in terms of time, the search results
and the quality of the results are not measured in this part of the evaluation.

5.2. Evaluation Results

In evaluation A, the general functionality of the prototype was tested. It was observed
that the prototype was able to perform what was expected. The variable “number of results”
was correctly considered. As mentioned before, web scrapping is not allowed on every
page, therefore the prototype skipped such web pages, and the number of output files was
reduced by the count of such web pages. The variable of “domain” was not taken into
consideration. The prototype chose the search result from Google without the limitation in
the domain.

For each query, the output revealed a result xml-file with the considered URL and the
summarized text. The total amount of results aimed was 45 (four queries with ten results
and one query with five results). Table 2 shows the results of the comparison between the
human search results and the results from the prototype.

Table 2. Results evaluation A.

Result Evaluation A No. of Results

Identical 17

Appears in manual search top 10 12

Duplicated 7

Wrong domain 5

Missing result because of scraping error 2

Did not appear in manual search 1

Subpage 1

Total 45

Identical means that the human performer and the prototype found the same URL and
listed it at the same position of the search. This outcome was found 17 times. Twelve times
the same URL was found by the prototype and the human performer but on a differ-
ent search result position. Nevertheless, they were among the top ten search results in
both methods.

Seven results were duplicated by the prototype. Meaning there was only one URL
listed in the Google search results, but the prototype found different URL from the same
page and listed all of them as results. As mentioned before, the limitation to the domain
“com” was not taken into consideration and five pages were shown with different domains.
In two queries, one result was missing due to web scrapping not being allowed on one
page. For one website, the Google search displayed a subpage, whereas the prototype
retrieved its information from the homepage. The human performer skipped this website
whereas the prototype took it into consideration.

In evaluation B, the quality of the text summarization was analyzed. In total 34 unique
URLs resulted into text summaries. Table 3 shows the results to the evaluation questions.
The first question was whether the summarized text was understandable. In the tester’s
opinion, 23 results were understandable. Twenty times the content of the summarized text
matched the content in the webpage. But only in nine cases the reader had the impression of
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receiving valuable information from the text summary. Eleven results matched the content
but were still perceived as uninformative.

Table 3. Results evaluation B.

Summarization
Understandable? Match Content? Informative?

Match
Content and
Informative?

No 11 14 35 11
Yes 23 20 9 9

Total 34 34 34 20

Looking at the cases where the summaries were not informative but matching the
content gives more insights into the prototype’s performance. In Table 4, reasons for the
perceived lack of information within those summaries are given.

Table 4. Result evaluation B observations (match with content = yes, informative = no).

Result Evaluation B No. of Results

Doesn’t get to the point 1

Is misleading at the beginning/sense of the text is mixed up 1

Only marketing 1

Products are not mentioned 1

Products are not mentioned, does not get to the point 1

Table with products is not mentioned 1

Website not relevant 3

Website not relevant, summarization failed 2

Total 11

In 5 of 11 times, the website was not relevant from the beginning, suggesting that
the website would have been skipped by the human tester. Three times the products
were not mentioned, even though the queries were aimed for products. The remaining
three unsatisfying results showed unnecessary or misleading content from the website.

Next the results from evaluation C are shown in Table 5. It displays the efficiency of
the prototype in terms of search time:

Table 5. Results of evaluation C regarding time efficiency.

Human Prototype

Human input at process start 25 s
Time to find ten pages 16 min 10 s

Total time 16 min 35 s

Compared to a human using only the Google search engine, the use of the prototype
allowed for much faster retrieval of information. However, prototype results were not
screened by a human, meaning that during the 35 s of execution no information was pro-
cessed by the human mind. In contrast, during the 16 min in which the human performed
the process using only the search engine, information from ten different web pages was
already processed intellectually to some degree.

6. Findings and Discussion

Several observations were made during the tests. The tests reveal that the prototype
generally works in terms of functionality. It does that for which it is programmed. Only the
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random occurrence of non-compliance with the specified set top level domain requirement
was identified as a possible flaw in the functionality.

In terms of effectivity, the tests showed that the information received from the proto-
type is limited in quality and that the Google search performed by the human was more
insightful. The human expectation was to receive some type of technology or product
recommendations but in the text summary the product information was mostly missing.
Nevertheless, the prototype showed in each query some trending solutions and provided
insights into criteria that need to be considered when looking for a specific technology solu-
tion. General information about a topic can be retrieved with the prototype, but specialized
product recommendations get lost or confused in the text summary. Thus, the product
name is mentioned but the text around it does not necessarily have to relate to the product.
Some keywords led to better quality summaries than others.

It is subject to interpretation whether the prototype artefact developed throughout this
work can be called a recommender system or not. Researchers such as Wang et al. [1] have
applied a more stringent interpretation to the recommending aspect of such a system. They
propose that business users could use a similar system to that which the authors developed
with the aim of simplifying the search for scientific publications where the input would be
a summary of what the business user is looking for [1]. In the case of this project, however,
the input were short search terms which led to the result that only users who already know
the name of what they are looking for can apply the program. For example, if the input
were a statement describing the user’s problem to be solved, more technical and maybe
more unexpected novel results could be found.

7. Conclusions and Outlook

During this project, we essentially developed a program for assisted search engine use
with the additional value of generating short, extractive summaries of search results in the
context of recommending technologies based on keywords. The design science research
method has the objective of yielding both knowledge as a contribution to science as well
as a problem-solving artefact that can be used in a day-to-day task [14]. In our case, we
managed to develop an artefact that if further improved can be of help for a user who
must retrieve larger amounts of summarized information from the web. In this way, our
study indicates the potential of automatic knowledge discovery from the large amounts of
unstructured information found in the web by means of natural language processing and
artificial intelligence-based algorithms. Techniques from web crawling and scraping can
effectively search and extract unstructured text information which can further be processed
by text summarization algorithms in the context of recommender systems applications.

Our research question RQ1 can be answered with yes as our research of secondary
sources during our literature review, together with the insights we have gained into
developing such systems throughout the development stage of this project, have shown
that the technology is available and that collective knowledge on the relevant topics is vast.
However, it must be clarified that in the end, despite finding it possible, no technology
recommender system in the truest sense of the word has been developed by us. This is
also due to the reason that our solution is very generic and is not specialized for the search
of technology.

Similarly, in view of our own solution, research question RQ2 (effectivity) would have
to be answered with a no since the results yielded by the program were not of satisfactory
quality, mainly due to the reason of a relatively random extraction of text from the content
source with sentences that are complete but not necessarily arranged in a meaningful order.
Another indicator of low-quality results was the fact that some of the summaries did not
match the search terms very well. However, as to effectivity and usefulness, our artefact
delivers value for one newly identified use case: since it extracts summaries from websites
that use the search terms in any possible way, the screening of summaries that are generated
by our program offers the user a unique way to find out in which contexts the search term
is also used, so that a user can efficiently find complementary products and services as well
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as substitutes. It could be argued however that this can also be achieved by performing
a simple Google search which however has the disadvantage of requiring a user to screen
each website since the meta descriptions displayed by Google on the search results list
contain less information than our extractive summaries.

Research question RQ3 can be answered positively, as the time to retrieve summarized
information from the web could be considerably reduced with our artefact if compared to
the execution of the manual process using only the Google search engine. Finally, we can
partially approve our hypothesis as the technologies of web crawling, and natural language
processing, including web scraping have been found to be suitable for development projects
that aim at simplifying the search for and understanding of technology. With regards to
effectivity however, additional technology such as machine learning and/or advanced
statistical methods within and/or outside the scope of NLP would have to be considered
in the development of such an artefact.

In order to fulfil the expectations a user could have toward a technology recommender
system, further programming and research would be required. The following future work
could provide additional benefits to users. For example, the replacement of extractive
summarization used in our artefact with an abstractive approach could deliver excellent
value as it would yield results with more wholesome information. A further incremental
improvement could be the integration of a test for similarity to avoid duplicated results.
This could be implemented with genism, a Python library developed by Rehurek [31]. In
order to arrive at a user-friendly program, the development of a graphic user interface
should also be considered, and efforts toward the compatibility with other content types
such as online documents in PDF format would lead to more diverse results. Another
suggestion from the authors is the integration of automated translation into several other
languages, for example Chinese. If the system were able to translate the input, sources in
foreign languages could be found and if the summaries were automatically translated back
into English, information about technology novelties from other parts of the world would
become much more accessible.

Besides such incremental improvements, future work could focus on developing
a technology recommender system which takes a problem statement or even a job descrip-
tion and additionally some content categories such as for example “research”, “commercial
products and services”, “tutorials”, “technological concepts”, or “patents”. Each category
could then be attributed to specific keywords which would have to appear in a certain
density within the online source. The output could then be URLs, abstractive summaries,
as well as high density non-stop words found in the source. An ideal program would then
run searches in the background, have awareness of existing information and alert the user
about new information found. A logging mechanism could be used to keep track of what
the user selects for a closer review, allowing a machine learning algorithm such as k-nearest
neighbors to learn about the patterns within content that the user deems relevant in order
to improve future suggestions.

In addition, it would be useful to automatically generate further information from
the extracted content such as semantic information or build-up of a knowledge graph.
This may help a user better understand the individual recommendations and to relate
them to each other. Furthermore, this concept may also improve the trustworthiness and
explainability of the found recommendations. There are still various problems related to
the respective approaches such as entity disambiguation, managing changing knowledge,
the requirement of manual work, and performance issues.

Regarding the evaluation of the respective techniques, it certainly makes sense to
conduct more thorough experiments with users than was possible in our project. This
should also include a larger group of participants in the experiments, which could enable
a better statistical analysis of the results.
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The following open-source libraries, packages and bundles were imported at the
beginning of the script as subsequently explained:
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library was added by the authors and the clean-up logic was improved. 

3. We define how xml documents are created for the results. The results shall be reada-

ble using any text editor or Firefox. 

4. For scraping, Google searches are performed. The authors modified the relevant 

piece of code by making the software ignorant of basic library calls. The program in 
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library was added by the authors and the clean-up logic was improved. 

3. We define how xml documents are created for the results. The results shall be reada-

ble using any text editor or Firefox. 

4. For scraping, Google searches are performed. The authors modified the relevant 

piece of code by making the software ignorant of basic library calls. The program in 

nltk.tokenize, a package that allows the division of strings into lists of substrings. It
is used to find words and punctuation within a string [21].
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library was added by the authors and the clean-up logic was improved. 

3. We define how xml documents are created for the results. The results shall be reada-

ble using any text editor or Firefox. 

4. For scraping, Google searches are performed. The authors modified the relevant 

piece of code by making the software ignorant of basic library calls. The program in 

pathlib is a module that offers classes which represent filesystem paths with semantics
that are appropriate for different operating systems [39].
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creasing query size, the execution of the program will take longer. 

2. The method for creating the summary is defined. The tokenization, using the nltk 

library was added by the authors and the clean-up logic was improved. 

3. We define how xml documents are created for the results. The results shall be reada-

ble using any text editor or Firefox. 

4. For scraping, Google searches are performed. The authors modified the relevant 

piece of code by making the software ignorant of basic library calls. The program in 

NumPy as provided by the NumPy Developers [41] is a basic package for scientific
computation in Python.
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1. Within the code script it is first defined how sentences are compared by using cosine 

similarity, which is a typical measure in text mining based on the frequency of word 

occurrences in two documents. This approach has the disadvantage that with an in-

creasing query size, the execution of the program will take longer. 

2. The method for creating the summary is defined. The tokenization, using the nltk 

library was added by the authors and the clean-up logic was improved. 

3. We define how xml documents are created for the results. The results shall be reada-

ble using any text editor or Firefox. 

4. For scraping, Google searches are performed. The authors modified the relevant 

piece of code by making the software ignorant of basic library calls. The program in 

SciPy [42] is used to perform scientific calculations with Python, it is recommended
to install both NumPy and SciPy. SciPy is a collection of mathematical algorithms
based on the NumPy extension of Python.
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Appendix B. Code Script

In our prototype, URLs matching the user’s inputs are first found with Google search
before their content is scraped with BeautifulSoup4 and then summarized extractive using
TextRank. The following steps are used in the code script:

1. Within the code script it is first defined how sentences are compared by using cosine
similarity, which is a typical measure in text mining based on the frequency of word
occurrences in two documents. This approach has the disadvantage that with an
increasing query size, the execution of the program will take longer.

2. The method for creating the summary is defined. The tokenization, using the nltk
library was added by the authors and the clean-up logic was improved.
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3. We define how xml documents are created for the results. The results shall be readable
using any text editor or Firefox.

4. For scraping, Google searches are performed. The authors modified the relevant
piece of code by making the software ignorant of basic library calls. The program
in question also pretends the search to originate from a Google Chrome browser on
a Windows machine.

a. The content from the resulting URLs is retrieved. URLs where content cannot be
retrieved (e.g., because of using the noindex meta tag) are skipped automatically
by the program.

b. HTML String-Syntax is analyzed (parsed) with BeautifulSoup4.
c. All paragraph elements are found and combined into a text. This excludes Headers.
d. A summary of the text is generated using TextRank, an NLP module for extrac-

tive text summarization.
e. Summaries of contents from the scrapable URLs are written into files.

5. The following user interaction in the form of user input is required to configure the
program execution:

a. search keywords
b. top level domain, default = com
c. number of results, default = 5
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