f_f algorithms

Article

Hybrid InceptionV3-SVM-Based Approach for Human Posture
Detection in Health Monitoring Systems

Roseline Oluwaseun Ogundokun 1, Rytis Maskeliiinas

check for
updates

Citation: Ogundokun, R.O,;
Maskelitinas, R.; Misra, S.;
Damasevicius, R. Hybrid
InceptionV3-SVM-Based Approach
for Human Posture Detection in
Health Monitoring Systems.
Algorithms 2022, 15, 410. https://
doi.org/10.3390/a15110410

Academic Editors: Frank Werner and

Antonio Sarasa-Cabezuelo

Received: 26 September 2022
Accepted: 1 November 2022
Published: 4 November 2022

Publisher’s Note: MDPI stays neutral
with regard to jurisdictional claims in
published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.
Licensee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and
conditions of the Creative Commons
Attribution (CC BY) license (https://
creativecommons.org/licenses /by /
4.0/).

1 1

, Sanjay Misra ?* and Robertas Damasevicius

1
2

Faculty of Informatics, Kaunas University of Technology, 51368 Kaunas, Lithuania
Department of Computer Science and Communication, Jstfold University College, 1757 Halden, Norway
*  Correspondence: sanjay.misra@hiof.no

Abstract: Posture detection targets toward providing assessments for the monitoring of the health
and welfare of humans have been of great interest to researchers from different disciplines. The
use of computer vision systems for posture recognition might result in useful improvements in
healthy aging and support for elderly people in their daily activities in the field of health care.
Computer vision and pattern recognition communities are particularly interested in fall automated
recognition. Human sensing and artificial intelligence have both paid great attention to human
posture detection (HPD). The health status of elderly people can be remotely monitored using human
posture detection, which can distinguish between positions such as standing, sitting, and walking.
The most recent research identified posture using both deep learning (DL) and conventional machine
learning (ML) classifiers. However, these techniques do not effectively identify the postures and
overfits of the model overfits. Therefore, this study suggested a deep convolutional neural network
(DCNN) framework to examine and classify human posture in health monitoring systems. This
study proposes a feature selection technique, DCNN, and a machine learning technique to assess the
previously mentioned problems. The InceptionV3 DCNN model is hybridized with SVM ML and its
performance is compared. Furthermore, the performance of the proposed system is validated with
other transfer learning (TL) techniques such as InceptionV3, DenseNet121, and ResNet50. This study
uses the least absolute shrinkage and selection operator (LASSO)-based feature selection to enhance
the feature vector. The study also used various techniques, such as data augmentation, dropout, and
early stop, to overcome the problem of model overfitting. The performance of this DCNN framework
is tested using benchmark Silhouettes of human posture and classification accuracy, loss, and AUC
value of 95.42%, 0.01, and 99.35% are attained, respectively. Furthermore, the results of the proposed
technology offer the most promising solution for indoor monitoring systems.

Keywords: human posture detection; deep convolutional neural network; deep learning; machine
learning; transfer learning

1. Introduction

It is crucial to maintain an upright posture if you want to live a healthy life. The
location of your limbs and how you hold your body make up your posture. With the devel-
opment of new technologies, human employment has become more sedentary, resulting
in a decrease in mobility and physical activity [1]. Long periods of sitting while working
or studying cause muscular weakness and make maintenance extremely difficult. People
have experienced a variety of problems as a result of not taking care of or not maintaining
a proper posture. Musculoskeletal complications are more common to affect the spine,
neck, back, and shoulder. Today, health problems caused by poor posture are becoming
more widespread in all age groups. Some of the variables that contribute to posture-related
bad situations include sedentary work habits, lack of exercise, and poor or uneven sitting
positions [1]. For example, Kang et al. [2] examined electromyogram data from 12 patients
to assess how the neck and upper extremities were affected by the height of the computer
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desk. When 18 participants used a smartphone for a variety of tasks, Lee, Kang, and
Shin [3] used a motion capture device to measure the frequency with which their heads
flexed, finding that this was the main source of neck pain. According to a study conducted
on 126 students and published in [4], there is a link between a poor forward posture of the
neck, that is, a frontward head posture, and neck discomfort, including neck impairment.
According to Ruiz et al. [5], sitting positions have an impact on people’s breathing and
electrocardiograms. In research on bad head positions, Koseki et al. [6] reported that,
compared to neutral head posture, respiratory performance decreased. According to [7],
research with 88 school students found that slumped seating severely reduces children’s
ability to breathe. To live in good health and an uninfected life, it is important to maintain
proper posture when sitting and standing. Different technologies can be employed to
detect posture, with wearable [2,8] and non-wearable pieces of machinery being two of
the most popular methods [6,9]. For posture monitoring, non-wearable equipment has
been utilized, including the Kinect [9] depth camera and the Vicon MX motion analyzer
system [6]. The non-wearable technique for posture monitoring is quite efficient, but its
use is limited by the viewing angle of the camera. Furthermore, installing depth sensors
for posture monitoring in a smart home context would involve a substantial cost outlay.
Wearable posture detection systems enable movement flexibility while enabling posture
monitoring. An electromyogram, for example, is used in Kang [2] to check posture. In [8],
a smart shirt with components of dual inertial dimensions having 9 degrees of freedom is
described as being used to monitor back posture. With ML approaches such as decision
trees (DT), K nearest neighbors (KNN), and support vector machines (SVM) [5,9,10], the
data collected from various sensor technologies could be processed to classify various
postures. For example, in [4], the authors classified two postures with up to 99.5% accuracy
using DT, KNN, and SVM techniques using ECG and respirational movement. In [9], a
max-margin classifier with up to 88.67% accuracy was used to detect position from the
video data set. It was based on the traditional SVM technique. According to [10], the
classification precision for five sitting positions was greater than 98% using data from
13 piezoresistive devices mounted on a chair. These classifiers included DT, KNN, and
SVM. Based on time series data, deep learning has also been used to categorize human
activities [11-15]. Many robust and systematic classifiers are available for use with deep
learning; some of these are covered later in the article.

Position detection is used in a variety of applications, including health care, surveil-
lance, virtual environments, internal and open-air surveillance, authenticity for animation,
detection of human postures, and entertainment [16-23]. Additionally, position recognition
can be used within the framework of the human-to-home interface. It is imperative to sug-
gest expertise that can allow distant observation of old and sensitive individuals to live more
freely, given the increasing number of aging people and limited medical resources [24-26].
It is imperative to maintain a decent posture if you want to live in good condition. Pose
refers to the way the body is held and the limbs are arranged. As technology has advanced,
people have chosen a sedentary lifestyle, resulting in a decrease in physical activity and
mobility [27-31]. The prolonged sitting required for work or study causes a loss of muscle
strength. A sedentary lifestyle harms the human body, and poor posture can cause neck,
back, and shoulder discomfort if ignored.

Contribution

The prolonged sitting required for work or study causes a loss of muscle strength. A
sedentary lifestyle harms the human body, and poor posture can cause neck, back, and
shoulder discomfort if ignored.

Consequently, it is significant to manage human behavior to ensure safety and health
at work and in the field of studies. The study describes five significant contributions that
are described in the following, considering the need:
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1. This study implemented an innovative InceptionV3 and SVM technique to automati-
cally identify the posture of a human. It is worth stating that the deep learning TL
technique does not require hand-crafted features, unlike the ML models.

2. The proposed technique used an L2 regularizer of 0.01 and L1 regularization (LASSO FS).

3. To advance the accuracy of the suggested method, the study used different tech-
niques during the data preprocessing phase. The techniques include the use of data
augmentation to prevent model overfitting and the use of the LASSO (L1 regular-
ization) feature selection (FS) algorithm to improve model training, validation, and
testing accuracy.

4. The layers of the DCNN model (InceptionV3) were also fine-tuned to achieve better
training, validation, and testing accuracy.

5. A thorough comparison of the experimental results is made using cutting-edge meth-
ods to assess how well our suggested technique performs.

The DCNN technique utilized in this work project is to improve the performance of
human posture recognition. The sitting, bending, standing, and laying positions can be
identified. The ability of humans to monitor their activities when sitting for an extended
time or standing for a short period makes sitting and standing postures crucial to detect.

The remaining portions of this article are arranged as follows: Related work in the area
of sensor-based motion detection is described in depth in Section 2. The approach used for
the experimentation of this research is presented in Section 3. The results are covered in
Section 4, and the conclusion is found in Section 5.

2. Related Works

Numerous studies have been conducted in the literature to develop various postural
models. Here, the authors provide an overview of the most recent methods for detecting
human postures.

Using smart technology and portable systems to anticipate and monitor human health
is a crucial component of smart cities. As a result, multisensory and LoRa (long-range)
technologies are used in this work to decide posture recognition in this work. Low cost
and extended communication range are two benefits of LoRa WAN technology. Wearable
clothing is created with the help of these two technologies, multisensory and LoRa so that
it is comfortable in any position. Due to LoRa’s low transmitting frequency and short data
transfer size, multiprocessing was employed in this research. For multiprocessing, sliding
windows are used, and Random Forest (RF) is used for feature extraction, data processing,
and feature selection. Three testers from a 500-group data set are used to improve perfor-
mance and accuracy [32]. Along with body language, gestures, and postures are nonverbal
ways of communicating. This study uses cutting-edge body tracking technologies and
augmented reality to detect static posture. Furthermore, group collaboration and learning
are detected using unsupervised machine learning using Kinect body position sensors [33].
Accurate yoga practice has been made possible by posture detection. The real-time basis
and limited data sets make posture identification a difficult task. Therefore, a sizable data
set containing at least 5500 photographs of various yoga positions have been produced to
address this problem. The tf-pose estimation technique, which depicts the human body’s
skeleton in real-time, has been utilized for posture identification. The tf-pose skeleton is
used as a feature to create multiple ML techniques and it is used to extract the positions of
the joints in the human body (SVM, KNN, logistic regression, DT, NB, and RF). The highest
precision of all is provided by the RF model [34-36]. Because people spend most of their
time sitting, there is also another posture issue that affects them.

Physical and mental health are affected by inadequate and prolonged sitting. Data
collection for sitting posture and stretch posture is done with the help of a posture train-
ing system. Subsequently, a smart cushion that combines pressure sensors and artificial
intelligence (AI) to identify posture. Supervised machine learning models that produce
higher results are taught for more than 13 different postures [37]. The pressure sensor on
the chair works to prevent unhealthy sitting positions. The analysis is in contrast to DT
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and RF in this posture detection. The RF classifier [38] is the one that performs best. Sitting
posture monitoring systems (SPMSs) are utilized to improve sitting posture. Sensors have
been installed. Six different sitting positions are taken into account for this experiment.
Then, several ML techniques (such as SVM with RBF kernel, SVM linear, RE, QDA, LDA,
NB, and DT) are employed for the body weight ratio, which is determined by SPMS. The
results of SVM using the RBF kernel are more accurate than those of other methods [39].
The posture of a person sitting in a wheelchair may also be detected using sophisticated
devices. Data are collected from a network of sensors using the neighborhood rule (CNN),
balanced using the Kennard-stone technique, and then the dimensions are reduced using
principal component analysis. Finally, preprocessed and balanced data are subjected to the
KNN algorithm. The amount of data in this study is substantially less, but the results are
astonishing [40].

3. Materials and Methods

This section discusses the suggested model for the detection of human posture. The
data set used and each of the TL algorithms implemented. Figure 1 shows the framework
for the suggested system. The models used in this study are also discussed in this section.

3.1. Data Collection

The study used silhouettes from the human posture dataset. It was obtained from the
Kaggle repository. Four postures, sitting, standing, bending, and lying, are included in the
data, which were compiled to identify human poses. Each of the mentioned postures had a
total of 1200 photos, each of which was 512 pixels wide and high. The link to the data set is
https:/ /www.kaggle.com/datasets/deepshah16/silhouettes-of-human-posture (accessed
on 23 August 2022). Table 1 presents the data distribution for each of the postures in the
data set. A total of 768 images of bending, lying, sitting, and standing were used for the
model training (in total 3072 images). A total of 768 images, which are 192 images each for
the bending, lying, sitting, and standing positions. Lastly, the test data set was 960 images
in total, with each of the postures being 240.

Table 1. Distribution over the posture of the Data Set.

Posture Class Number of Instances Training Validation Testing
Bending 1200 768 192 240
Lying 1200 768 192 240
Sitting 1200 768 192 240
Standing 1200 768 192 240
Total 4800 3072 768 960

3.2. Model Selection

Through the classification process, we selected the right deep convolutional neural
network and machine learning methods from the available choices. The performance of
different DCNN models was examined during the model selection process and the DCNN
technique that performed the best was chosen. On a separate test set, the effectiveness of the
chosen DCNN model (model evaluation) was examined. The weights of the target model
were initialized with a transfer data set to perform transfer learning [41]. Consequently,
the target model had previously received object recognition training. However, these
objects were not those of the intended task (bending, lying, sitting, and standing human
postures). As a result, our training set of annotated human images was used to fine-tune
the baseline techniques.
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SVM has been tested in a variety of computer vision applications, including image
identification and handwritten digit identification, with positive outcomes (support vector
machines for remote sensing image classification). Since SVM can manage both semi-
structured and structured data, as well as advanced functions if the right kernel function
can be generated, it was also applied. The adoption of generalization in SVM reduces the
likelihood of overfitting and allows scaling with high-dimensional data. It is not trapped in
a local optimum [42].

Deep convolutional neural networks serve as the foundation networks for deriving ab-
stract feature maps from input data. Baseline networks are common architectural building
blocks that can be used with different data sets for image categorization [41,43]. LASSO FS
was selected due to its automatic selection of features and its ability to reduce overfitting in
models [44].

In this study, we evaluate the base networks InceptionV3 [45], DenseNet121 [46], and
ResNet50 [47].

3.3. Proposed Model

This study proposed a hybrid approach that involves the combination of three al-
gorithms. The algorithms are Inception V3 and SVM. The posture data set was first
preprocessed by normalizing and augmenting the images for classification. The LASSO FS
algorithm was then used in the image data set to select features, after which it was passed
for modeling training and validation. The study used the Inception V3 TL model, which
was already fine-tuned, and the last layer of the model was replaced with the SVM classifier
for hybridization purposes. The flow of this suggested model is revealed in Figure 1.

3.4. Selection Based on Least Absolute Shrinkage and Selection Operator (LASSO)

The least absolute shrinkage and the selection operator are referred to as LASSO. It
is a statistical formula for the selection and regularization of features of data models (FS).
LASSO regression is a regularization technique. Regression methods are favored for a more
precise forecast. This model takes advantage of shrinkage. Shrinkage is the term for when
data values decrease in magnitude as they approach the mean. The LASSO approach (that
is, models with fewer parameters) stimulates easy light models [48]. This certain category
of regression is suitable when a model displays high levels of multicollinearity or when
you want to systematize key aspects in the model selection procedure, such as variable
selection and parameter removal. The L1 regularization method is used by the LASSO
regression when there are more features, as the feature selection process is automated [48].

n

p 2 p
) (Yi - 21 Xz’jﬁf> +A Zi|5j| (1)
= =

i=1

In Equation (1), if lambda is zero then we will receive OLS while the very large value
will make coefficients zero henceforth it will under-fit [49].

3.5. Deep-Transfer Learning Based on InceptionV3

A new classification platform called transfer learning (TL) can classify and identify
images. This technique improves the accuracy of network performance while requiring
less training time. For this investigation, the Inception V3 network was chosen. More than
a million photos from the ImageNet collection are included in its pre-trained weights. The
network can classify photos into 1000 different classes, each of which represents a different
item. A total of 5 convolutional layers, 1 average pool layer, 2 maximum pooling layers,
1 FC layer, and 11 inception modules that constituted an image-wise categorization make
up the V3 inception V3 architecture.

The author transferred pre-trained weights from the inceptionV3 network and further
fine-tuned the layers. InceptionV3 has 189 layers and freezes the layers from 180 to the
top and then unfrozen from layer 180 to the output layer. In the study, the authors added
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two dense layers and an output layer after flattening the network. A dropout of 0.5 was
introduced after each dense layer to prevent the model from overfitting. At the output layer,
1000 classes of the conventional inception V3 mode were reduced to 4 classes representing
human postures due to the fine-tuning process, whereas the rained weight before the dense
layers was unchanged. The tuning process increases the accuracy, precision, recall, AUC,
and other metrics used for the evaluation of the TL model. The figure shows the working
flow of the fine-tuned inceptionV3. This study utilized the relu activation function for the
two dense layers and softmax for the dense FC dense layer.

3.6. Support Vector Machine

SVM is an effective computational mathematical model for classification tasks. SVM is
a supervised learning methodology used in the areas of classification and regression [50].
It is highly effective and has a strong statistical basis [50]. The classification function of
an SVM is carried out by creating a hyperplane in higher dimensions. The support vector
method (SVM) looks for those vector points that form the decision border and provide a
significant marginal separation between classes [51]. In the decision plane, SVM separates
classes with the largest possible marginal distance possible [51-53].

3.7. L2 Regularization

Regularization is a key idea that helps prevent the model from overfitting, particularly
when training and test sets of data have large differences. Regularization is used to reduce
the variance with the training data by adding a “penalty” term to the best fit obtained
from the training data. It similarly restricts the impact of forecaster variables on the output
variable by condensing their coefficients [54]. By requiring weights to be minimal but not
exactly zero, L2 regularization, also known as the L2 norm or Ridge (in regression issues),
combats overfitting. This implies that if the suggested models were to estimate home prices
again, the less important variables would still have some impact, although a minor one.
When conducting the L2 regularization, the authors add a regularization term equal to the
totality of the squares of all characteristic weights to the loss function [54].

n 4 2 |4
Z(%‘ - ;%fﬁ) +/\Ziﬁ]2' 2)
= j=

i=1

At this point, if the Lambda is zero, you can envisage that we will get the OLS
once more. However, if Lambda is very large, it enhances too much weight and causes
inadequate adaptation. Having stated that, the method used to select lambda is crucial.
This method is quite effective in preventing the overfitting problem [49].

3.8. Hyperparameter Optimization

The learning process and the structural structure are controlled by several hyperpa-
rameters, which may be classified as either structural or algorithmic hyperparameters [55].
The structure and topology are characterized by structural hyperparameters, which include
the number of layers of the network, the number of neurons in each layer, the degree of con-
nection, the neuron transfer function, and others. They alter the network’s structure, which
affects the effectiveness and computational complexity. The learning process is driven by
algorithmic parameters, including the size of the training set, the training method, the
learning rate, and other factors. Although these variables do not belong to the neural
network model and do not affect how well it performs, they do affect how quickly and
effectively the training step goes.

A machine learning model’s hyperparameter settings are a predetermined set of
choices that directly affect the learning process and the output of the prediction, which
shows how well the model works. Model training is the process of instructing a model
to find patterns in training data and predict the outcome of incoming data based on
these patterns. In addition to the hyperparameter selections, model architecture, which
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reflects the model’s complexity, has a direct bearing on how long it takes to train and test
a model. The setting has become a crucial and challenging problem in the application of
ML algorithms due to their influence on model performance and the fact that the ideal
collection of values is unknown. In the literature, there are several methods to adjust
the hyperparameters.

Manual search is one way to improve these hyperparameters. This may be used
when the researcher has a solid understanding of neural network structure and learning
data since it determines the hyperparameter value based on the researcher’s intuition or
skill. However, the standards for choosing hyperparameters are ambiguous and require
several experiments.

To choose the ideal hyperparameter values for ML algorithms, designs of experiment
(DOE) methods are utilized. DOE evaluates the effects of several experimental components
simultaneously, with each experiment consisting of many experimental runs at various
hyperparameter values that should be evaluated collectively. The experimental data are
statistically examined when the tests are finished to ascertain how the hyperparameters
affect the performance of the classifiers. In other words, a model that empirically connects
classification performance to hyperparameters, such as prediction errors (as a response
variable) (as predictors of classifier performance).

In the domain of DL, it is established that a technique is trained straight from the
data in an end-to-end way, meaning that time-consuming manual feature extraction is not
necessary from the human (domain experts). However, the model selection procedure in
deep learning requires significant human work. Discovering the hyperparameter settings
that result in the optimum performance is the first step in this procedure. The best hyper-
parameter values can typically be found using one of three methods: manually built on
previous knowledge; arbitrarily selected from a set of candidate hyperparameter values; or
in-depth grid search. Based on previous research, the authors applied the manual method
in this paper. The learning rate is reduced when it is noticed during the model training
that there is no improvement in the validation training value. The learning rate is set to be
reduced every 10 epochs.

The proposed CNN architecture includes several hyperparameters. These hyperpa-
rameters should be carefully selected because they control the performance of the suggested
technique. The details of the hyperparameter settings are given in Table 2. The study exper-
imentally finds that these are the best suitable values of hyperparameters for the proposed
Inception V3-SVM model and other pre-trained networks for this application.

Table 2. Details of the hyperparameter settings.

Hyperparameters
DTL (s) .. . . o .
Optimizer Learning Rate Batch Size Epochs Dropout Activation
InceptionV3 Adam 0.0010 32 50 0.5 Relu
ResNet50 Adam 0.0002 32 50 0.5 Relu
DenseNet121 Adam 0.0003 32 50 0.5 Relu
InceptionV3-SVM  Adam 0.0010 32 50 0.5 Relu

3.9. Performance Metrics

The confusion matrix (CM) can be utilized to evaluate the effectiveness of an approach
or its parameters. A table called a confusion matrix contains data on categorization out-
comes. It is also a technique for evaluating how well a model performs in distinguishing
data from various classes.

Several performance measures, including training and validation accuracies, training
and validation losses, precision, recall, f1 score, and AUC, were used in this work to
evaluate the effectiveness of the suggested and cutting-edge models [56-65].
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The results of the confusion matrix table (Table 3) can calculate the precision, precision,
recall, and f1 score. Techniques have been created with the following equations.

Table 3. Table of the confusion matrix Table.

Predicted Class
True Positive (TP) False Negative (FN)
Actual Class
False Positive (FP) True Negative (TN)

Accuracy: This is one parameter for accessing classification models and is referred to
as the percentage of correct forecasts made by the proposed model. The equation is shown
in Equation (3).

TP+ TN 3)
TP+TN+FP+FN (

Precision: Precision is the degree to which the forecast of a model is correct. When
calculating precision, one divides the total number of positive predictions by the proportion
of genuine positives. This is illustrated in Equation (4).

Accuracy =

TP

Precision = m

@)
Recall: Recall is a metric that determines the proportion of accurate true positives
among all possible positive forecasts.

TP

Recall - m

®)

F1 score: One of the most crucial evaluation measures in machine learning is the
F1 score. Through the combination of two previously opposing indicators, it elegantly
summarizes the prediction performance of a model.

Precision x Recall
F1- =2
score % Precision + Recall ©)

3.10. Model Uncertainty

Deep learning techniques have received a great deal of attention in practical machine
learning. Such methods for regression and classification do not, unfortunately, account
for model uncertainty. In comparison, Bayesian models offer a mathematically sound
framework for evaluating model uncertainty and often have exorbitant processing costs [9].
At the software level, the effectiveness of the model cannot be easily quantified as accuracy.
To demonstrate how certain we are in our detection and classification, we, therefore, add a
new indicator: the confidence score. A confidence score is a great tool to quantify uncer-
tainty. Our model in this research is a non-Bayesian network. For estimating uncertainty;,
Monte Carlo Dropout (MC Dropout) [66] and Deep Ensembles [67] are the two primary
non-Bayesian approaches. One of the most widely used methods to avoid overfitting is the
dropout technique. Gal et al. [66] show that by selecting the Bernoulli distribution with a
probability such as a dropout probability, we can determine the model uncertainty. With
MC Dropout, the dropout layer is used during the training and then testing phases, and
many predictions are made on a single image to calculate the degree of uncertainty. We
decided to use MC Dropout for this research. It uses smaller hyperparameters and uses
fewer processing resources [68].

There are only two dropout layers in the study since the dropout layer was added to
the model after each fully connected (FC) layer. The dropout layer is often implemented
throughout the training procedure to prevent overfitting. The dropout will be automatically
performed during the analysis process to guarantee consistency in the prediction outcome
for the same image. We must activate the dropout layer in MC Dropout’s prediction phase
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so that each prediction’s softmax value changes, affecting how it is classified. The following
stage involves making 100 predictions with each target image, with the majority of the esti-
mates’ findings serving as the categorization for the subsequent forecasts. The proportion
of the confidence score will be determined by the number of forecasts. If the confidence
score value is less than a predetermined threshold, such as 80%, none of the positive and
negative forecasts will be greater than 80 times in a sample of 100 predictions. We believe
that this circumstance is difficult to anticipate and calls for accurate manual processing.

The study initially chose the ideal MC dropout rate to quantify the uncertainty of the
model. The dropout rate should be balanced so that it is neither too high nor too low. The
estimated confidence intervals for the distribution will be excessively large if the dropout
rate is too high since this will result in a very diversified predictive distribution. If it is
too small, the confidence intervals will be narrow, and the forecast distribution will be too
similar. We conducted experiments to determine the ideal dropout rate for this application,
which is 0.452. Finally, the confidence interval, standard deviation (SD), and entropy may
be used to calculate the uncertainty of the model.

4. Results

Here, the study evaluates the efficiency of the recommended technique and contrasts
it with cutting-edge approaches. To assess the performance of our suggested model, the
authors applied three different cutting-edge models, including the inceptionV3, resnet50,
and densenet121 models on the posture dataset.

This section has three parts. In Section 4.1, the implementation authors first provide
the settings and assessment methods. In Section 4.2, the authors compare the performance
of the suggested technique with many current-generation models that are often cited in the
literature. In addition, Section 4.2 provides information on how well the suggested model
performs in detection settings.

4.1. Implementation Settings

To make the evaluation more authentic, the authors used the same data set to imple-
ment three existing techniques, including the conventional inceptionV3. The workstation
used for the implementation of this study is as follows: Dell laptop, Intel Core i7 with
16 GB of RAM. The Jupyter Notebook in Anaconda Navigation was used with the Tensor-
Flow application.

All necessary libraries were imported into the Jupyter environment, after which the
dataset was uploaded, and their width and height sizes were resized to 150 x 150. The im-
ages were normalized by making sure that all numeric values are in the same range between
0 and 1, and this helps the large values not overwhelm the smaller values. The normaliza-
tion function receives an array as an input, uses a formula to normalize the array’s values
in the range of 0 to 1, and outputs the normalized array. The data set was divided into
3072 for training, 768 for validation, and 960 for testing (already explained in Section 3.1).
The next step was the introduction of image-augmentation techniques, which are rota-
tion_range (20), width_shift (0.3), height_shift (0.3), shear_range (30), zoom_range (0.2),
and horizontal_flip (0.2). The L1 and L2 regularization was then defined and implemented,
after which the model was defined for training, validation, and testing of the data set.
A batch size of 32 and epochs of 50 were used for model training. The early stopping
technique was called and set to avert the model from overfitting. The LR was also set to
reduce when there is no improvement in the metrics or the performance is stagnant, this
will assist to improve the model metrics.

4.2. Performance Evaluation

The study offered the results for the execution and the suggested model’s training
performance was assessed in terms of crucial metrics, such as training accuracy, validation
accuracy, training loss, and validation loss at 50 epochs for the suggested models and the
three cutting-edge models. The learning rates of 0.0010, 0.0007, 0.00049, 0.00034 and 0.00024
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were optimized with adaptive moment estimation (Adam). According to Table 4, the
suggested model achieved better results with an LR of 0.0010 and an Adam optimizer. These
variables are generated to evaluate trained models with an Adam-optimized learning rate
of 0.001. These parameters are calculated to estimate the excess fit of the trained model. The
graphs of the training loss/validation loss and the training accuracy/validation accuracy
of the proposed model and the baseline models are shown in Figure 2. Furthermore, the
test data set was used for the testing process, and the testing loss and accuracy can be
seen in the table. A confusion matrix was also produced for all the models implemented
to calculate performance metrics such as precision, recall, f1 score, and accuracy. Each
model parameter used for the training and validation of the model is shown in Table 5. The
results of the models in the training and validation data set are shown in Table 6. Table 7
displays the results of the proposed models in the test dataset, and each class consists of
240 instances. It can also be shown in Table 7 that the proposed InceptionV3-SVM and
DenseNet121 outperform the other baseline models with an ACU of 0.99. The proposed
model had TP and FP values of 916 and 44, respectively.

Table 4. Parameters Used for model training.

Model Learning Rate Epochs Early Stopping Loss Optimizer Batch Size
InceptionV3 0.00024 50 Epoch 45 CategoricalCrossentropy Adam 32
ResNet50 0.00024 50 Epoch 50 CategoricalCrossentropy Adam 32
DenseNet121 0.00034 50 Epoch 40 CategoricalCrossentropy Adam 32
InceptionV3-SVM 0.00100 50 Epoch 39 Square_hinge Adam 32

Table 5. Model Training Parameters.

Model

Model Parameters

InceptionV3

Total params: 24,179,236
Trainable params: 2,376,452
Non-trainable params: 21,802,784

ResNet50

Total params: 30,158,468
Trainable params: 6,570,756
Non-trainable params: 23,587,712

DenseNet121

Total params: 9,151,812
Trainable params: 2,114,308
Non-trainable params: 7,037,504

InceptionV3-SVM

Total params: 24,179,236
Trainable params: 18,054,308
Non-trainable params: 6,124,928

Table 6. Results of the models on the training and validation data set.

Training  Validation  Testing Training Validation Testing
Model Accuracy  Accuracy  Accuracy Loss Loss Loss
(%) (%) (%)
InceptionV3 70.38 90.76 89.58 0.28 0.19 0.21
ResNet50 59.18 88.67 88.44 0.89 0.46 0.49
DenseNet121 91.89 91.67 92.29 0.19 0.31 0.33
InceptionV3-SVM 99.58 94.53 95.42 0.01 0.09 0.09
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Figure 2. Accuracy and loss graphs of DCNN models: (a) InceptionV3; (b) ResNet50; (c) DenseNet121;

and (d) Proposed Inception-SVM.

The confusion matrix was produced utilizing a sample of the test dataset samples
from the human posture dataset used for the implementation. These test data sets were
not used for model training and validation. The confusion matrix for DCNN models
is represented in Figure 3, and the labels are represented as bending, lying, sitting, and

standing, respectively.
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Figure 3. Confusion matrix of DCNN models: (a) InceptionV3; (b) ResNet50; (c) DenseNet121; and
(d) Proposed InceptionV3-SVM.

Figure 4 shows the AUC-ROC curves for the four DCNN models implemented, and it
was seen that the proposed InceptionV3-SVM performs best compared to the baseline models.
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ROC curve for InceptionV3-SVM
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Figure 4. AUC-ROC curve of the DCNN models: (a) InceptionV3; (b) ResNet50; (c) DenseNet121;

and (d) Proposed InceptionV3-SVM.

Table 7. Results of the models on the test data set.

Model Accuracy AUC TP
InceptionV3 0.90 0.96 860
ResNet50 0.88 0.96 849
DenseNet121 0.92 0.99 886
InceptionV3-SVM 0.95 0.99 916

The suggested model produced average values of 0.95 precision, 0.96 recall, and 0.95 f1
scores. The suggested model per class classification report is fully displayed in Figures 5-8
based on precision, recall, f1 score, and precision, respectively. By looking at the number of
postures categorized correctly and wrongly, the suggested model was also examined to
determine if the anticipated label matched the actual label.
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Figure 5. Results of the classification of a particular class classification result.
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5. Discussion

The suggested model has nominal training and validation losses compared to the three
other conventional TL models implemented. The best training and validation accuracy
was obtained with the suggested hybrid model with a dropout of 0.5, an L2 value of 0.01,
and an LR of 0.0010. Figure 2d shows that the training precision was stable between
epochs 15 to 25. This points to the fact that the model was not learning anymore, after
which the model started learning again from Epochs 26. Similarly, the validation accuracy
remained the same after Epoch 15 and continued to increase after epoch 25. Although
conventional TL models were capable of performing satisfactorily with the utilization of a
dropout of 0.5, the precision was lower than that of the proposed model with a dropout
of 0.5, LR of 0.0010, and L2 of 0.01. The overfit was reduced to minimal with the use of
dropout and regularization of L2 (as in the suggested model). In Table 4, the suggested
model obtained the best training and validation accuracy at epochs 39 for the classification
of human posture classification. As revealed in Table 8, the proposed model created on
the set parameters produced a test result with a classification accuracy of 0.95. It was
obvious from the results that the suggested model accurately classified the four classes of
bending, lying, sitting, and standing. As seen in Table 6, for all classification problems, the
test accuracy of the suggested technique (InceptionV3-SVM) is superior to the other CTL
models. From the result of the class classification in Figure 5, ResNet50, DenseNet121, and
the proposed models had the highest precision of 97% to differentiate lying posture from
other postures. In Figure 6, the proposed model had the highest recall of 97% and 96% to
distinguish bending and laying accordingly from other postures. In Figure 7, the proposed
InceptionV3-SVM model has the highest f1 score of 97% and 95% in differentiating lying,
bending, sitting, and standing, respectively. Finally, in Figure 8, the proposed model
outperformed other CTL models with an accuracy of 95% in the test data set.

Table 8. Model Average Performance Metrics.

Model Average Precision Average Recall Average F1-Score
InceptionV3 Precision Recall F1-score
ResNet50 091 0.90 0.90
DenseNet121 0.90 0.88 0.91
CNN 0.93 0.92 0.93
InceptionV3-SVM 0.95 0.96 0.95

6. Comparative Analysis with Existing Models

To the authors know, the suggested approach is the first to combine a CTL model
with an FS method and a machine learning algorithm for the categorization of human
posture detection. The authors tested the proposed model on related research that used
the same parameters (test dataset), as given in Table 9, to evaluate our model. As can be
observed, the suggested model produced the best results for all criteria. Gochoo et al. [69]
and Dedeoglu et al. [70] used human silhouette and object silhouette data, respectively,
and had a classification accuracy of 92.50% and 76.88% while the proposed model similarly
used human silhouette data and obtained a classification accuracy of 95.42%, which means
the model performed better than the existing systems.

As presented in Section 1, most of the research used DL and ML methods for posture
classification. As revealed in Table 8, the multiclass classification of the suggested model
outperformed the results in Ghazal & Khan [71], Luna-Perejon, Montes-Sanchez et al. [72],
and Wai et al. [73], attaining an accuracy of 95%, which is 2% higher than the accuracy
attained obtained by the study in Ghazal & Khan [71] and Wai et al. [73], as well as 14%
higher than Luna-Perején, Montes-Sanchez et al. [72]. This indicates how useful our model
is. Furthermore, in our comparison research, the authors found that the suggested model
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outperformed the most recent models, achieving classification accuracy and precision of
95% and 95%, respectively.

Table 9. Evaluation of the test dataset.

Authors Model Accuracy (%)
Ghazal & Khan [71] Rule-based 93.00
MonteI;—uSr;icI;i?Stn ;l' [72] Artificial Neural Network 81.00
Wai et al. [73] SVM 93.00
Gochoo et al. [69] Gaussian Mixture Model 92.50
Dedeoglu et al. [70] Supervised learning algorithm 76.88
Proposed Model InceptionV3-SVM 95.42

7. Conclusions

In this research, the authors implemented an FS technique, a pre-trained model, and
an ML algorithm to earn features simultaneously from human posture (HP) images, and the
learned features were hybridized for posture classification. Future work will expand on this
technology to detect additional postures in images and image sequences to help interpret
behavior in surveillance recordings. Using human posture images from the Silhouettes
of Human Posture collection as a baseline, which contains four types of HP: bending,
laying, sitting, and standing, the authors conducted extensive trials to verify our theory.
To classify HP accurately and precisely, the authors examine the efficacy of employing
hybridized models. The findings of our investigation were provided in depth along with
their relationship to the number of classes needed to classify HP. The findings of the
proposed model indicated that HP classification using the suggested model increases both
the training and validation accuracy. The accuracy of HP classification issues improved
by between 2% and 14% when our results were examined in contrast to those of three
other existing conventional DCNN approaches implemented. In conclusion, the suggested
technique was shown to achieve much better results than the other three techniques when
tested using the 20% test data set aside.

Future work will expand on this technology to detect additional postures in images and
image sequences to help interpret behavior in surveillance recordings. In future research,
model uncertainties and external data validation are proposed. The model predictions will
also be conducted in the future using the test dataset set aside.
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