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Abstract: Mass spectrometers enable identifying proteins in biological samples leading to biomarkers
for biological process parameters and diseases. However, bioinformatic evaluation of the mass
spectrometer data needs a standardized workflow and system that stores the protein sequences. Due
to its standardization and maturity, relational systems are a great fit for storing protein sequences.
Hence, in this work, we present a schema for distributed column-based database management
systems using a column-oriented index to store sequence data. In order to achieve a high storage
performance, it was necessary to choose a well-performing strategy for transforming the protein
sequence data from the FASTA format to the new schema. Therefore, we applied an in-memory map,
HDDmap, database engine, and extended radix tree and evaluated their performance. The results
show that our proposed extended radix tree performs best regarding memory consumption and
runtime. Hence, the radix tree is a suitable data structure for transforming protein sequences into the
indexed schema.

Keywords: trie; radix tree; storage system; sequence data; proteomics; mass spectrometry

1. Introduction

Mass spectrometers are widely-used devices (the mass spectrometry market will
grow from $5.3 billion to $10.5 billion from 2016–2025 [1]) enabling the identification of
proteins from any sample and thus to understand the ongoing biological process in the
sample [2–4]. The identified proteins can help to optimize biochemical processes, for
example those in biogas plants [5,6], or diagnose diseases such as inflammatory bowel
diseases [7] or even the spike proteins of the SARS-CoV2 virus [8]. The measurement of
a mass spectrometer takes up to two hours and is followed by converting the measured
data into a readable format. In order to gain insights into the converted data, an analysis
step is required: the protein identification [9]. The state-of-the-art protein identification
approach uses a peptide-centric approach comparing the experimental (spectrum) data
with theoretical spectra from a protein sequence database. For this purpose, the proteins
are digested into peptides, and theoretical spectra are calculated, resulting in billions of
data sets. Subsequently, protein database search algorithms compare the measured spectra
with the theoretical spectra to find the highest similarity. As a consequence of all these
steps, bioinformatic protein identification takes several hours to complete. In order to
speed up the bioinformatic processes, we are currently developing a cloud-based pipeline
for protein identification [10]. One key challenge for this pipeline is the well-performing
and efficient storage and retrieval of the proteins. Therefore, we tested and evaluated
an index schema to query only suitable candidates of the sequence data and reduce the
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search area to a minimum [11,12], using a column-based index in a distributed database
management system (DBMS) that allows streamlining of the analysis step.

In this work, we present an indexing schema for the sequence data of a protein
sequence database, using a column-based index in a distributed database management
system (DBMS) that allows streamlining of the analysis step. This step’s key challenges are
the memory-efficient and fast transformation of the protein sequence data from the current
state-of-the-art FASTA format to the DBMS indexed schema. The transformation involves
separating the sequence data, deduplication of the sequence data, and mass calculation
steps, which have to be calculated before inserting into the DBMS.

After presenting the transformation process, we describe four methods to aggregate
the data into the index structure. The first one is the naive in-memory approach; the second
is the structured hard disk approach; the third method uses DBMS queries; and the last
one is the radix tree-based method. In the end, we evaluate those methods and show that
the radix tree is very efficient for the storage of sequence data and has the best overall
performance of all approaches.

In summary, we make the following contributions:

• Database schema: We propose a suitable schema for protein sequence data in a
real-time cloud system as an extension to our prior paper [13].

• Protein data transformation: We review the process of protein data transformation into
the proposed database schema and detail suitable techniques for the transformation
steps.

• Indexing: We propose a radix tree for efficient deduplication (including an extended
description compared to our prior paper [13]).

• Performance comparison: We evaluate the best method to transform the protein
sequence data using the four proposed approaches.

This paper is structured as follows: In Section 2, we explain the basics of the mass
spectrometry workflow, the protein identification, the protein data, and the radix tree data
structure. In Section 3, we describe our architecture for the real-time processing of mass
spectrometer data and explain the index of the protein data and how to transform this one
into an indexed structure. Next, in Section 4, we present the four methods for the data
transformation. Section 5 presents the evaluation of the methods and is followed by the
related work in Section 6. In the last section, Section 7, we conclude our work.

2. Background

In this section, we provide basic knowledge to understand the proposed database
schema and storage alternatives. First, we clarify the protein sequence data structure.
Afterward, we present the data processing steps for protein identification, followed by
explaining the real-time processing platform of mass spectrometry data and the radix tree
data structure.

2.1. Protein Data

The data acquired by the mass spectra are the masses of the peptides (parts of a protein)
and their amino acids. The mass of the particles is represented by a mass spectrum; see
Figure 1. On the x-axis, the mass-to-charge ratio can be seen, and on the y-axis, the intensity
of the signal measured by the device is represented. The intensity signal represents the
collisions that are detected by the digitizer of the mass spectrometer device. The mass of a
peptide is a list of peaks that can be represented in a textual format or as a plot of the peaks.
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Figure 1. A plot of a mass spectrum [14].

Besides the XML standard mzML (XML-based textual representation of mass spec-
trum data), the Mascot Generic File (MGF) (lightweight textual representation of mass
spectrum data) format is the standard format to store mass spectra [15–17]. One mass
spectrometer produces around 200,000 spectra every two hours, resulting in over 40 GB
files. For the further analysis of mass spectrometry data, a collection of all possible protein
sequences is required. The protein sequences are usually stored in FASTA format, includ-
ing a textual representation of the protein sequences and their descriptions [18]. Listing 1
shows one protein with its unstructured text description (Listing 1, Line 1) and its protein
sequence (Listing 1, Lines 2–4). Each letter of the protein sequence represents one of the 22
amino acids. The uniqueness of a protein is not only given by the protein sequence, but
also by the description.

1 >mg|Testsequence_1 Methyl−coenzyme
2 MPMYEDRIDLYGADGKLLEEDVPLEAVSPLKNPTIANLVSDVKRSV
3 GAFERMHLLGLAYQGLNANNLLFDLVKENSKGTVGTVIASLVERAI
4 IGSVYSEIDYFREPIVNVAKGAAEIKDQL

Listing 1: Textual representation of one protein in FASTA format.

A popular protein sequence database is SwissProt from UniProtKB (numbers of
UniProtKB as of the beginning of 2019; https://www.uniprot.org/, accessed on 22 January
2021) with 556,196 proteins. After the digestion of the proteins to peptides, the SwissProt
proteins are divided into 37,403,696 peptides. This digestion increases the amount of data
from 500 MB of proteins to over 17 GB of peptides. In our system, the peptides have to be
indexed additionally by their mass and the charge to guarantee fast access. This indexing
enables considering for the identification step only suitable peptide candidates fitting the
mass spectrometer. In the next section, we explain the basic protein identification approach.

2.2. Protein Identification

The protein identification approach compares the experimental mass spectra from the
mass spectrometer and the theoretical data calculated from a protein sequence database [9].
In Figure 2, the top shows the biological preparation of the sample until the mass spectrum
data are generated. On the bottom, the procedure is mirrored theoretically on a protein
sequence database (e.g., SwissProt). First, the protein sequences are split into peptides.
For each of the peptides, a theoretical mass spectrum is calculated containing only per-
fect values and no noise. The subsequent comparison between the theoretical and the
experimental spectrum results in a score representing the consensus between spectra. The
match with the highest score identifies the experimental spectrum and is assigned to the
proteins [9]. State-of-the-art protein identification algorithms compare the experimental
spectra with all theoretical spectra. However, this results in long calculation times, which
might be critical for clinical diagnosis. In order to accelerate this step, we store all protein
and peptide data in a database and create an index to query only the suitable candidates of
the protein sequence database instead of looping through all the peptides.

https://www.uniprot.org/
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Figure 2. A general peptide-centric protein identification method, which compares the experimental
spectra and the theoretical ones [9].

2.3. Real-Time Analysis of Mass Spectrometry Data

As introduced above, protein identification is not usually streaming-based and needs
all the experimental data at once. In order to circumvent waiting hours until the mea-
surement is finished, we need to adapt the algorithm to the FAST data architecture [19].
Figure 3 shows the general cloud architecture of the real-time diagnostic platform [20].
Each measured experimental spectrum is streamed directly from the device during the mea-
surement (Step 1 in Figure 3). For the identification, the protein data are already digested
and indexed in a distributed DBMS, using a column-oriented index on the charge and the
mass of the peptides (Step 2 in Figure 3). For each incoming spectrum, the similarity with
every suitable candidate from the database is calculated (Step 3 in Figure 3), and the best
results get validated (Step 4 in Figure 3). For each spectrum, we need to query only suitable
candidates. Since the mass spectrometer measures the peptide’s total mass (notably, the
mass spectrometer produces mass-to-charge ratios, which we then use to calculate the
masses of the peptides), we can use the measuring accuracy from the device specifications
to generate a range query over the total mass of the peptide in the DBMS. For example, the
mass of a peptide is 125.2941 Daltons (Da), and the measuring accuracy is 0.001 Da. The
mass of the candidates should be between 125.2931 and 125.2951. The peptide ion charge
is also known during the measurement, which should be considered in our DBMS and
precalculated. This group of indices is necessary to reduce the number of candidates for
each spectrum to a minimum.

Peptide Spectrum Match
Validation

Classifier 

Web Interface

PSM

Preprocessed Protein
DB

User Interaction

1 3

2

4

Figure 3. Architecture of the analytic platform for real-time diagnostics of mass spectrometry data.

2.4. Radix Tree Data Structure

Trie structures represent an efficient way to organize textual data. Rene De La
Briandais used a trie for textual data with all possible letter entries on each level [21].
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All redundant entries are eliminated during the filling process because the same letters
are stored in one node. The adaptive radix tree by Leis et al. [22] extends the trie with the
property that each parent node with only one child is merged with this exact child. This
optimization is also known from prefix trees [23]. In Figure 4, we create a sample radix tree
for the seven proteins presented at the bottom of the figure. The end nodes are marked
bold in the figure, such that the protein MERT ends at the node with the number 1, while
MERTFAI ends at Node 2. Each combination of all nodes from the root node to an end
node defines one protein sequence. For our work, we want to use a radix tree with an
additional relation on each end node to a protein because of the many-to-many relation
between peptides and proteins. The related radix tree is used as an in-between step of the
data transformation from the protein sequence database in FASTA format into our table
schema.

MERT SKEQA TNPAN

AEPGTKGFYCGGFYIIKPFAI

1. MERT
2. MERTFAI
3. MERTIIKP

4. SKEQAGGFY
5. SKEQAKGFYC

1

2 3 4 5

6

7

6. TNPAN
7. TNPANAEPGT

Figure 4. A sample radix tree with peptide sequences [23].

3. Data Preparation for Real-Time Protein Identification

An index structure is needed to reduce the number of suitable candidates for each
spectrum to decrease computational time. This section first explains the schema followed
by the transformation methods into the indexed schema [13].

3.1. Indexed Masses of Peptides

To enable fast access to suitable candidates without losing all the information from the
protein sequence database, we introduce our data structure. Our schema for the protein
data consists of three tables: the protein table, the peptide table, the pepmasstable, and the
relations between them (see Figure 5).

Protein
PK: UUID

Protein Sequence

Protein Data 1

...

Protein Data n

Peptide
PK: Peptide Sequence

Protein Set 1

...

Protein Set n

Pepmass
PK: FASTA-UUID

Charge

Pepmass

Peptide List

Figure 5. General schema of preprocessed protein data in the mass spectrometry analytic cloud system.

3.1.1. Protein Table

The protein table uses a UUID created from the protein sequence as a primary key,
avoiding the redundant storage of protein sequences. At the beginning, the protein
table consists of two columns: “UUID” and “Protein Sequence”. For each uploaded
protein sequence database, a new column, “Protein Data”, is added to the table containing
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the protein description from the FASTA file. Hence, uploading new data brings new
descriptions, but not necessarily new protein sequences. Therefore, we can save storage in
the DBMS since the sequence data are much bigger than the description data (Figure 5).
In Table 1, we show the sample data of a protein table. Two files are loaded into the table,
creating two columns, “FILE_1” and “FILE_2”. For each new protein, the table is extended
by a row.

Table 1. Sample data of a protein table.

prot_id FILE_1 FILE_2 prot_seq

PROTEIN_1 null [’json-data’] TEMRTEQAFY
PROTEIN_2 [’json-data’] [’json-data’] TEMRTEMQG

3.1.2. Peptide Table

The peptide table consists of the peptide sequence as a primary key and has a set of
protein UUIDs, which relate to the protein table. Like the protein table, each uploaded
protein sequence database appends a new column, “Protein Set”, to the peptide table
containing a non-redundant collection of protein UUIDs. The protein UUIDs belong to
the proteins containing the peptide. Using this relation information, we can later link
identified peptides (Figure 5) to the proteins. In Table 2, we show the data of the peptide
table corresponding to the data from the protein table (see Table 1).

Table 2. Sample data of a peptide table.

pep_seq FILE_1 FILE_2

TEMR [PROTEIN_2] [PROTEIN_1, PROTEIN_2]
TEQAFY null [PROTEIN_1]
TEMQG [PROTEIN_2] [PROTEIN_2]

3.1.3. Pepmass Table

The pepmass table is a table that groups the peptides with the same “Charge” and
“Pepmass” for each “FASTA-UUID”. Peptides with the same values for these three proper-
ties are stored as a list of strings in the column “Peptide List”. Since all proteins from one
FASTA file should be present in one partition, we use “FASTA-UUID” as a partition key
in the pepmass table. Peptide ions may contain a different number of charges. Therefore,
we created separate entries for each charge of one, two, and three with their associated
pepmasses. Additionally, peptides may be chemically modified, resulting in changed pep-
masses. For example, during the sample preparation process, the amino acid methionine
could be oxidated. Each modification is similar to an additional letter in the sequence and
drastically increases the number of peptide sequences. In our work, we considered two
typical modifications: oxidation of methionine and carbamidomethylation. The consider-
ation of different charges and modification resulted in a high number of peptides in the
pepmass table. In Table 3, we show some exemplary data of the pepmass table matching
the data from the protein table and peptide table (see Tables 1 and 2).

Table 3. Sample data of a pepmass table.

Fasta Charge Pepmass Peptide_List

FILE_1 1 536 [’TEMR’]
FILE_1 1 565 [’TEMQG’]
FILE_2 1 536 [’TEMR’]
FILE_2 1 768 [’TEQAFY’]
FILE_2 1 565 [’TEMQG’]
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3.2. Data Transformation

Our proposed schema improves the performance of getting the suitable candidates
for each spectrum up to a few milliseconds, which leads however to increased storage
because of the precalculation of all masses. As mentioned, we have to consider more
than one protein sequence database. Hence, an efficient technique is needed that allows
uploading new databases and transforming their data into our schema [13]. In Figure 6,
we show the four steps to transform the data from the FASTA format into our schema. The
first step is to deduplicate the protein sequences and merge the descriptions of the entries
with a similar protein sequence (Step 1 in Figure 6). The next step is the protein digestion,
which splits the protein sequence into smaller peptides. Equal peptide sequences can be
extracted from different proteins, which leads to a many-to-many relationship between
proteins and peptides. Due to the high number of those relationships, the protein digestion
is conducted with a list of the protein IDs in the table (Step 2 in Figure 6). The next step is
the deduplication of the peptides during which only the unique peptides are left within
the relation to the proteins that they came from (Step 2 in Figure 6). For each of those
peptides, the mass needs to be calculated with all the possible modifications and charges.
Afterwards, all the data are stored in the DBMS.

Protein Knowledge Base

descriptionText

protein_sequenceText

Protein

protein_idUUID

protein_sequenceText,PK

descriptionsList<Text>

Protein Deduplication

Protein Digestion

Peptide

peptide_sequenceText,PK

protein_idsList<UUID>

Commit

Pepmass

protein_kb_idUUID,PaK,PK

chargeNumber,PK

pepmassNumber,PK

peptidesList<Text>

Peptide Deduplication

Distributed Storage

1

2

3

4

Figure 6. Transformation steps from FASTA format to our indexed schema.

For the task of data transformation, we evaluate different approaches, which include
a map structure in-memory and on-disk and the radix tree structure. In the following,
we explain the steps in detail, because their understanding is necessary to follow our
evaluation.

3.2.1. Protein Deduplication

The goal of this step is to map all descriptions to a unique protein sequence. The
naive approach is to create a map with the protein sequence as a key and a collection of
descriptions as a value. In this case, a map would only consider the currently loaded protein
sequence database. However, since we want to persist the results in the database, this
deduplication step needs to be executed on the DBMS side. Hence, we have to use update
queries to append data to an existing protein sequence or insert the protein sequence if the
data set does not exist. A sample query is shown in Listing 2. The name of the new column
is “fastaID”, and the query inserts a new entry or updates the list in the new column by a
new description of the protein. This is because, in Cassandra, an UPDATEstatement can
INSERTdatasets if the data do not exist.
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1 UPDATE protein SET prot_seq=’proteinSequence’, "fastaID"= "fastaID" + [’
proteinData’]

2 WHERE prot_id = prot_uuid;

Listing 2: Query for protein deduplication in the DBMS.

3.2.2. Protein Digestion

After the deduplication of the protein sequences, the peptides need to be extracted
using the digestion method. Hence, the sequences are divided into the specific letters of the
sequence. This method simulates the digestion from a laboratory on the digital sequence.
Additionally, we have to consider missed cleavages (MCs), which define the possibility of
missed cut outs in the sequence. As an example, let us consider a protein sequence with a
length of 300 that would be split into 23 peptide when defining the MCs as zero. Defining
the MCs to the value of one would generate 56 peptides. The missed cleavage parameter
increases the amount of peptides linearly [9]. In our work, we define this parameter with
the value of two, which is enough for most of the mass spectrometer experiments.

3.2.3. Peptide Deduplication and Mass Calculation

The peptide deduplication is conducted only for the currently used protein sequence
database and does not depend on the data from the other columns. During this step, each
peptide has to be deduplicated without losing the information about the protein from
which the peptide comes. The protein sequences are already mapped to an identifier in
our DBMS. Hence, there are four possible approaches to deduplicate peptides: The naive
approach is to create a map with the peptide sequence as a key and a collection of the
protein identifiers as a value. The map approach can be divided into (1) an in-memory map
approach and (2) a file-based map approach. (3) The next approach is to update the list
of protein identifiers in the DBMS, and (4) the last approach is to use a radix tree for the
sequences with relations to the protein identifiers on each end node.

Afterwards, the pepmass needs to be calculated. For each unique peptide sequence,
the mass for all combinations of possible modifications and for all charges has to be
calculated and stored in the DBMS. Therefore, the sequences of the peptides have to be
mapped to the precalculated masses. Since each peptide generates many different masses,
this peptide is stored multiple times in the pepmass table. In the last step, all the grouped
and precalculated data need to be inserted into the DBMS.

3.2.4. Approaches for Data Transformation

Due to the fast data architecture and the need for fast access to the protein data, an
efficient service for uploading protein sequence databases to our system is needed. In
order to achieve this, the transformation was implemented using different approaches.
Firstly, we implemented the naive approach using in-memory hash maps. Secondly, we
implemented the steps, using a structured storage on the hard disk. In the third approach
we implemented the steps using DBMS queries, and in the last one, we implemented an
extended radix tree as an in-memory data structure.

In summary, the four steps of the transformation process can be implemented in
different ways; see Table 4. The first and the last step are done with the database engine
method. As a result, an evaluation is needed to find the best method to transform (digestion
and deduplication) the data.

Table 4. An overview of protein data transformation step approaches.

Method Protein Deduplication Protein Digestion Peptide Deduplication Commit

In-Memory Map No Yes Yes No

HDD-resident Map No Yes Yes No

Database Engine Yes Yes Yes Yes

Radix Tree No Yes Yes No
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4. Implementation

We implemented a protein sequence database transformation as a cloud service, using
the Java Jetty application server and the Cassandra DBMS on an Apache Mesos system.
Additionally, SQLite was used as the storage for the local structured data. The in-memory
approach, the file system approach (SQLite), and the DBMS query approach used standard
methods (i.e., Cassandra Query Language (CQL) queries) and data structures (hash maps
and sets) for the deduplication and other transformation steps. In this section, we give a
brief description of the implementation of the naive approaches and a detailed explanation
of our extensions to the radix tree approach [13].

4.1. Transformation Using a Map Structure

This approach uses a map and a key-value structure for the peptide deduplication
and the protein relationship. The maps’ keys are the peptide sequences, and the values are
the sets of protein identifiers. For the first implementation, we used an in-memory map
and for the second implementation, an SQLite table as the key-value storage.

4.2. Transformation Using DBMS Queries

To insert the result data into the database management system (DBMS), we imple-
mented queries to transform the data directly in the DBMS. We used UPDATE queries,
which add a new row if the key does not exist, or otherwise append a value to the list in the
column. The deduplication of proteins was already implemented using UPDATE queries
on the protein table. In this approach, we implemented additional UPDATE queries
for the peptide table and for the pepmass table. In Listing 3, we present these UPDATE
queries, which are used in this method to update the peptide table (Lines 1–2) and the
pepmass table (Lines 3–4).

1 UPDATE peptide SET "fastaID" = "fastaID" + ["protID"]
2 WHERE pep_sequence=’pep_seq’;
3 UPDATE pepmass SET "peptide_list" = "peptide_list" + {’peptideSequence’}
4 WHERE "fasta"=fastaID AND "charge"=charge AND "pepmass"=totalMass;

Listing 3: Queries to transform protein data from FASTA format to the table schema using
the DBMS.

4.3. Transformation Using the Extended Radix Tree Structure

A radix tree [21–23] is more complex, and hence, we give a detailed explanation of
the transformation algorithm (Listing 4) and visualize its application on an example in
Figure 7. At the beginning, a new column is added to the protein table and to the peptide
table (Line 2). For each protein, an identifier is generated, and the protein descriptions
in the protein table are updated (Lines 6 and 7). Next, each protein is digested into
peptides, and we generate a list of peptides for each protein (Line 8). In our example, the
protein “TEMRTEQAFY” is digested to the peptides “TEMR”, “TEQAFY” and the second
protein “TEMRTEMQG” to the peptides “TEMR”, “TEMQG”. Subsequently, each peptide
is inserted into the tree with the associated protein identifier (Line 10). At the beginning
(Figure 7, Step 0), the tree and the set of pepmasses are empty. In Step 1, we add the peptide
“TEMR” to the tree. The end node gets a relation to the protein to which it belongs and
a pointer to the set of pepmasses. In Step 2, we add the peptide “TEQAFY” to the tree.
Because both peptides share the prefix “TE”, the first node is split, and two end nodes are
created. Because the mass is different from other values in the set of pepmasses, a new
entry in the set of pepmasses is created. In Step 3, we add the peptide “TEMR” to the tree.
The complete sequence is already available, and only a new relation to another protein
is created in the last node. In the last step, we add the peptide “TEMQG” to the tree. All
the shared prefixes create an additional node, and only the suffix nodes are left with the
relation to the protein that the peptide comes from and a pointer to the unique pepmasses.
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1 Foreach Protein sequence database, FASTA
2 Add column to protein−table and peptide−table
3 RADIXTREE <− null
4 massMap <− null
5 for each protein in FASTA
6 UUID <− fromString(protein.sequence)
7 UPDATE protein−table WHERE protein.uuid = UUID
8 peptides <− digest(protein.sequence)
9 for each pep in peptides

10 RADIXTREE.insert(pep.sequence, UUID)
11 for each Node in RADIXTREE
12 if Node.proteins not empty
13 INSERT * INTO peptide−table
14 massMap.put(mass,Node)
15 for each entry in massMap
16 INSERT * INTO pepmass−table

Listing 4: Transformation algorithm to transform protein data from FASTA format into the
table schema using the radix tree data structure.

4.4. Our Radix Tree Adaptation

The difference from the original radix tree by De La Briandais [21] is our usage of
the pessimistic path compression and lazy expansion of tree nodes that we adapted from
Leis et al. [22]. However, we do not use special adaptive node types and rely on the node16
design by Leis et al. [22], because it matches our fan-out. Furthermore, our main use case is
the efficient deduplication of proteins, which has a high priority on insertion, while the
tree is traversed only once at the end of the process.

Another difference to other radix trees is that we are not indexing the peptides (i.e.,
adding a reference to the storage location of the peptides on disk). Instead, we link the
protein relationship to the peptides. Hence, in order to adapt the radix tree to our use case
of peptide deduplication, we extend the usual radix tree using a set of protein identifiers
in each node. Hence, the tree contains all information for the peptide table (Line 13). The
link to the proteins is needed to identify the proteins, based on the peptide identification.
As a positive side effect, the peptide sequences are automatically deduplicated.

The next step is to calculate the masses for each peptide. Therefore, an additional map
with the pepmass as the key and a list of the pointers to the end nodes in the radix tree as
the value are created. For each of the end nodes, the pepmasses are calculated (Line 14),
focusing first on the different modifications and second on the three charges. For each mass,
the peptide sequences are calculated from the end node recursively. Beginning with the
end node, which represents the end of a peptide sequence, one needs to traverse over all
nodes to the top of the tree to get the sequence completely. The last step is to insert the data
from the map with masses and the peptide sequences into the pepmass table (Line 16). As
we show in the example in Figure 7, the radix tree needs only a few nodes to store multiple
peptide sequences, while the map approach adds a new entry for each different sequence.
If only one letter is different, only one additional node in the radix tree structure is added,
which is more compressed than a whole additional entry in the map.
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Step 4

Step 3

Step 2

Step 1

Step 0
ROOT

MASS: 

ROOT

MASS: 

+ "TEMR"

TEMR <1>

536

+ "TEQAFY"

ROOT

TE

MR <1> QAFY <1>

MASS: 536 758

+ "TEMR"

TE

ROOT

MR <1,2> QAFY <1>

MASS: 536 758

TE

ROOT

M QAFY <1>

MASS: 536 758

R <1,2> QG <2>

565

+ "TEMQG"

PROTEIN 1: "TEMRTEQAFY"
PROTEIN 2: "TEMRTEMQG"

PEPTIDE 1: "TEMR"     MASS: 536 Da
PEPTIDE 2: "TEQAFY" MASS: 758 Da

PEPTIDE 3: "TEMR"     MASS: 536 Da
PEPTIDE 4: "TEMQG"  MASS: 565 Da

Figure 7. Sample of a radix tree as the peptide storage in the data transformation process.

5. Evaluation

The evaluation compares resource consumption and the runtime of all four approaches
for the peptide deduplication step. As test datasets, we used the entire UniProt/SwissProt
protein database and a subset containing only proteins from the species Homo sapiens.

The Homo sapiens data set (Table 5) comprises 4794 proteins and requires a storage
size of 2.88 MB. It results in 484,479 overall peptides and 248,996 non-redundant peptides.
Finally, these peptides result in a radix tree structure with 295,602 nodes. UniProt/Swis-
sProt has a 255 MB storage size and contains 556,196 proteins and 37,403,696 peptides.
After deduplication, only 23,254,068 peptides are left using 28,481,207 nodes in the radix
tree.
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Table 5. Statistical data about our used protein database for the evaluation.

Homo Sapiens SwissProt

Size in MB 2.88 255

Number of proteins 4794 556,196

Number of peptides 484,479 37,403,696

Number of unique peptides 248,996 23,254,068

Number of radix nodes 295,602 28,481,207

5.1. Time Evaluation

In order to identify the fastest indexing strategy, we repeated each measurement
50 times and averaged the runtimes. We visualize the runtimes for each strategy on each
of the two protein databases in Figure 8.
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Figure 8. Evaluation of the runtime of the transformation process on the data sets Homo sapiens
(blue) and SwissProt (orange).

5.1.1. Homo sapiens Data Set

For the Homo sapiens protein database (represented by the blue bars in Figure 8), the
naive in-memory approach was five seconds faster than the radix tree method. Furthermore,
we observed that the SQLite and the DBMS approach are very slow, requiring one half to
one hour of runtime. This was caused by the high number of writes on the slow hard disk.

5.1.2. UniProtKB/SwissProt Data Set

The naive approach required for the indexing of the UniProtKB/SwissProt protein
database (represented by the orange bars in Figure 8) 58 min and the radix tree 60 min. The
differences come from the calculation of the sequence recursively from the end node. In
the radix tree structure, the mass is calculated traversing over the nodes, while in the naive
approach, the whole sequence is accessible. This is not needed in the naive approach. The
SQLite and the DBMS approaches took days on the UniProtKB/SwissProt data and are
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not applicable for such big protein sequence databases. Hence, only the naive in-memory
approach and the radix tree approach seem to be promising.

5.2. Memory Consumption

We only consider the in-memory approach and the radix tree method for the memory
consumption evaluation in Figure 9, because the other two approaches required too long
computation times. The in-memory approach required around 1 GB for the Homo sapiens
data set and over 100 GB for the UniProtKB/SwissProt data set. In contrast, the radix tree
approach consumed less than 300 MB for the Homo sapiens data set and around 14 GB
for the UniProtKB/SwissProt data set. Moreover, the memory consumption of the radix
tree increased between the data sets by a factor of 50, while the naive in-memory approach
by a factor of 92. Hence, the radix tree method combines in-memory speed and efficient
data compression for sequence data and is, therefore, beneficial for storing the peptide
sequence data.

Figure 9. Evaluation of the memory consumption during the transformation process on the data sets
Homo sapiens and SwissProt.

5.3. Result Summary

The evaluation shows that radix trees are beneficial for peptide sequence data and
could be transformed into our system. In our in-depth investigation, we could identify three
benefits of the radix tree structure for peptide sequences. Firstly, most of the differences
between peptides are in the first amino acid position. Hence, in higher levels of the tree,
the sequences end up in an end node. Due to this fact, the tree consumes less memory.
Secondly, many of the differences are only due to one letter. A single-letter difference results
in only one additional node in the tree compared to two separate peptide sequences being
stored in the naive approach. Thirdly, the insertion of new data into the tree automatically
resolves redundancy, which is needed for further processing. Due to its minimized memory
consumption, it is even possible to process the data in the RAM, reaching a considerable
performance boost compared to its competitors.

6. Related Work

This section presents related work: the protein data indexing approach of Andromeda
and the use case of the radix tree structure as a storage structure for sequence data. The
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protein search engine Andromeda, part of the MaxQuant Software suite, uses an indexing
method on pepmasses to reduce the search space during the identification. This approach
points to proteins in the protein sequence database files [24]. Nevertheless, the data are still
in a FASTA file. In contrast, we structure and transform them completely. Furthermore, we
remove redundancies over all the protein databases uploaded into our system.

The software MetaProteomeAnalyzer proposes a relational structure to store the
results in a relational database management system [25]. In order to process the data, the
MetaProteomeAnalyzer loads the whole data in a map structure into the memory, which
required many resources of the system and corresponded to our in-memory map approach.

Enrico Siragusa proposed the radix tree as a structure to store DNA sequences as
a preprocessing step in his thesis [26], which is similar to our approach. In our work,
however, we use the radix tree firstly to store the peptide sequences, and secondly, we
extend the end nodes with the relationship to the proteins.

7. Conclusions

In our work, we investigate how to transform protein sequence databases into the final
index schema. Therefore, we implemented the four approaches, in-memory map, HDD
map, database engine, and radix tree, evaluated their performance, and summed up the
results in Table 6. The extended radix tree is the best structure for the peptide sequence data
to transform the protein data into the index schema. The radix tree for peptide sequences
combines the almost best performance with a minimal memory consumption across all
competitors.

Table 6. An overview of approaches for the protein data transformation steps. The best method is written in bold.

Method Protein Deduplication Protein Digestion Peptide Deduplication Commit

In-Memory Map No Yes Yes No

HDD Map No Yes Yes No

Database Engine Yes Yes Yes Yes

Radix Tree No Yes Yes No

In the future, we will apply the radix tree as a storage system for protein databases
and build a query engine around it. Consequently, we assume that we can speed up the
current processes based on the FASTA file by using this tree structure. For the application
as a cloud service, the protein data need to be uploaded before the later identification
process can start.
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