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Abstract: Suicide ideation expressed in social media has an impact on language usage. Many at-risk
individuals use social forum platforms to discuss their problems or get access to information on
similar tasks. The key objective of our study is to present ongoing work on automatic recognition
of suicidal posts. We address the early detection of suicide ideation through deep learning and
machine learning-based classification approaches applied to Reddit social media. For such purpose,
we employ an LSTM-CNN combined model to evaluate and compare to other classification models.
Our experiment shows the combined neural network architecture with word embedding techniques
can achieve the best relevance classification results. Additionally, our results support the strength
and ability of deep learning architectures to build an effective model for a suicide risk assessment in
various text classification tasks.

Keywords: suicide ideation; early suicide detection; linguistic metadata; word embedding; machine
learning; deep learning; Reddit social media

1. Introduction

Every year, almost 800,000 people commit suicide. Suicide remains the second leading cause of
death among a young generation with an overall suicide rate of 10.5 per 100,000 people. It is predicted
that by 2020, the death rate will increase to one every 20 s [1]. Almost 79% of the suicides occur in
low- and middle-income countries where the resources for the identification and management is often
scarce and insufficient.

Suicide ideation is viewed as a tendency to end ones’ life ranging from depression, through a plan
for a suicide attempt, to an intense preoccupation with self-destruction [2]. At-risk individuals can be
recognized as suicide ideators (or planners) and suicide attempters (or completers) [3]. The relationship
between these two categories is often a subject of discussion in research communities. According to
some studies, most of the individuals with suicide ideation do not make suicide attempts. For instance,
Klonsky et al. [4] believes that most of the oft-cited risk factors (depression, hopelessness, frustration)
connected with suicide are the predictors of suicide ideation, not the progression from the ideation
to attempt. However, Pompili et al. [5] reveals that a suicide ideator and suicide attempter can
be quite similar to “several variables assumed to be risk factors for suicidal behavior”. In WHO
countries, early detection of suicide ideation has been developed and implemented as a national
suicide prevention strategy to work towards the global market with the common aim to reduce the
suicide rates by 10% by 2020 [1].

Over recent years, social media has become a powerful “window” into the mental health and
well-being of its users, mostly young individuals. It offers anonymous participation in different cyber
communities to provide a space for a public discussion about socially stigmatized topics. Generally,
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more than 20% of suicide attempters and 50% of suicide completers leave suicide notes [6]. Thus,
any written suicidal sign is viewed as a worrying sign, and an individual should be questioned on
the existence of individual thoughts. According to Choudhury et al. [7], social media text, such as
blog posts, forum messages, tweets, and other online notes, is usually recorded in the present and is
well preserved. In comparison to an offline text, it can minimize any misleading text interpretations
produced by a retrospective analysis.

Social media with its mental health-related forums has become an emerging study area in
computational linguistics. It provides a valuable research platform for the development of new
technological approaches and improvements which can bring a novelty in suicide detection and
further suicide risk prevention [8]. It can serve as a good intervention point. Kumar et al. [9]
studied the posting activities of Reddit SuicideWatch users who follow news about celebrity suicides.
He introduced a method that can be efficient in preventing high profile suicides. Choudhury et al. [7]
studied the shift from a mental health discourse to suicide ideation in Reddit social media.
He developed a propensity score matching-based statistical approach to derive the distinct markers
of this shift. Recently, Ji et al. [10] has developed a novel data protecting the solution and advanced
optimization strategy (AvgDiffLDP) for early detection of suicide ideation.

Apart from traditional text classification approaches, deep learning methods have already made an
impressive advance in the field of computer vision and pattern recognition. While traditional machine
learning approaches liaise heavily on time-consuming and often incomplete handcrafted features,
neural networks based on dense vector representations can produce superior results on various Natural
language processing (NLP) tasks [11]. The growing success of word embedding [12,13] and deep
neural networks are reflected in outperforming more traditional machine learning systems for suicide
risk assessments.

The primary objective of our study is to share the knowledge of suicide ideation in Reddit social
media forums from a data analysis perspective using effective deep learning architectures. Our main
task is to explore the potential of Long Short-Term Memory (LSTM), Convolutional Neural Network
(CNN) and their combined model applied in multiple classification tasks for suicide ideation struggles.
We try to test if an implementation of CNN and LSTM classifiers into one model can improve the
language modeling and text classification performance. We will try to demonstrate that LSTM-CNN
model can outperform the performance of its individual CNN and LSTM classifiers as well as more
traditional machine learning systems for suicide-related topics. Potentially, it can be embedded on any
online forum’s and blog’s data sets.

In our experiment, we first choose the data source, define our proposed model and analyze
the baseline characteristics. Then, we compute the frequency of n-grams, such as unigrams and
bigrams, in the dataset to detect the presence of suicidal thoughts. We evaluate the experimental
approach based on the baseline and our proposed model. Finally, we train our LSTM-CNN model
using 10-fold cross-validation to identify our best hyper-parameter selection for suicide ideation
detection. For our dataset, we apply the data collected from Reddit social media which allow its users
to create longer posts.

Our study has specific three-fold contributions:

• N-gram analysis: we evaluate the n-gram analysis to show that the expressions of suicidal
tendencies and reduced social engagements are often discussed in suicide-related forums. We
identify the transition towards the social ideation associated with different psychological stages
such as heightened self-focused attention, a manifestation of hopelessness, frustration, anxiety or
loneliness.

• Classical features analysis: using CNN, LSTM and LSTM-CNN combined model analysis,
we evaluate bag of words, TF-IDF and statistical features performance over word embedding.

• Comparative evaluation: we explore the performance of LSTM-CNN combined class of deep
neural networks as our proposed model for detection of suicide ideation tasks to improve the
state-of-the-art method. In terms of evaluation metrics, we compare its strength and potential
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with CNN and LSTM deep learning techniques and four traditional machine learning classifiers
including SVM, NB, RF and XGBoost) on the real-world dataset.

The structure of our paper is as follows: Section 2 describes related work on suicide and suicide
ideation detected in social media. Section 3 analyzes a data collection method. Section 4 introduces
a proposed methodology. For combined neural network classification approaches, it conducts the
data pre-processing followed by a word embedding process. Section 5 focuses on an experimental
set up concerning the baseline, model architectures, parameters and evaluation metrics. In section 5,
we examine the results and the most powerful machine learning techniques for the detection of suicide
ideation. In Section 6, we conclude our study and discuss the main limitations of our work. Finally,
we define the main directions for future work.

2. Background and Related Work

In recent years, a considerable number of experiments has been developed to emphasize an
influencing power of social media on suicide ideation. Choudhury et al. [7] developed a statistical
approach based on a score matching model to derive some distinct markers detecting the transition
from a mental health discourse to suicide ideation. According to the authors, this transition can
be accompanied by three specific psychological stages: thinking, ambivalence and decision-making.
The first stage includes thoughts of anxiety, hopelessness and distress. The second stage is related to
lowered self-esteem and reduced social cohesion. The third stage is accompanied by aggression and
a suicide commitment plan. Similarly, Coppersmith et al. [14] examined the behavioral shifts of the
users who identified a significant growth of tweets with feelings of sadness expressed in the weeks
prior to a suicide attempt. Furthermore, a significant increase in tweets with anger emotions were
detected the weeks following the suicide attempt.

Several studies advocate the impact of social network reciprocal connectivity on users’ suicide
ideation. Hsiung [15] observed the users’ behavior changes in reaction to a suicide case which
happened within the social media group. Jashinsky et al. [16] emphatically highlighted the
geographic correlation between the suicide mortality rates and the occurrence of risk factors in
tweets. Colombo et al. [17] studied the tweets containing suicide ideation based on the users’ behavior
in social network interactions resulting in a high degree of reciprocal connectivity and strengthening
the bonds between the users.

Another interesting observation is the impact of celebrity suicides on suicide ideation development
among the members of online communities. Kumar et al. [9] examined the attributes of suicidal
interests of Reddit users related to the copycat or Werther effect [18]. His work indicates a notable
increase of users’ posting frequency and the shifts in their linguistic behavior after the reports of
celebrity suicides. This shift was observed in a direction towards more negative and self-focused
posts with lower social integration. Similarly, Ueda et al. [19] conducted profound research on one
million Twitter posts following the suicide of 26 prominent celebrities in Japan between the years 2010
and 2014.

Identification of regular language patterns in social media text leads to a more effective recognition
of suicidal tendencies. It is often supported by applying various machine learning approaches
on different NLP techniques. Desmet et al. [20] built a suicide note analysis method to detect
suicide ideation using binary Support Vector Machine (SVM) classifiers. Huang et al. [21] created
a psychological lexicon based on a Chinese sentiment dictionary (Hownet). He applied the SVM
approach to identify a classification for developing a real-time suicide ideation detection system
deployed in Chinese Weibo. Braithwaite et al. [22] demonstrated that machine learning algorithms are
efficient in differentiating people to those who are and who are not at suicidal risk. Sueki et al. [23]
studied a suicidal intent of Japanese Twitter users in their 20s, where he stated that a language
framing is important for identifying suicidal markers in the text. For instance, “want to suicide”
expression is more frequently associated with a lifetime suicidal intent than “want to die” expression.
O’ Dea et al. [24] proved that it is possible to distinguish the level of concern among suicide-related
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posts using both human codes and an automatic machine learning classifiers (LR, SVM) on TF-IDF
features. Wood et al. [25] identified 125 Twitter users and followed their tweets preceding the data
available prior to their suicide attempt. Using simple and linear classifiers, they found 70% of the users
with a suicide attempt and identified their gender with 91.9% accuracy. Okhapkina et al. [26] studied
the adaptation of information retrieval methods for identifying a destructive informational influence in
social networks. He built a dictionary of terms pertaining to a suicidal content. He introduced TF-IDF
matrices and singular vector decompositions for them. Sawhney et al. [27] improved the performance
of Random Forest (RF) classifier for identification of suicide ideation in tweets. Logistic regression
classification algorithms applied in Aladag et al. [28] showed promising results in detecting suicidal
content with 80–92% accuracy rate.

With recent advances of neural network models in natural language processing, a new
contribution on detection of suicide ideation has emerged from the implementations of more
sophisticated deep learning architectures to outperform more traditional machine learning systems.
Recurrent neural network (RNN) is well designed for sequence modeling [29]. In particular, long
short-term memory (LSTM) is considered to be one of the effective models able to keep useful
information from long-range dependency. Sawhney et al. [30] work revealed the strength and
ability of C-LSTM-based models as compared to other deep learning and machine learning classifiers
for suicide ideation recognition. Ji et al. [31] compared the LSTM classifier with five other machine
learning models and demonstrated the feasibility and practicability of the approaches. His study
provides one of the major benchmarks for the detection of suicide ideation on Reddit SuicideWatch
and Twitter.

Over the recent past, CNN neural networks with convolutional, nonlinear and pooling layers has
been successfully applied to a wide range of NLP tasks and has proven to gain better performance
than traditional NLP methods [29]. It, however, emphasizes the local n-gram features and prevents
capturing long-range interactions. Kalchbrenner et al. [32] advocated the strength of CNN on
n-gram features from various sentence positions. Yin and Schutze [33] introduced a multichannel
word embedding and unsupervised pre-training model to improve the classification accuracy.
Gehrmann et al. [34] used cTAKES and LR approaches with n-gram features to compare the CNN
model to more traditional rule-based entity extraction systems. His findings show CNN to outperform
other phenol-typing algorithms on the prediction of 10 phenotypes. Morales et al. [35] showed the
strength of CNN and LSTM models for a suicide risk assessment presenting the results for a novelly
tested personality and tone features. Bhat et al. [36] and [37] highlighted CNN’s performance over
other approaches to identify the presence of suicidal tendencies among adolescents. Du et al. [38]
applied deep learning methods to detect psychiatric stressors for suicide recognition in social media.
Using CNN networks, he built a binary classifier to separate suicidal tweets from non-suicidal tweets.
Other recent studies [39] revealed positive results of CNN implementations on SuicideWatch forum
which serves as a dataset in our research paper.

Fundamentally, single recurrent and convolutional neural networks applied as vectors to encode
an entire sequence tend to be insufficient to capture all the important information sequence [40,41]. As a
result, there have been several experiments to develop a hybrid framework for coherent combinations
of CNNs and RNNs to apply the merits for both. For instance, He et al. [42] introduced a novel neural
network model based on a hybrid of ConvNet and BI-LSTMs to solve the measurement problem of a
semantic textual similarity. Matsumoto et al. [43] proposed an efficient hybrid model which combines
a fast deep model with an initial information retrieval model to effectively and efficiently handle AS.
In our study, we propose a framework based on the ensemble of LSTM and CNN combined model to
recognize suicide ideation in social media.

3. Datasets

To detect suicide ideation, we train our classification models on a Reddit social media dataset
where users can express their opinion via text posts, links or voting mechanism posts. They engage
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with each other via comment threads attached to each post [9]. The dataset used in our experiment
was built by Ji et al. [31] and consists of a list of suicide-indicative and non-suicidal posts. To preserve
the users’ privacy, their personal information is replaced with a unique ID. Since the users tend to get
engaged in different kinds of subreddits, each group is formed by a corresponding random number
of messages derived from various topics. Our dataset is created by 3549 suicide-indicative posts
and 3652 non-suicidal posts from relatively large subreddits devoted to support potentially at-risk
individuals. Non-suicidal posts originate from subreddits topically related to a family and friends.
Table 1 shows the examples from both posts’ categories which are topically specific.

Table 1. Examples of Human Annotations of Reddit Posts.

Suicidal Posts Non-Suicidal Posts

Want to die, end it now, I wanna die with a blunt.
I’m going to kill myself this weekend.

There is no one “correct” way to talk to someone
struggling with suicidal thoughts, Children of
suicide parents.

I want to slit my wrists tonight,
I tried to commit suicide.

I think you should tell people how you feel,
I think suicide is a permanent option that most
of the time results out of a temporary issue.

I wish guns for suicide, nobody cares if I die.
I want to die Where can i go to commit Suicide??

Will you ever get over the news that one of your
parents committed suicide?

Where can i go to commit suicide??
I don’t know what else to do. Friend has given up, seriously considering suicide.

Just over life, die alone, sleep forever.
I’m writing my suicide note right now.
I plan to kill myself soon.

National Suicide Prevention online chat.
I think suicide is a permanent option that
most of the time results out of a temporary issue.

What’s the point in living when I will always be alone. Method used in chris cornell and chester
bennington’s suicides.

4. Methodology

The purpose of the present study is to implement a combined deep learning classifier to improve
a performance of a language modeling and text classification for detecting suicide ideation in Reddit
social media. In our experiment, we incorporate a technical description of approaches using various
NLP and text to classify techniques.

Figure 1 shows a general overview of our proposed framework. It consists of two directions
for text data mining methods. The first one consists of data pre-processing, features extraction with
NLP techniques (TF-IDF, BOW and Statistical Features) employed to encode the words to be further
proceeded by traditional machine learning systems for the baseline methods. The second framework is
created by data pre-processing, features extraction using word embedding, followed by deep learning
classifiers, one for the baseline method and one for the proposed model.
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Figure 1. Suicide Ideation Detection Framework.

4.1. Pre-Processing

Pre-processing involves filtering of an input text to improve the accuracy of a proposed method
by eliminating redundant features to process raw posts prior to the learning of word embedding. It is
achieved by applying a series of filters on Reddit posts to transform raw data into a format understood
by learning models. In our study, we employ the Natural language toolkit (NLTK) [44] to pre-process
the dataset before it proceeds to its training stage. First, we start with a concatenation of the post titles
and bodies. We remove duplicated sentences from the original dataset. Next, we use tokenization
as a part of the data filtering and a converting process to divide the Reddit posts into individual
tokens. Then, we replace all the URL addresses, contractions and redundant white spaces with a single
whitespace. We remove brackets, dashes, colons, stop words and all newline symbols, which could
lead to erratic results if stayed ignored. In this way, the posts become lowercased and saved as separate
text files. We apply lemmatization to ensure that the word endings will not be roughly dropped, which
could lead to creating senseless word pieces such as stemming. We rather transform them into word
lemmas related to the dictionary. Finally, the cleaned data is ready for word embedding.

4.2. Proposed Network Model

To detect the presence of suicide ideation in Reddit social media, we combine the strengths of CNN
and LSTM neural network architectures and apply a unified LSTM-CNN model for the classification
of our chosen text data. The proposed model takes the output vector of the LSTM as the input vector
of the CNN. Then it builds a new CNN model on the LSTM to extract the features of the input text
sentences and improve the results of the classification accuracy. In our experiment, we follow the
Hybrid framework for Text modeling using LSTM-CNN method applied in previous works [45–47].

Figure 2 shows the proposed LSTM-CNN combined model architecture for classifying the
sentences with suicidal and non-suicidal content. It is created by the following layers. The first
layer is a word embedding layer in which each word in a sentence is assigned a unique index to form
a fixed-length vector. It is followed by a dropout layer applied to avoid over-fitting. Next, LSTM layer
is added to catch a long-distance dependency across the text with a convolutional layer for performing
features extraction. Pooling layer aggregates the information to pool a feature dimension which is later
converted into a column vector by a flatten layer. Finally, the neural network process is accomplished
with the classification done by a SoftMax function.
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Figure 2. LSTM-CNN Architecture for Suicide Ideation Detection.

Word Embedding Layer
Word embedding is a set of language modeling and feature learning techniques in NLP. It is

an input layer of LSTM-CNN combined model which changes the words into a real-valued vector
representation. When using the word embedding techniques, the words from the vocabulary tend to
map into a particular vector space of real numbers in a low-dimensional space [13]. The models are
fundamentally based on an unsupervised training of distributed representations applied for solving
supervised tasks [48]. In this section, we employ Word2vec [13] which belongs to a category of shallow
models in which two neural layers are trained to reconstruct a word context or current words from their
surrounding window of words. When a text is a sequence of words x1; x2; x3; ...; xT , which is converted
to low-dimensional word vectors that are characterized by index numbers of embedding layers that
transform such indices into d-dimensional of the embedding vector Xt ∈ Rd through pre-training
Word2Vec [13]. In this expression, d stands for the dimension of the word vector with an input text as
mentioned in Equation (1):

X = [x1; x2; x3; ...; xT ]
T×d (1)

At this point, the tth word in the text is expressed by Xt ∈ Rd , where d is a word embedding
vector and T length of the text.

Dropout Layer
Dropout layer is used to avoid over-fitting and prevents co-adaptation of hidden units by

randomly dropping out the noise in the training data [49]. A rate of 0.5 is employed on the layer to
represent the layer’s rate parameter, which can balance between 0 and 1 [49]. One of the main dropout
layer’s characteristics is that it randomly removes or turns off the activation of neurons in embedding
layers as the dropout is applied on the layer, whereas each neuron in the embedding layer depicts a
dense representation of a word in a sentence [30].

Long Short-Term Memory
Long Short-term Memory (LSTM) belongs to a group of RNN architectures applied in deep

learning to classify process and predict time series in sentences. In comparison to RNN, it is not only
more robust and able to capture long-term dependencies. It, however, consists of a memory cell that
controls the flow to and from each gate. This way, it makes LSTM an excellent choice for identification
of suicidal ideation in a social media text. One of LSTM strengths is to prevent vanishing or explosion
gradient are often seen in RNN models [30].

In our LSTM layer model, we applied a single layer with 100 LSTM units. In each cell,
four independent calculations were performed using four gates. The LSTM layer structure with
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input sequences X = (xt) with a d-dimensional word embedding vector, while H represents the number
of LSTM hidden layer nodes [46].

ft = σ(W f xt + U f ht−1 + b f ) (2)

it = σ(Wixt + Uiht−1 + bi) (3)

ot = σ(Woxt + Uoht−1 + bo) (4)

ut = tanh(Wuxt + Uuht−1 + bu) (5)

ct = ft � ct−1 + it �Ut (6)

ht = ot � tanh(ct) (7)

In above mentioned equations, δ stands for a logistic sigmoid function, while
⊙

represents
element-wise multiplication. W f and U f , two weights matrices, and b f a bias vector are applied for the
forget gate ft which are similar for the input gate it, memory cell ct, tanh layer ut, output gate ot and
hidden state ht. Forget gate controls the information sent to the memory cell. This data selection is
decided by sigmoid function. Input gate selects which new information will be kept in the memory
cell. Memory cell stores the data at each step, and this way ensures long-distance correlations with
new input. After the information is updated or ignored through sigmoid layer, tanh layer decides
information’s level of importance (−1 to 1). These two values are multiplied to update the memory of
the new cell state. It is then added to old memory ct−1 resulting in ct [50,51].

In the output gate, the amount of information from the internal memory cell is exposed based on
the output cell state which is expressed by the hidden unit ht at time t which later will be fed to the
CNN layer.

Convolutional Layer
Convolutional layer is a part of CNN neural network initially designed for an image recognition

with a strong performance ability [52,53]. In recent years, however, CNN has become an incredibly
versatile model used for a wide range of multiple text classification tasks with considerable
results [32,54,55]. When applying CNN on a well-structured and organized text, the model will
discover and learn patterns that would otherwise be lost in a feed-forward network. For instance,
a word “down” in the context of “down to earth” and “feeling down” has a different sentiment.
In addition, CNN can extract features regardless of where they occur in a sentence [56]. CNN is similar
to Feed-forward Neural Networks where the connections between the nodes do not form a cycle. Thus,
a single neuron in CNN represents a region within an input sample such as a piece of image or text,
in our convolution layer we follow the work by [46].

After each feature sequence is extracted by the LSTM model which is H = [h1, h2, h3, ..., hT ]
T where

ht stands for a m-dimensional feature vector of the tth word in the text sequence where T is the number
of LSTM expansion steps equal to the text sequence length. H ∈ Rm×T is the CNN input matrix with
fixed-length inputs; thus, every input length is standardized to T by trimming the longer sentences and
padding the shorter sentences with zeros. The convolutional filter is F ∈ Rj×k where j is the number of
the words in the window, k is the dimension of the word embedding vector. The convolutional filter
F = [F0, F2, ..., Fm−1] will generate one value as follows at time step t. Equation (8):

OFl = ReLU[(
m−1

∑
i=0

hT
l+iFi) + b] (8)

where b is a bias, and F and b are the parameters of this single filter. Finally, a feature map is generated
on which ReLU activation function is applied to remove non-linearity. Its mathematical expression is
as follows:

F(x) = max(0, x) (9)
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In our experiment, we use multiple convolutional filters with various parameter initializations to
extract multiple maps from the text [46].

P
(
y(i) = j | x(i); θ

)
=

eθT
j x(i)

∑K
K=1 eθT

j x(i)
(10)

Pooling Layer
Pooling layer’s function is to minimize a dimensionality of each rectified feature map and retain

the most important information. Its characteristic feature is to make the input representations smaller
and more manageable aggregating information. It reduces the number of parameters and computations
in the network resulting in an ability to control over-fitting [57]. In our study, we use a max pooling
operation, which represents the most important information in each feature map.

Flatten Layer
CNN flatten layer aims to transform a pooled feature map into a column vector which makes an

input to the neural network of the classification task [47]. As the next step, the pooled feature maps are
flattened through a reshape function to make the feature vector pulls concatenated.

Flattening = pooled.reshape (11)

The above equation takes rows and appends them all to create a single column vector.
Output Layer
Main function of output or fully connected layer is to calculate a probability of suicide and

non-suicide text. It uses a text feature vector from a convolutional and pooling layer’s output which
is followed by considerable activation functions for preventing gradient explosion or vanishing
problems [58]. We can apply Sigmoid function [59], SoftMax function [60], Hyperbolic tangent
function [61] or Rectified linear unit [62] widely used in classifying an input text into a binary
classification based on the labeled training dataset [63]. In our experiment, we apply SoftMax
activations on our output layer.

4.3. Baseline

To offer a fair comparative analysis to other competitive models, our experiment is conducted by
a performance comparison of the proposed learning model against the baseline models. Handcrafted
features (TF-IDF, Bag of Words, Statistical Features) are extracted from the text and fed into four
traditional machine learning approaches (Support Vector Machine, Naive Bayes, Random Forest,
Extreme Gradient Boosting) and two deep learning models (LSTM, CNN) with Word2vec embedding
techniques. We implement machine learning approaches through Scikit-learn [64].

Support Vector Machine (SVM) is a supervised learning model that analyzes data and recognizes
the patterns used for classification [65]. It is widely used in a text categorization [66] with good
performance results for mental health tasks [67]. In our study, we apply the SVM algorithm to solve the
problems that are linearly and non-linearly separable in a lower space by constructing a hyperplane in
a high-dimensional space. To evaluate the efficacy of word embeddings, we employ the SVM technique
that is proven to work well with concise and categorical data.

Naive Bayes (NB) classifier relies upon an underlying assumption that each feature is independent
of another, which vastly simplifies the computational space [68,69]. Together with SVM, it is
widely used in a text classification literature and is sufficient for solving practical text categorization
problems [66,70]. In our study, we implement the NB algorithm as a probabilistic approach.

Random Forest (RF) is an ensemble technique which combines many weak classifiers into one
strong classifier [71]. RF is widely used for binary class classification problems [72].

Extreme Gradient Boosting (XGBoost) is an implementation of gradient boosted decision trees
designed for its speed and performance. It is a higher level of boosting algorithm which pushes the
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limits of computation on a tree algorithm [73]. In comparison to other gradient boosting machines,
XGBoost uses a more regulated model formalization to control over-fitting and provides a better
performance [74,75]. To conduct our experiment, we employed a set of NLP representation techniques
on our baseline methods. Text Frequency-Inverse Document

Frequency (TF-IDF) is a technique widely used in an information retrieval and text mining field.
It measures a frequency of the word occurrence in a text; it selects important words and excludes the
words with a low importance for the further text analysis [76,77]. Bag of Words (BOW) is an algorithm
that lists the words paired with their word counts per document. The count of each word is used to
create a feature vector for a further document summarization [78]. Statistical features [27] are extracted
from the posts to encompass the number of tokens, words, sentences and their length.

To compare the proposed method with different variants of deep learning techniques, we use
LSTM and CNN that were pre-trained with 300-dimensional word2vec techniques. The output
dimension and time steps were set to 300. ADAM optimizer with learning rate 0.0001 was applied
to minimize a binary cross-entropy loss and Sigmoid was the activation function for the final output
layer. Finally, the model was trained over 20 epochs with a batch size 64 and 512, a dropout rate of 0.5
and ReLU activation function.

The network structure for CNN baseline applied for the text classification is similar to the CNN
model proposed by Kim [54].

4.4. Model Architecture and Its Parameters

For the classification task, we train our LSTM-CNN combined model based on its previous
implementation. Through the manual testing, we conduct a fine-tuning with 10-fold cross-validation.
We apply a pre-trained word2vec model which was trained on 100 billion words from Google News
for features classification. A one-dimensional convolutional neural network is initialized with a
300-dimensional pre-trained word2vec [13,79].

Table 2 presents a parameter setting for the proposed model (LSTM + CNN). The experiment is
conducted using different parameters listed as follows: the parameter, namely number of filter, kernel
size, padding, pooling size, optimizer, batch size, epochs and units. We use Python with NLTK natural
language toolkit. The models are built by Tensorflow deep learning framework, and the experimental
environment is trained on NVIDIA GTX 1080 in a 64-bit computer with Intel(R) Core(TM) i7- 6700
CPU @3.4GHz, 16 GB RAM and Ubuntu 16.04 operating system.

Table 2. Parameter Setting Regarding Proposed LSTM-CNN Model.

LSTM—CNN Model Layers Parameters Values

Convolutional layer Number of filters 2, 4, 6, 8
Kernel sizes 2, 3, 4
Padding ’Same’
Activation function ’ReLU’

Pooling layer Pooling size Max-Pooling
LSTM layer and other Units 100

Embedding dimension 300
Batch size 8
Number of epochs 10
Dropout 0.5
Fully connected layer SoftMax

4.5. Evaluation Metrics

To evaluate the baseline with our proposed deep learning classification technique, we use
evaluation metrics, such as accuracy of estimations (Acc.) Equation (12) and F-score (F1) Equation
(15), consisting of precision (P) and recall (R) . It relies on a confusion matrix incorporating the
information about each test sample prediction outcome. Accuracy is the rate of a correct classification;
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F1 Equation (15) score is a harmonic average of precision and recall; precision estimates the number
of positively identified samples; recall approximates the proportion of correctly identified positive
samples. The closer the both values are, the higher the F1 score is. In the evaluation metrics, we find
number of true positive predictions (TP), true negative predictions (TN), false-positive predictions (FP)
and false-negative predictions (FN) [80]. The most straightforward classifying evaluation score is an
accuracy defined as follows:

Accuracy =
TP + TN

TP + TN + FP + FN
(12)

Precision =
TP

TP + FP
(13)

Recall =
TP

TP + FN
(14)

F1 = 2.
precision.recall

precision + recall
(15)

5. Experimental Results

We perform our results in two main phases. We begin by examining the data analysis results in the
entire labeled corpus of Reddit posts. First, we analyze the most frequent n-grams in suicide-indicative
posts linked with suicidal intents, and compare them with the n-grams in non-suicidal posts. Next,
to measure the signs of suicidal thoughts, we use our proposed set of features and compare the
performance of our proposed deep learning classifier with the baselines in terms of evaluation metrics.

5.1. Data Analysis Results

To compare dissimilarities in the lexicon, we examine the entire dataset to investigate the
presence of suicidal thoughts. We compute the frequencies of all the unigrams and bigrams in
both suicide-indicative posts and non-suicidal posts. We select the top 200 unigrams and bigrams
from each category to examine their nature and connection with suicide ideation. We use a visual
support of the word cloud. We support the analysis with top 20 most frequent n-grams in both dataset
categories. Figures 3 and 4 present the top 200 unigrams and bigrams for both datasets generated
in our experiment. Emerged words indicated by a high frequency are illustrated in both figures.
Examining the posts from the SuicideWatch forum, we identify the features with a suicidal intent align
with the findings supported in suicide literature [2]. Specifically, we observe evidence of manifestation
of hopelessness and frustration (“fucking life”, “tired living”, “hate tired”, “I’m tired”), anxiety
(“I’m afraid”), sense of guilt (“I am sorry”), regret (“never again”), signs of loneliness (“no friend”).
Concerning the mental focus of the users, we identify the self-oriented references and attention turned
towards themselves (“I’m”, “I’m not”, “I’ve never”). This result is supported by [81]. After that,
we detect the user’s tendency for the preoccupation with their feelings (“feel like”, “make feel”),
strengthened by the words of negation (“no one”, “anymore”, “I’ve never”, “would never”). In the
suicide-indicative posts, we observe quite a high frequency of question marks (“Concerned but don’t
know what to say?”, “Why is mankind afraid of death?”). It might originate in a frequent usage of
rhetorical questions to emphasize the ideas consciously and intensify the sentiment [11].
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Figure 3. Suicide Ideation Detection Framework.

Figure 4. Non-Suicide Ideation Detection Framework.

Another interesting observation is found in users’ depiction of suicidal tendencies. It is mostly
expressed by the words with death connotations (“suicide”, “want die”, “die fucking”, “suicide wish”,
“wish die”, “want kill”, “want end”, “want go”). Furthermore, sense of urgency and a manifestation of
hopelessness is also visible (“hope help”, “life hope”, “help ended”).

In contrast to the suicide-indicative posts, the unigrams and bigrams examined in the non-suicidal
posts contain predominantly the words describing happy moments, positive attitude and feelings
(“want joke”, “want fun”, “go out”, “laugh thought”, “want happy”). The users have a tendency to
strive towards maintaining positive spirits (“get better”). They often mention social relations activities
(“best friend”, “high school”) or express their feelings (“make feel”, “feel like”).

5.2. Classification Analysis Results

After the n-grams frequency analysis, we evaluate the experimental approach based on six
baseline methods and a proposed model. Our main task is to detect suicide ideation from the chosen
data. In our baseline, we use three single handcrafted features, such as TF-IDF, Bag of Words, Statistical
Features and their combinations which are applied on SVM, NB, RF and XGBoost models. The main
aim of combining the distinct NLP techniques is to examine which features best favor the performance
accuracy for suicide ideation. Next, we apply a word2vec technique on LSTM and CNN model.
We conduct the performance evaluation through three different approaches. First, we analyze the
performance of machine learning and deep learning models in the baseline. Second, we compare all
the classification methods within the baseline. Next, we compare the proposed LSTM-CNN model
with the baseline. Finally, we make a brief comparative analysis of the handcrafted features in the
classification models.

Table 3 shows the results of the baseline and proposed model on suicide ideation detection tasks
in terms of evaluation metrics. The first six rows show the results for the baseline. The last row with
LSTM-CNN demonstrates the proposed model. Each classified corpus contains an accuracy, F-measure,
recall and precision result value.

Evaluating the performance of machine learning methods in the baseline, we observe the
performance of XGBoost scoring higher than other traditional text classification approaches with
both combined and single features, excluding the Statistics. Considering all the baseline classification
methods, LSTM deep learning classifier outperforms other baseline approaches with its performance
improvement reported in 91.7% accuracy and 92.6% F1 score.
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Comparing our proposed model with the whole baseline, we can conclude that the best relevance
classification in our experiment is achieved with LSTM-CNN combined model by using word
embedding. Based on the optimized parameters, it significantly outperforms other algorithms reaching
93.8% accuracy and 92.8% F1 score. Our results show that the proposed combined neural network
model performs better in comparison to single LSTM and CNN classifiers. Concerning the accuracy
performance, our results outperform the accuracy of the experiment previously applied on the same
dataset [31].

Considering the impact of single handcrafted features (Statistics, TF-IDF, BOW) on the
performance of our three machine learning classifiers, we can observe that using Statistical features
in SVM we achieve 79.6% accuracy which is the highest performance results. Next is TF-IDF in
XGBoost with 85.6% accuracy and BOW with 83.1% accuracy. Combined handcrafted features
(Statistics+TF-IDF+BOW) in XGBoost score the highest with 88.3% accuracy. This result is comparable
with the word embedding neural network features in LSTM (91.7%) and CNN model (90.6%)
respectively.

Table 3. Performance Results of the Classification Models.

Methods Feature Type Acc. F1-Score Recall Precision

Statistics 77.2 75.1 73.9 76.3
RF TF-IDF 81.8 80.9 83.4 80.5

Bag of Words 81.1 78.6 77.9 81.1
Statistics + TF

IDF+ Bag of Words 85.6 84.1 84 85

Statistics 79.6 79 70 60
TF-IDF 81.2 82.7 87.2 78.7

SVM Bag of Words 80.6 81.1 81.8 80.4
Statistics + TF

IDF+ Bag of Words 83.5 83.8 85.5 82.1

Statistics 68.2 71.3 76.3 67.6
TF-IDF 78.6 76.1 75.6 80.5

NB Bag of Words 79.8 78.4 78.9 79.7
Statistics + TF

IDF+ Bag of Words 82.5 81.5 83.4 80.8

Statistics 76.3 76.1 75.6 80.5
TF-IDF 85.6 84.1 84.0 85.8

XGBOOST Bag of Words 83.1 82.6 84.4 81.6
Statistics + TF

ID F+ Bag of Words 88.3 83.1 84.3 88.4

LSTM 91.7 92.6 90.5 94.8
CNN Word2vec 90.6 92.8 93.8 91.8

LSTM-CNN 93.8 93.4 94.1 93.2
Acc. represents accuracy; RF = Random Forest, SVM = Support Vector Machine, NB = Naive Bayes, XGBoost = Extreme

Gradient Boosting, LSTM = Long Short-term Memory, CNN = Convolutional Neural Networks.

For the models’ parameters optimization, we believe it is advisable to perform a coarse line
search over a single region to find the most suitable size for the dataset. After that, we are ready
to do the exploration of the most proper combinations of different filter region sizes surrounding
the optimal size. Based on our findings, the main effect of the filter region sizes is in keeping the
number of feature maps of individual region size at a fixed value [82]. Additionally, considering the
ReLU activation function, ReLU offers a faster and better performance as well as the generalization,
which was similarly applied in the works of [83,84]. Since ReLU represents a nearly linear function,
it preserves the properties of linear models that make it easier to optimize with gradient descent
methods [60]. Our pooling strategy indicates that a max-pooling achieves a better performance than
other alternative strategies for the classification tasks. It could be caused by a low importance of
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the location of predictive contexts and higher prediction abilities of certain n-grams in a sentence in
contrast to the entire sentence [85].

6. Conclusions and Future Work

The integration of deep learning methods into suicide care offers new directions for the
improvement of detection of suicide ideation and the possibility for early suicide prevention. Our
work takes part in this journey towards the technological improvement in convolutional linguistics to
be shared within the research community and successfully implemented in mental health care.

In our study, we presented an approach to recognize the existence of suicide ideation signs in
Reddit social media and focused on detecting the most effective performance improvement solutions.
For such purpose, we built our system on subreddit data corpus created by suicide-indicative and
non-suicidal posts. We used different data representation techniques to reformulate the text of the
posts into the presentation that our system can recognize. In particular, we characterized a closer
connection between the suicidal thoughts and language usage by applying various NLP and text
classification techniques. We described the experiment with LSTM-CNN networks built on the top of
word2vec features, and observed the potential of CNN in multiple texts classification tasks.

Based on our experiment, the proposed LSTM-CNN hybrid model considerably improves the
accuracy of text classification. The main reason the model outperforms other machine learning
classifiers is that it combines the strengths of both LSTM and CNN algorithms, and makes up their
shortcomings. First, it takes advantage of the LSTM to maintain context information in a long text
by keeping the previous tokens and resolves the problem of vanishing gradient. Second, it uses the
CNN layer to extract the local pattern using the richer representation of the original input of the text
and able to process the text considering not only single words but also their combinations of different
predefined sizes trying to learn their best combinations and interpretations. Using this approach,
we can ensure that the hybrid model can effectively improve the prediction results as we try to prove
in our experiment.

Our aim was not to explore the detailed sensitivity of CNN hyper-parameters with respect to
the designed decisions. However, we rather tried to improve the potential of CNN neural network
classifier for suicide ideation tasks. During our data analysis, we identified the features with the
depictions of suicidal tendencies. We observed a considerable shift in the language usage of at-risk
individuals. The signs of frustration, hopelessness, negativity or loneliness were significantly detected
accompanied by users’ preoccupation with themselves.

According to our comparative evaluation, we specifically demonstrated the strength and potential
of CNN. It resulted in the highest performance among other classification approaches chosen for our
experiment, including LSTM as an artificial recurrent neural network. Through the hyper-parameter
optimization, we were able to achieve an improvement based on the adaptive hyper-parameter tuning.

Although our research findings show that the performances of applied classification approaches
are reasonably good, the absolute value of the metrics indicates that this is a challenging task worthy of
further study. In our future work, we might try to access a larger dataset with suicide ideation content
and a new dataset with related topics. We might examine the correlation between suicidal ideation
and family environment, weather, etc. Both datasets will be collected from different social media
sources for further demonstration and comparison with our proposed hybrid model. In addition,
the performance of the datasets will be applied for further investigation with other deep learning
classifiers, such as C-LSTM, RNN and their combined models, accompanied by various parameter
optimization evaluations.

Limitation of our experiment can be found in its data deficiency and annotation bias.
Data deficiency is one of the most critical issues of current research [86], where mainly supervised
learning techniques are applied. They usually require a manual annotation. However, there are not
enough annotated data to support further research. Another issue is the annotation bias caused by
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manual labeling with some predefined annotation rules. In some cases, the annotation may lead to
bias of labels resulting in misleading evidence to confirm the suicide action of the authors.

We believe that our study can contribute to future machine learning research for building an easily
accessible and highly effective suicide detection and reporting system implemented in social media
networks as an efficient intervention point between at-risk individuals and mental health services.
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